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Abstract

Bit-Flip Attacks (BFAs) involve adversaries manipulating a model’s parameter bits to undermine its accuracy significantly. They typically target the most vulnerable parameters, causing maximal damage with minimal bit-flips. While BFAs’ impact on Deep Neural Networks (DNNs) is well-studied, their effects on Large Language Models (LLMs) and Vision Transformers (ViTs) have not received the same attention. Inspired by "brain rewiring," we explore enhancing Transformers’ resilience against such attacks. This potential lies in the unique architecture of transformer-based models, particularly their Linear layers. Our novel approach, called Forget and Rewire (FaR), strategically applies rewiring to Linear layers to obfuscate neuron connections. By redistributing tasks from critical to non-essential neurons, we reduce the model’s sensitivity to specific parameters while preserving its core functionality. This strategy thwarts adversaries’ attempts to identify and target crucial parameters using gradient-based algorithms. Our approach conceals pivotal parameters and enhances robustness against random attacks. Comprehensive evaluations across widely used datasets and Transformer frameworks show that the FaR mechanism significantly reduces BFA success rates by 1.4 to 4.2 times with minimal accuracy loss (less than 2%).

1 Introduction

LLMs [33] and ViTs [10] have transformed tasks in natural language processing and computer vision, demonstrating impressive capabilities in text understanding and generation, and image classification [4, 9, 11, 15]. However, these models are vulnerable to hardware-induced adversaries, such as Bit-Flip Attacks (BFAs) [7, 18]. BFAs exploit the hardware layer to introduce errors in the memory regions storing a model’s weight parameters, compromising the model’s integrity and performance. Techniques like DeepHammer [49] target specific bits within a DRAM page, altering sensitive weights and degrading model performance.

Despite advances in memory technology, new methods can still remotely influence memory content without direct physical access [26]. Defending against BFAs is complex due to the gradient-based Progressive Bit Search algorithm, which identifies the most sensitive bits within the model’s weights. Therefore, understanding and mitigating these attacks is crucial for ensuring the robustness and reliability of these advanced models in real-world applications.

Although modern memory technologies have enhanced resilience to BFAs, researchers continue to uncover novel methodologies capable of influencing the content of memory remotely, without the necessity of direct physical access [26]. Mounting a defense against BFAs is inherently a complex task. This complexity arises from the BFA’s utilization of a gradient-based Progressive Bit Search algorithm, which meticulously identifies and modifies bits within the model’s most sensitive weights.

Inspired by the renowned neuropsychologist Donald Hebb, who coined the well-known phrase “Neurons that fire together, wire together” [29], we discover parallels in the adaptability and resilience of the human brain in the face of challenges. This popular statement underscores the brain’s capacity for ongoing reorganization and rewiring, adapting to our activities, thoughts, and emotions in a dynamic process. Similarly, if certain thought patterns no longer serve our best interests, our brains have the ability to rewire to adopt alternative thoughts, showcasing a remarkable capacity for change.

In this study, we draw inspiration from the brain’s adaptive mechanisms to address analogous vulnerabilities in transformer-based architectures [42]. Our proposition centers on the reallocation of redundant parameters in transformer-based models such as LLM and ViT, redirecting them to augment more crucial parameters. This strategy ensures the collective operation of lesser-used parameters with pivotal ones, enhancing the model’s resilience against hardware-induced adversaries such as BFAs [35, 36], while maintaining accuracy with negligible loss.

Taking cues from the tactics employed by attackers, this work introduces a novel defense mechanism aiming to obfusc-
cate the transformer-based models’ most sensitive weights. The proposed methodology identifies the most and least sensitive parameters within the model, subsequently rewiring the least sensitive parameters to those deemed most crucial. This redistribution of task responsibility across the parameters effectively diminishes the sensitivity gradient, rendering gradient-based search algorithms less effective in identifying key parameters. Essentially, this approach aims to cloak these important parameters, ensuring that any bit-flip injections target less pivotal parameters.

We present a thorough exploration of the theoretical and practical aspects of BFAs, specifically, considering the real-world constraints of LLMs and ViTs. Building on these insights, we introduce a framework (Forget and Rewire: FaR) dedicated to pinpointing sensitive parameters and bolstering their resilience against adaptive attacks.

Our comprehensive evaluations reveal that our proposed approach, while minimally affecting model accuracy (-1.97% on ImageNet without the need for retraining), significantly obfuscates critical weights by up to 84% and 91% from potential expert and basic attackers, respectively. Concurrently, FaR compels Oracle and basic attackers to execute 1.6x up to 4x more bit-flips to achieve the same level of disruption (over 10% accuracy degradation) as they would in the absence of FaR enhancement. To achieve acceptable robustness against BFAs by obfuscating 15% of parameters per layer, FaR incurs up to 4.5% and 9.3% overhead in inference time and model storage, respectively.

It is worth noting that our proposed defense mechanism exhibits considerable compatibility, allowing it to synergize with other defensive strategies, such as NeuroPots [25] and Aegis [43]. This compatibility is attributed to FaR’s primary focus on enhancing the overall robustness of models rather than solely on attack detection and recovery.

To the best of our knowledge, this is the first work that adopts a rewiring method to conceal important parameters of transformer-based models, improving their resilience against the challenging model-centric bit-flip attacks. These attacks pose a significant challenge with an attack surface potentially too extensive for existing solutions to comprehensively cover. Last but not least, the FaR library is open-sourced and publicly available to the community for development and evaluation.

We hope that our results could provide a new perspective for defending against emerging attacks in deep learning, fostering further in-depth research in this direction.

2 Background

In this section, we present a concise overview of the essential preliminary knowledge, especially on Transformers, floating points representation in modern hardware, and bit-flip attacks.

2.1 Transformer-based Models

The Transformer architecture forms the backbone of Large Language Models and Vision Transformers, playing a pivotal role in contemporary, cutting-edge pipelines for natural language processing and image classification [1]. In this section, we provide details of the Transformer architecture, underscoring the compatibility and effectiveness of our approach when applied to this class of models.

The Transformer model has two main parts [42]: the encoder and the decoder, as shown in Figure 1. The encoder takes an input and turns it into a representation (features). This helps the model understand the input. On the other hand, the decoder uses the representation from the encoder and some other information to create an output sequence. Either of these two blocks can be employed independently based on the nature of the task at hand:

- Encoder-only: Suitable for tasks that require an understanding of the input, such as text classification and named entity recognition (NER).
- Decoder-only: Suitable for generative tasks.
- Encoder-decoder: Suitable for generative tasks that require input, such as summarization or translation.

A key characteristic of Transformer models lies in their incorporation of specialized layers known as attention layers. These layers instruct the model to give particular emphasis to specific words within a sentence, effectively prioritizing them while de-emphasizing others when constructing the representation of each word. The attention mask can also be used in the encoder/decoder to prevent the model from paying attention to some special words.

Delving into the multi-head attention layer, it is comprised of several Linear modules, each with its own set of weights [42]. Within the attention layer, there are three essential parameters: Query, Key, and Value. These three distinct Linear layers, which share a similar structure, treat each word in the sequence as a vector. The encoded input representation is passed through all three parameters. This process results in an updated encoded representation that includes attention scores for each word.

Within the Transformer architecture, the Attention module carries out its computations in parallel multiple times. Each of these parallel computations is referred to as an Attention Head. The Attention module divides its Query, Key, and Value parameters into N separate parts, processing each of these splits independently through its own dedicated Head. After these individual Attention calculations, which share a similar structure, are completed, their results are combined to generate a final Attention score. This approach is known as Multihead attention, and it empowers the Transformer to capture a broader range of relationships and subtleties associated with each word, enhancing its overall capacity.

1Access at: http://tinyurl.com/farusenixsecurity
2.2 IEEE 754 Floating Point Arithmetic

Weight parameters are typically represented using IEEE-754 32-bit single-precision floating-point numbers. This format exploits exponential notation but sacrifices precision for a broader range of possible values. For example, the value 0.34375 in exponential notation is expressed as $1.375 \times 2^{-2}$, where 1.375 is the mantissa, and -2 is the exponent. The IEEE754 single-precision floating-point format allocates 23 bits for the mantissa, 8 bits for the exponent, and one bit for the value’s sign. What makes this format intriguing from an adversarial standpoint is the varying impact of different bits on the represented value. For instance, consider flipping the 20th bit in the mantissa, which results in a slight increase from 0.34375 to 0.359375, constituting a typically inconsequential perturbation. Conversely, flipping the highest exponent bit transforms the value into $1.375 \times 2^{126}$. Although both scenarios involve a single-bit manipulation, they produce two different outcomes.

2.3 Bit-Flip Attacks

The robustness, security, and safety of a modern computing system depend on the memory isolation enforced at the software and hardware level [12]. However, even in modern DRAM chips, memory isolation can be compromised by read disturbance. A notable instance of this is RowHammer [30], an extensively researched read-disturbance phenomenon. In RowHammer, the act of repetitively accessing and closing (hammering) a DRAM row numerous times results in bitflips occurring in rows that are physically close by. Another example is RowPress [26], the most recent memory fault injection attack targeting DDR4-based systems that are hardened by RowHammer protection hardware. RowPress showed that even a user-level program can still breach memory isolation by maintaining an open state in a DRAM row for an extended duration, leading to disruptions in physically adjacent rows significant enough to induce bitflips.

The primary objective of bit-flip attacks is to use any practical memory fault injection attack to reduce the accuracy of a model while minimizing the number of bit-flips performed. A stealthy attacker’s aim is to reclassify inputs originally belonging to source category $p$ into a different target category $q$ (where $q$ is not equal to $p$) while ensuring that the remaining inputs maintain their original categories, thereby preserving their accuracy and ensuring the attack remains stealthy.

One of the most successful BFAs is the DeepHammer attack [49] which enhances BFAs by refining the algorithm used to search for vulnerable bits. DeepHammer also uses gradient-based Progressive Bit Search (PBS) to find vulnerable bits, as shown in Figure 2. In this attack, during the $k^{th}$ iteration, DeepHammer first selects $n$ vulnerable bits based on a gradient ranking of the model’s parameters. Subsequently, DeepHammer individually flips each of these bits, generating a loss set denoted as $L$. This process is repeated for each layer, resulting in a total of $n \times l$ candidate bits and their corresponding loss set. DeepHammer identifies the most vulnerable bit as the one with the highest loss. Bit-flip is repetitively done until the desired outcome is achieved. While DeepHammer is limited to flipping just one bit per page, we are assuming that the adversary has the capability to flip any number of bits per DRAM page.

3 Motivation

3.1 Unveiling Security Challenges and Threats on LLMs and ViTs

The prevalence of transformer-based models such as LLMs and ViTs has surged dramatically, marking a significant shift in the landscape of machine learning. These sophisticated models, exemplified by transformer architectures, have found
extensive application across numerous domains, from machine translation [44] and content generation [50] to virtual assistants [21] and data analysis [13]. However, this proliferation has brought to the forefront a range of security concerns [5, 54]. The immense power of LLMs to generate coherent and contextually appropriate text can be harnessed by malicious actors for purposes such as misinformation dissemination, automated phishing, and even the creation of convincing fake content [53]. Additionally, LLMs and ViTs are not immune to adversarial attacks, where subtle input modifications can manipulate their output or compromise their decision-making processes [45]. As LLMs and ViTs become more deeply integrated into critical systems, the potential impact of these security vulnerabilities becomes more pronounced. Addressing these concerns is crucial to ensure that the benefits of transformer-based models are harnessed without undermining data integrity, and privacy in the digital landscape.

Security attacks on machine learning models can be categorized as follows: 1) evasion attacks [8], which involve perturbing inputs during testing to deceive the classification model; 2) poisoning attacks [47], aimed at manipulating training datasets to yield poorly-trained ML models; and 3) fault injection attacks [6], which modify ML parameters to alter the classifications of specific inputs towards target labels. Irrespective of the attack category, the overarching objective of adversarial attacks is to induce misclassifications in certain inputs, while maintaining a high model accuracy for others to remain stealthy.

3.2 Addressing the Research Gap

While numerous studies have explored the vulnerabilities of DNNs to fault attacks [32] or the susceptibility of LLMs and ViTs to evasion attacks [27], a significant gap in research remains unaddressed: the investigation of fault injection attacks specifically targeting transformer-based models. Fault attacks on DNNs have focused on exploiting vulnerabilities in their hardware implementations or manipulating their parameters to induce misclassifications. Similarly, evasion attacks on LLMs and ViTs have delved into generating adversarial inputs to deceive the models’ decision-making processes. However, the distinct realm of fault injection attacks on LLMs [7] and ViTs [52], which involves introducing controlled memory corruptions or parameter perturbations to manipulate their output, has remained less explored. This uncharted territory presents a unique challenge, given the complex nature of transformer-based architecture and its diverse applications. Fault injection attacks on LLMs and ViTs could potentially result in unintended or biased text generation, or misclassification, undermine their coherence, or even enable subtle manipulations that are difficult to detect.

With the aim of uncovering the susceptibility of LLMs and ViTs to fault attacks, we embarked on an investigation. Our primary objective was to evaluate the resilience of these

models by analyzing the manipulating individual model components and parameters through the introduction of bit-flips. We sought to understand how these induced faults could potentially compromise classification outputs, remaining imperceptible to human observers. In pursuit of this goal, we exposed transformer parameters to the latest BFAs.

Our analysis unveiled a critical observation: within LLMs and ViTs, certain parameters emerged as Achilles’ heels. These select parameters represented singular points of failure within the model, where even a single bit-flip (SBF) could inflict severe performance degradation. This observation is supported by findings from Reference [7], which noted that single-bit-flips in certain non-query and Wkey parameters could severely disrupt translation output, reducing BLEU scores to near zero. Single-bit-flip attacks, if successful, would lead to a complete model failure (e.g., accuracy drops to 0), often indicated by “NaN” values in PyTorch tensors. Since this behavior is easily detectable, it is not a favorite approach for attackers. It is important to emphasize that BFAs are more stealthy adversaries capable of flipping multiple bits per DRAM page to degrade the performance without being detected. Figure 3 shows an example of our analysis of SBF on roberta-large-mnli model from the hugging-face library. We randomly selected 100 parameters per layer of the transformer encoder and investigated if SBF can change the text classification output. The observation illustrates that dense3 and dense2 are the most vulnerable modules while normalization modules do not show any vulnerability.

Conversely, we also observed the existence of numerous neurons and parameters within the model that remained dormant, generating negligible activations without impacting model sensitivity. This observation led us to contemplate an innovative approach aimed at leveraging these non-essential parameters to enhance the model’s robustness against BFAs.

3.3 Design Intuition

Consider a pre-trained ML model with parameter set P. In the presence of any input x, adversaries aim to find a universal set of weight bit-flips that result in misclassification, changing the correct label y to an incorrect label. In practice, adversaries
are searching for a systematic misclassification of any valid input \( x \) by altering the fewest number of bits in the model parameter set \( P \).

Drawing inspiration from concepts such as brain rewiring and guided by gradient-based search algorithms, we are driven to propose a methodology to reconfigure linear layer parameters. Our motivation is to diminish the model’s sensitivity to a few critical parameters by redistributing their responsibilities to less crucial counterparts. In essence, our objective is to increase the model’s resilience against BFAs by strategically rewiring its neural connections and optimizing its parameter utilization.

Figures 4 (a) and (b) illustrate the distribution of bit-flips in an attack chain within a linear model, both before and after rewiring. In the absence of rewiring (Figure 4(a)), the bit-flips within the attack chains can affect important weights across all layers. In Figure 4(b), we introduce a rewiring technique, where non-important parameters are interconnected with important ones in each layer. This serves to reduce the sensitivity of important parameters and conceal their significance. Consequently, if an attacker attempts to identify crucial parameters using gradient search, they will primarily discover less significant parameters that have minimal impact on the model’s outputs. As a result, the attacker would need to flip a larger number of bits, rendering their efforts impractical.

The compatibility between our methodology and other detection and recovery techniques such as NeuroPots further enhances the overall resilience of the system, creating a more robust and comprehensive defense against a broader spectrum of potential threats and adversarial scenarios. NeuroPots operates by designating certain non-critical parameters as \( \text{bait} \) to detect attacks, and it checks them for any alteration to restore the original weights. In contrast, FaR is designed to enhance the robustness of the model against BFA. By redistributing critical parameter influence, FaR increases the number of bit-flips an attacker must execute to significantly degrade model performance. FaR focuses on preventing effective attacks by diluting parameter sensitivity.

Figure 5 illustrates our \emph{Forget and Rewire} scheme. In Figure 5(a), we have a standard linear model where three neurons in layer \( l - 1 \) are connected to one neuron in layer \( l \). Suppose we perform sensitivity analysis on three parameters of \( W \) using a batch of input data. In this analysis, we find that \( X_2 \), the activation from neuron \( m_2 \), is predominantly close to 0, making \( W_2 \) the least important. Similarly, because \( X_1 \) is larger than \( X_3 \), the gradient of the output with respect to \( W_1 \) surpasses that of \( W_3 \). Furthermore, the output of neuron \( Y \) depends solely on \( X_1W_1 + X_3W_3 \).

In Figure 5(b), we showcase the layer following the application of our Forget and Rewire scheme. Since \( m_2 \) is considered a dead neuron, its connection to \( n_1 \) becomes a candidate for the “Forget” operation. Recognizing that \( W_1 \) holds the utmost importance in the network, we opt to hide it from potential attackers. Conversely, we select \( W_2 \) for the “Rewiring” operation and replace its value with that of \( W_1 \) as \( W_2 \) no longer affects the output of neuron \( n_1 \). To achieve this, we divide the activation from neuron \( m_1 \) by 2 (the division factor). Half of this division is passed to the same parameter \( W_1 \), and the other half replaces the activation of the dead neuron, going to \( W_2 \) (which now holds the value of \( W_1 \)). This way, when attackers employ gradient search and loss backpropagation, they discover that the weight ranking has changed. With \( X_1 \) now reduced by half, it is smaller than \( X_3 \) making \( W_3 \) the most important parameter in the layer. It’s worth noting that despite modifying a weight’s value and rewiring activations, the output of neuron \( n_1 \) remains consistent, and the layer’s functionality undergoes minimal change.

If an attacker arbitrarily targets a critical parameter (known to the developer, such as \( W_1 \)), the attack is not as effective as in the non-FaR model. This is because \( W_2 \), to which the importance of \( W_1 \) has been redistributed, also needs to be targeted. Consequently, the model’s resilience against random attacks is enhanced as well. We provide a comprehensive evaluation of the impact of our proposed strategy on Bit-Flip Attacks in the section 6.
4 Threat Model

In this work, our goal is tailored for defense against BFAs. BFA involves direct manipulation of the model’s parameters at the deployment stage. This type of attack assumes that the attacker has the capability to alter the model directly, such as inducing bit-flips in the model’s memory, which changes its behavior without needing to modify the input. Unlike BFAs, Adversarial Example Attacks primarily manipulate the input to the model without altering the model’s parameters directly. The attackers’ goal is to deceive the model into incorrect predictions while they may have complete knowledge of the model’s architecture (white-box scenario). However, the model itself remains unaltered. Hence, the proposed FaR technique is specifically designed to mitigate the risks posed by BFAs, where the model’s parameters are directly vulnerable to manipulation.

4.1 Assumptions

We assume the adversary possesses the capability to execute Bit-Flip Attacks against the models after their deployment. This involves the precise manipulation of multiple bits of multiple parameters to influence the prediction results of the model, not just single-bit-flips. This threat model represents a significantly stronger attack scenario. The feasibility and practicality of such threats have been previously validated and assessed in prior research [6, 25, 34, 37]. Additionally, the adversary has the potential to run their malicious program on the same machine as the victim model (on resource-sharing platforms such as ML-as-a-service) and employs methods such as DeepHammer to carry out BFAs.

Aligned with prior research [25, 43] focusing on DNNs, we adopt the white-box assumption, assuming that the adversary possesses the knowledge and capabilities necessary to execute a potent attack. More precisely, the adversary is presumed to have in-depth knowledge of the victim model, its parameters, and relevant details. Moreover, we extend this assumption to encompass the adversary’s familiarity with every facet of any conceivable defense mechanism implemented within the system. This understanding involves the mechanism’s operation, algorithms, parameters, and other relevant aspects. This knowledge can be acquired through methods like side-channel attacks [48].

We categorize attackers into three types based on their knowledge levels:

1. Basic Adversary: This attacker has no knowledge about the FaR defense strategy, and has no access to obtain the gradient values on the deployed model. However, the attacker has access to an equivalent model without FaR capability to evaluate its BFA on its local station.

2. Expert Adversary: This attacker is aware of FaR and is able to obtain the gradient values on the deployed model. However, the FaR configuration is not available to the attacker.

3. Oracle Adversary: This attacker is aware of FaR and not only is able to obtain the gradient values on the deployed model, the attacker has access to the FaR configuration.

While the Oracle attack is a very rare scenario, it is the strongest type of attack. It is important to note that the FaR configuration is not publicly available and will be stored securely, only to be applied during deployment. Obtaining such configurations would require an attacker to have an exceptionally high level of access, such as that of a malicious cloud provider [28]. Conversely, a model’s architecture and parameters are often easily accessible to the public, as seen with models available on platforms like Hugging Face. Our objective is to enhance the model’s robustness against more prevalent threats, such as RowPress and Deephammer, which attackers with varying levels of expertise (basic/expert) may exploit.

4.2 Defence Requirements

As mentioned before, in this work we seek to establish a defensive strategy to harden Transformers against a range of BFAs and potential adaptive threats. It’s important to emphasize that our objective is not to completely eliminate BFAs but rather to increase the difficulty and cost associated with these attacks. Even with a robust defense in place, adversaries may still attempt to manipulate more parameter bits. Therefore, our aim is to significantly raise the number of bit-flips needed for adversaries to achieve their malicious goals, making the attack less practical and inconspicuous. The specific criteria for our defense strategy are as follows:

1. Our defense solution should have a minimal impact on the model’s inference process. It must maintain the usability of the original model, ensuring that it retains its prediction accuracy to a significant extent without significant degradation.
2. Our defense approach should be easily applicable to standard, off-the-shelf Transformers. It should not require significant alterations to the original model’s parameters, such as retraining the model from scratch, which can be computationally expensive.

3. Our goal is to implement a solution at the application level that is effective across various hardware architectures, operating systems, and deep learning libraries. In contrast to previous works that have proposed hardware or system-level measures to counteract fault injection attacks, our solution should not be limited to specific platforms.

5 Forget and Rewire

In this section, we introduce both the theoretical principles and practical implementation guidelines for our rewiring strategy. These principles ensure the effectiveness of our proposed approach in countering adversarial bit-flips and establish a robust foundation for the detailed defense implementation covered in the subsequent section.

5.1 Theoretical Basis

To thwart an attacker attempting to flip weight bits on important parameters, we analyze the attacker’s strategy, which often involves a greedy approach to identify the most vulnerable weight bits in the model. While the attacker’s choice of bit-flip sequence may be influenced by the input, the initial crucial step is to identify a bit with the highest gradient based on the loss function, on a batch of input data, for each layer. Subsequently, the attacker assesses the impact of individual bit-flips on the loss function and iteratively selects the most influential bit to flip in each iteration.

In essence, if we deliberately distribute the importance of critical weights among others, we can enhance the likelihood of preventing bit-flips to those crucial weights, rendering the attacker’s bit-flip sequence ineffective. Therefore, we delve into the backpropagation rule for computing the gradient of the loss/cost function $C$ with respect to weight $W_{mn}$. This weight connects neuron $m$ at layer $l - 1$ to neuron $n$ at layer $l$. The training is the process of minimizing error/cost (which originates from the difference between the output of the model and the desired output). The model’s output is determined by the activation produced by the last layer neuron, which is a function of the neuron’s parameters (weights): $a = f(W)$. The relationship between activation and weight is linear, computed as a weighted sum of inputs plus a constant bias. In the context of gradient descent training, the goal is to minimize the error by moving along the cost function, in the direction of the slope of $C$ (the derivative of the cost function). Since the formula for the cost function is typically available (with the simplest form being Mean Squared Error), we can readily calculate $\frac{c}{\partial W}$. However, during the attack, the attacker is interested in the weights $W$. Therefore, we require an expression for the rate of change of the cost function concerning $W$, which necessitates the application of the chain rule of differentiation: $\frac{c}{\partial x} f'(g(x)) = g'(x)f''(g(x))$

The attackers’ objective is to determine the extent to which they can maximize the error by corrupting the weights $W$. To achieve this, we need to realize how changes in $W$ impact the output activation, and subsequently, how alterations in the output activation influence the cost function. This can be elucidated as follows: $\frac{dc}{/\partial W} = \frac{dc}{/\partial a} \frac{dc}{/\partial a}$

Building upon the preceding discussion, $\frac{c}{\partial W}$ is readily accessible, and the derivative of activation w.r.t. $W$ is simply the input to the parameter. This approach remains consistent for the hidden layers, as illustrated in Figure 6, $\frac{dc}{/\partial W}$ likewise signifies how responsive (sensitive) the output is to the parameter $W$. Through this method, we can discern the degree of influence each parameter in the model has on the output.

Now, we can put it all together in the following equation:

$$\frac{dc}{/\partial W_{mn}} = x_{mn} f'(a_n) \Sigma_{i=1}^{l+1} W_{ni} \frac{dc}{/\partial d_{i+1}}$$

where $x_{mn}$ is the input to the parameter connected to neuron $n$ from neuron $m$ at layer $l - 1$. $d_{i}$ is the neuron $n$’s output before passing to its activation function $f$ (such as ReLU). $\Sigma$ term is the weighted summation of loss of all neurons at layer $l + 1$.

The derivative $\frac{dc}{/\partial W_{mn}}$ indicates how sensitive the output is to the weight parameter $W$. A higher value suggests that this parameter can induce more significant changes in the output (resulting in model loss), which makes it an attractive target for attackers. The goal is to diminish this sensitivity while preserving the layer’s functionality. To achieve this, we need to identify which term plays a crucial role in determining the magnitude of this derivative. Typically, $f'(a_n)$ remains a constant value (0 or 1), especially with widely used ReLU functions. The summation term ($\Sigma$) doesn’t necessarily decrease the absolute value because weight values and loss terms can be either negative or positive. However, the activation value from neuron $m$ to neuron $n$ can have the most significant impact. Simply put, by reducing $x_{mn}$, we can decrease the gradient magnitude of all weights originating from source neuron $m$ to any destination neuron $n$. This principle also applies to the output layer.

In this section, we detailed our method for identifying critical parameters within a model, emphasizing that the activation from the preceding layer influences neuron activation more than the weight of the parameters themselves. This approach leads us to rank parameters based on their gradients, as illustrated in the simple example in Figure 6. The type of activation function, whether ReLU or GELU, does not affect this process. It is notable that our analysis does not imply linearity in neural networks; rather, it highlights how Transformer models’ linear layers facilitate the FaR operation.
5.2 Strategy Principles

Our proposed approach revolves around two key actions: Forget and Rewire. Additionally, we introduce a hyperparameter known as the division factor. The Forget operation involves disengaging an activation generated by a dead neuron, meaning it will not be transmitted to other neurons, and its weight parameter will be replaced with a new value. A dead neuron, in this context, is one whose activation hovers around zero or is very close to it when assessed using a batch of input data. Such neurons have minimal impact on the model’s functionality. This concept aligns with the well-established “Pruning technique” which typically disregards around 10 to 15% of neurons in a linear layer without compromising model accuracy.

On the other hand, the Rewire action redirects an activation that contributes to a parameter’s importance to another parameter. During this process, the magnitude of the activation is divided by the division factor. The division factor plays an important role in determining the complexity and effectiveness of our strategy. An increase in this factor may lead to the utilization of multiple neurons for redundancy, potentially diminishing the model’s generalizability and risking a reduction in accuracy. Conversely, a smaller division factor may not adequately achieve the concealing objective, thus lacking sufficient robustness. We will assess the impact of this factor in detail in the Evaluation Section.

To implement our strategy, as shown in Figure 7, we first need to identify the crucial weight parameters within the linear layers of the model and devise a plan to conceal them from potential attackers. To achieve this, we utilize a batch of input data and perform loss backpropagation to compute gradients, subsequently sorting them to rank the parameters. Once an important parameter is identified in a layer, our next step is to locate one or more dead neurons (based on a division factor) within that same layer. When a dead neuron is pinpointed, we subject its activation to the Forget operation, effectively disconnecting it from the neural network. Simultaneously, we select its connection to the neuron containing the important parameter for the Rewiring operation. In this process, the activation directed toward the important parameter is divided by the division factor before being rerouted to the forgotten parameter. Consequently, the value of the forgotten parameter is overwritten by that of the important parameter. This process can be iterated until a sufficient number of parameters are obfuscated, consequently raising the number of bit-flips required to significantly degrade the model’s accuracy. It’s important to emphasize that after each forgetting and rewiring step, the entire gradient calculation process must be repeated.

5.3 Algorithm for Application

Algorithm 1 outlines a systematic procedure aimed at augmenting the resilience of Transformer-based models against Bit-Flip Attacks. Initially, the model iterates through a predefined number of steps, each representing a single FaR operation. In each iteration, the algorithm first identifies the most crucial parameter within the model by computing and analyzing gradients with respect to the input data. This parameter, deemed significant due to its gradient value, is marked for protection against potential attacks.

Subsequently, the algorithm seeks out dead neurons that contribute minimally to the model’s output due to their negligible activation levels. These neurons are pinpointed by inversely sorting the computed gradients, thereby revealing the least impactful parameters in the model’s architecture.

Once the critical and dead parameters are identified, the algorithm devises a Forget and Rewire (FaR) configuration. This configuration essentially outlines a strategy for each layer of the model, determining how the activations of dead neurons should be rerouted and their associated weights adjusted to shield the important parameters. Since this configuration is small and does not include all parameters, it can be stored securely on-chip and not be available to public users.

The final step involves applying this FaR configuration to the model during the deployment. This is achieved by locating the specific neurons and layers as per the configuration, and then overloading its customized linear layer with the FaR configuration and weigh replacement. During runtime, the custom linear layer itself adjusts the neural connections accordingly. Notably, the activation directed towards a crucial parameter is rerouted to a previously inactive (dead) neuron, and its magnitude is moderated by a predefined division factor. This step not only camouflages the important parameters but also ensures the model’s functional integrity by redistributing activations.

The entire process is iterative, with each cycle further fortifying the model’s defense by obfuscating additional parame-
Algorithm 1: Forget and Rewire Pseudo Code

| Input: model, sample_data, labels, max_far |
| Output: Enhanced model |

1. for i = 1 to max_far do
   1. Step 1: Identify Important Parameter
      important_param_d ← compute_gradient_wrt_input(model, sample_data, labels)
   2. Step 2: Locate Dead Neurons
      dead_param_d ← get_dead_params(model, sample_data, labels, important_param_d)
   3. Step 3: Generate Forget and Rewire Configuration
      far_cfg_d ← get_forget_rewire_cfg(important_param_d, dead_param_d, model)
   4. Step 4: Apply Forget and Rewire Configuration
      model ← apply_far_cfg_to_model(model, far_cfg_d)

Figure 7: Forget and Rewire hardening framework.

Algorithm 1: Forget and Rewire Pseudo Code

- Step 1: Identify Important Parameter
  important_param_d ← compute_gradient_wrt_input(model, sample_data, labels)
- Step 2: Locate Dead Neurons
  dead_param_d ← get_dead_params(model, sample_data, labels, important_param_d)
- Step 3: Generate Forget and Rewire Configuration
  far_cfg_d ← get_forget_rewire_cfg(important_param_d, dead_param_d, model)
- Step 4: Apply Forget and Rewire Configuration
  model ← apply_far_cfg_to_model(model, far_cfg_d)

In this section, we provide overarching recommendations for the selection of pivotal hyperparameters within the Forget and Rewire defense strategy. Specifically, we explore the effects of these parameters, namely the choice of layer, the number of parameters, and the division factor, on our model’s performance. We analyze the inference time, accuracy, size overhead, and BFA efforts.

6.1 Experimental setup

Our BFA analysis framework systematically flips individual bits within a model and quantifies the resulting impact using predefined metrics. The implementation of this framework is conducted in Python 3.11 and Torch 2.0.1, which supports CUDA 11.7 for GPU acceleration of computations. The experiments are conducted on an AMD EPYC 7302 CPU (16 physical cores), running at 3.0 GHz. This platform is equipped with four NVIDIA GeForce RTX 3070 GPUs.

We utilize the Yelp Open Dataset, which is available in JSON format for LLM analysis. Specifically, we focus on the review.json file, which contains comprehensive review text data. We also evaluate the effectiveness of our FaR-enabled defense framework with MNIST, CIFAR-10, CIFAR-100, and a subset of ImageNet (50 samples per class from validation set) for image classification [2].

For this study, we utilize the transformers package from Hugging Face [1] and its pre-trained models. We selected two machine learning models suitable for image and text classification tasks. Our selection is based on the most commonly used models (google/vit – base – patch16 – 224 on ImageNet with 86.56M parameters, and dbmdz/bert – large – cased – finetuned – conll03 – english on Yelp with 334M parameters). It should be noted that the dbmdz model is only a robust activation ranking strategy, which may involve ranking at different levels or stages within the model architecture.

3. Hyperparameter Tuning: Fine-tuning the hyperparameters is crucial, including selecting the optimal number of important parameters and determining the division factor.

Optimizing these elements will contribute to the overall performance of our strategy in mitigating Bit-Flip Attacks.
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3. Hyperparameter Tuning: Fine-tuning the hyperparameters is crucial, including selecting the optimal number of important parameters and determining the division factor.

Optimizing these elements will contribute to the overall performance of our strategy in mitigating Bit-Flip Attacks.
used for the token classification task. Three more custom ViT structures were also developed and trained on MNIST, CIFAR-10, and CIFAR-100 datasets. A comparison of custom models is presented in Table 1.

6.2 Model Integrity Evaluation

A paramount criterion for any effective hardening method is preserving the model’s original functionality, ensuring minimal deviation from its trained objectives, and safeguarding against significant accuracy loss. The redistribution of critical weights to dead neurons is critical to maintaining accuracy. FaR ensures that essential information still traverses through both original and newly established detour pathways to the output layer, preserving critical data. Hence careful selection of dead neurons via gradient search to avoid data loss is an important step in FaR. Moreover, FaR is a one-shot process that does not necessitate retraining.

Table 2 presents a comparative analysis of the impact of FaR on various models and datasets. It’s noteworthy that the amount of degradation is comparable with Aegis, incurring a reduction of 2% [43] on CIFAR-10/100. In contrast, alternative approaches like BIN [16] and RA-BN [38] exhibit more pronounced accuracy degradations, approximately ranging between 2 to 4%. It’s also observed that the NeuroPots method demonstrates an accuracy comparable to our FaR approach, reinforcing the notion that the FaR mechanism maintains model integrity without substantially compromising its accuracy.

Our proposed mitigation strategy stands apart from retraining-based methodologies that necessitate complex and resource-intensive fine-tuning processes. Such fine-tuning is typically accessible to defenders with ample resources and access to large training datasets, especially for LLMs and ViTs. In contrast, our strategy offers a one-shot model modification approach that effectively addresses these challenges through straightforward computations, incurring minimal cost. Notably, it is observed that this approach has only a marginal impact on model accuracy, particularly when it involves rewiring critical parameters.

6.3 Model Size Evaluation

While the FaR configuration is securely stored separately from the model’s parameters, applying its configuration can lead to an increment in the model’s size during deployment. This increase has been systematically assessed across various datasets and model architectures utilized in our study, as shown in Table 3. Notably, this augmentation in size is predominantly influenced by the model’s architecture and the quantity of parameters designated for the FaR operation, rather than by the datasets themselves. In particular, FaR’s memory usage increases linearly with the number of FaR-enabled parameters.

It is important to underscore that such increments in size generally are not a bottleneck for the practical deployment of models even on embedded devices. Common embedded devices, such as the Nvidia Jetson Nano, are typically equipped with memory capacities at the GB scale, amply sufficient to accommodate the FaR enhancement. Moreover, the FaR technique significantly bolsters robustness while maintaining accuracy levels, rendering the trade-off of a modest size increase highly beneficial, especially for edge-based inference applications.

To corroborate these assertions, we deployed our FaR-enhanced ViT model on a widely utilized edge device, the Nvidia Jetson Nano, equipped with 4GB of memory. The model’s size increment proved manageable for this device since the average inference time increased only 4 to 6%. This underlines the practical viability and efficiency of the FaR approach on embedded devices.

6.4 Performance and Time Overhead

One of the key objectives of our design is to guarantee that the implementation of the FaR mechanism introduces minimal overhead to the operational framework of the model. Table 3 presents the timing metrics associated with model inference, both with and without the integration of FaR. It is evident that the time increment attributable to our approach remains marginal, primarily due to the incorporation of forget and rewire operations within the inference process. This additional time demonstrates a linear correlation with the volume of parameters earmarked for the FaR process.

The process of parameter selection for FaR is conducted offline, post-training. The duration of this process varies depending on several factors, including model size, computing resources (CPU/GPU), FaR configuration, and the desired
Table 3: Storage and Time overhead of FaR-based hardening on different Transformer architectures and datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>MNIST</th>
<th>CIFAR-10</th>
<th>CIFAR-100</th>
<th>Yelp</th>
<th>ImageNet</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inference</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time (%)</td>
<td>+0.0</td>
<td>+0.3</td>
<td>+0.1</td>
<td>+1.1</td>
<td>+2.5</td>
</tr>
<tr>
<td>Model Size</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(%)</td>
<td>+2.7</td>
<td>+3.3</td>
<td>+5.1</td>
<td>+8.9</td>
<td>+9.3</td>
</tr>
<tr>
<td>Offline FaR Calculation Time (H)</td>
<td>9</td>
<td>22</td>
<td>65</td>
<td>237</td>
<td>184</td>
</tr>
</tbody>
</table>

level of robustness against BFA. For instance, the time required to find FaR settings for a ViT trained on ImageNet can range from a few hours to several days as shown in Table 3.

Currently, the most significant contributor to the inference time overhead is the fact that our customized linear layer, infused with FaR configurations, lacks optimization with binary libraries and operates solely within a Python environment. This contrasts with the conventional linear layers in PyTorch, which benefit from optimized matrix multiplication operations. Addressing this, we aim to explore Python bindings in C++ for FaR, aspiring to expedite the FaR operations within the linear layer in future endeavors. While principles underlying FaR suggest its theoretical scalability to larger models, including LLMs with multi-billion parameter configurations, in practice, as the results show in Figure 13, an optimized FaR library is a must to achieve acceptable inference overhead for such enormous models.

### 6.5 Concealing Efficiency

The attack chain refers to the set of parameters targeted in a BFA, indicating which parameters were considered highly important from the attacker’s perspective. Concealing Efficiency is the rate at which these parameters are concealed (rewired) within the attack chain.

Table 4 demonstrates the proficiency of our hardening technique in obfuscating pivotal parameters that are typically targeted in bit-flip chains orchestrated by BFA strategies. For instance, our fortified model successfully identifies and conceals 92%, 83%, and 77% of parameters in the basic, expert, and oracle attack chains, averaging a concealing rate of 84% in total. While it’s acknowledged that our defense mechanism may not obscure every parameter from potential attackers, the FaR-enabled model retains its core functionality and resilience against attacks. This resilience is underpinned by our method’s strategic focus on shielding the most critical parameters along the attack’s critical path—parameters whose alteration could lead to significant compromise if included in a bit-flip attack chain.

Figure 8 further explores the influence of hyperparameters (elaborated upon in Section 6.9) on the concealing rate. The observations from increasing the number of layers in our experiments show a diminished effect on the concealing rate, contrasting with the effect observed when altering the number of FaR parameters per layer. This pattern implies that the majority of critical parameters, which affect the concealing rate, are located within the last few layers of the model.

### 6.6 Mitigation Effectiveness

Another notable advantage of our proposed strategy is its resilience even against an Oracle attacker with knowledge about the hardened model.

Figure 9 shows our analysis of the number of bit-flips required to degrade the accuracy of the FaR model by more than 10% when the decision factor is changed. The normalization is grounded on the bit-flips required for Oracle attacks on non-FaR models. A division factor of 1 indicates that each critical parameter is rewired with one dead neuron. Figure 9 depicts that even Oracle attackers require 1.68 times more bit-flips (division factor 5). Under the same configuration, the model’s accuracy decreases by 1.83% when 10% of parameters per layer are selected for rewiring (Figure 10).

In contrast to NeuroPots, where an attacker aware of the honey neurons can bypass them by avoiding highly sensi-
tive parameters, our approach presents a more robust defense. Even if the attacker is informed about the obfuscation of critical parameters through the forget and rewiring schemes, they cannot exploit this knowledge effectively. This is because the critical parameter is no longer the single point of failure, and the model’s critical path has been diversified, with tasks distributed among other neurons. This redistribution creates alternative pathways or spare paths via rewired neurons, allowing crucial information to continue propagating through the model even if the original vital parameters are compromised. Consequently, the attacker is still compelled to execute additional bit-flips to degrade the model’s accuracy, making the attack considerably more challenging, resource-intensive, and exposed to detection.

Our hardening strategy can seamlessly integrate with various online fault detection and model recovery techniques. One straightforward detection mechanism involves checksum-based detection, applied selectively to a subset of parameters within each model. Following the implementation of the forget and rewiring technique on the model, the parameter rankings shift compared to the original model. Less important parameters now assume higher ranks, rendering them more vulnerable to potential attacks by adversaries. Consequently, within each critical layer of the modified model, we can designate a subset of the highest-ranked parameters for checksum calculation, saving the results in a secure zone. During runtime, if the sum of the selected weights deviates from the original sum, it signals potential tampering with the model. Once faults are detected, we can promptly replace the weights of the affected layer with a clean copy in real-time. This integrated approach enhances the model’s robustness against both attacks and faults.

6.7 Regularization and Pruning

Dropout [46] is a regularization technique used during the training phase, and randomly deactivates a subset of neurons to prevent the network from becoming overly dependent on specific neurons, thus enhancing generalization. However, during the inference phase, dropout is not active, and all neurons contribute to the output. Pruning [17] involves removing less significant neurons or connections either during or post-training. This process streamlines the network for inference, making it leaner and potentially faster but does not inherently protect against adversarial threats such as bit-flip attacks.

Table 5 presents a detailed comparison of pruning, dropout, and FaR on robustness against BFAs. Neither dropout nor pruning is designed to obscure or protect critical parameters from adversarial discovery and attacks. Pruning inadvertently makes critical parameters more discernible by simplifying the network, easing BFA by 11% on average. Dropout aims to prevent overfitting and does not offer specific protections against gradient-based adversarial attacks during inference. However, it could slightly enhance and increase the number of bit-flips by 4% on average.

6.8 Adversarial Examples

Although adversarial example attacks are not within the scope of our threat model [31], examining the impact of the FaR strategy on model robustness against such attacks offers valuable insights. To this end, we evaluated the resilience of FaR-hardened models against a well-known adversarial example attack, iterative FGSM (epsilon is set to 0.01) [20]. We analyzed
how reconfiguring model parameters through FaR influences the generation and effectiveness of adversarial examples on ViT models trained on MNIST, CIFAR-10, and CIFAR-100. We randomly selected 100 images from the validation dataset and applied the attack on FaR models. The results, presented in Figure 11, show that limited FaR operations can slightly increase robustness against adversarial perturbations. However, as the number of FaR operations per layer increases, we observed a reduction in the number of iterations required to fool the model. This finding indicates a delicate trade-off between resilience to BFA and susceptibility to adversarial examples. While a higher number of FaR operations enhances resilience against BFA, it can also increase vulnerability to adversarial examples, likely because rewiring parameters may exacerbate the propagation of perturbations within the model. Another observation is that by increasing the model size (from MNIST to CIFAR-100), the impact of FaR on adversarial examples’ strength is reduced.

6.9 Ablation Study

In this section, we examine the effects of FaR’s hyperparameters (particularly the number of parameters selected for FaR per layer and the division factor) on the performance of Transformer models, specifically focusing on our custom ViT trained on the CIFAR-100 dataset.

Figure 10 illustrates the effect of FaR hyperparameters on the accuracy degradation of our custom ViT. In this study, we varied the percentage of parameters considered for FaR operations per layer from 1% to 30% of the total parameters in a layer. We also incrementally adjusted the division factor from 1 to 10.

The findings reveal that an increase in both the number of parameters involved in FaR operations and the division factor leads to a reduction in accuracy. This outcome is attributed to the fact that rewiring a larger number of parameters compromises the model’s generalizability. Essentially, the model becomes overly optimized for resisting BFAs specific to the classes of inputs used in gradient calculation, at the expense of its broader applicability.

The accuracy also proves to be highly dependent on the selection of input batches for gradient computation to identify critical parameters. Varying the classes of input samples used in this process would likely alter the parameters deemed most important, thereby affecting the model’s validation set accuracy. Our experiments show that diversifying the input batches used to determine significant parameters mitigates the adverse effect on accuracy. However, this strategy may not necessarily enhance the model’s overall resilience to generic BFAs but could reduce its defense against targeted BFAs aimed at specific output classes.

Initially, an increase in the division factor does not adversely affect accuracy due to the strategic selection of dead neurons for rewiring. Nonetheless, a notable decrease in accuracy is observed when expanding the scope of parameters classified as dead neurons, particularly when such expansion causes the FaR mechanism to contradict its intended function. This analysis shows that there is a delicate trade-off between FaR parameters and the accuracy of the model.

Figure 12 illustrates the role of FaR hyperparameters in strengthening models against basic BFAs. The findings reveal that an increase in the number of parameters involved in the FaR process leads to a quadratic rise in the number of bit-flips necessary to reduce the model’s accuracy to the level of random guesses (representing a 10% loss, with the baseline being the count of BFAs in scenarios not employing FaR).

Furthermore, Figure 13 depicts the influence of the number of FaR parameters and division factor per layer on the normalized number of bit-flips (using basic attack) required to degrade the accuracy by 10%.
7 Discussion

7.1 Efficacy Against Sophisticated Attacks

Attacks Adapted against Gradient-based Defense: BFA aims to minimize the number of bit-flips required to degrade model accuracy, by targeting the most influential parameters that invariably exhibit high activation levels, making them detectable by gradient-based search. Consequently, our defense mechanism’s effectiveness remains intact across different strategies for targeting critical parameters.

Attacks Adapted against Redistribution Strategy: Our defensive strategy, by design, increases the computational and operational cost for an attacker by necessitating a higher number of bit-flips. Should an attacker become aware of our rewiring scheme and attempt to target the original critical parameters, they would face the challenge of having to compromise all or most of the parameters that have been redistributed to a particular neuron. This is because attacking only the originally important parameter would not result in the expected performance degradation, as the activation is now also being propagated through other rewired parameters. This scenario forces the attacker to commit more bit-flips to effectively disrupt the model, aligning with our primary objective of enhancing resilience.

7.2 Using encryption to enhance security

Use of Authenticated Encryption: By applying authenticated encryption techniques to LLM memory, any tampering or bit-flips, such as those caused by row hammer attacks, become immediately apparent upon decryption. This ensures that any unauthorized alteration of the encrypted data can be detected, thus adding a robust layer of security.

Integration of ECC with Encryption: Extending the security measures, the incorporation of Error Correcting Code (ECC) alongside encryption can correct multiple-bit-flips. This is particularly beneficial in environments where data integrity and accuracy are critical. Although ECC can effectively manage multi-bit corrections, the scalability of this approach in the context of LLMs, which utilize billions of parameters, presents substantial challenges.

Resource Intensity and Feasibility: While the combined use of authenticated encryption and ECC offers a high level of security, the resource demands of implementing such comprehensive protection for billions of parameters are immense. Given the current technological and economic landscape, this solution might not be the preferred choice due to its significant resource consumption and associated costs that require further investigation.

7.3 Limitation and Future Research Directions

The current research has focused primarily on the application of our Forget and Rewire technique to linear layers within transformer-based models. However, there remain several promising avenues for future exploration and expansion of this work.

Potential Impact on Model Interpretability: The FaR technique, by design, involves redistributing critical weights across a broader spectrum of neurons, which inherently involves more parts of the network in performing similar tasks. This redistribution could potentially obscure the clarity with which specific network decisions can be attributed to particular neurons or layers. As a result, the effectiveness of techniques like Grad-CAM [40] and Saliency Maps [3], which rely on clear, localized activation patterns to interpret model decisions, might be diminished. While the potential impact on interpretability is valuable, it is important to note that the current scope of our evaluation does not include a comprehensive analysis of interpretability changes due to the implementation of FaR. Investigating the trade-offs between enhanced security and interpretability could provide valuable insights into the design and optimization of secure machine learning systems further studies could explore this dimension.

Extension to Convolutional and Recurrent Layers: One notable direction for future research involves adapting our Forget and Rewire strategy to convolutional layers (CNNs) and recurrent layers. While our current study centered on transformers, the applicability and potential benefits of our techniques in conventional deep neural networks (DNNs) like ResNet and AlexNet warrant investigation. Exploring how Forget and Rewire can enhance the robustness and security of these widely-used architectures is an important next step.

Integration with Other Defensive Techniques: Another intriguing avenue is the integration of Forget and Rewire with existing defensive techniques such as NeuroPots and Aegis. Combining these methods could lead to synergistic effects, bolstering the model’s resilience against a broader spectrum of attacks. NeuroPots, serving as a detection mechanism, could
complement Forget and Rewire’s protective capabilities, while Aegis, with its randomization approach, could add an extra layer of hardening to the model. Evaluating the effectiveness of these integrated defenses would be an insightful research direction.

Exploration of Non-Gradient-Based Attacks: While our work has primarily focused on gradient-based attacks, future research could explore the development of new fault injection attack methods that do not rely on gradient information. Investigating how Forget and Rewire stands up against such non-gradient-based attacks would provide a more comprehensive assessment of its security benefits.

Transferability and Prompt Tuning: Additionally, it would be valuable to analyze the transferability of our Forget and Rewire approach in the context of large language models (LLMs). Prompt tuning techniques have gained prominence in fine-tuning LLMs for specific tasks. Evaluating how Forget and Rewire can be adapted and integrated into prompt-based fine-tuning processes to enhance LLM security would be an intriguing research avenue.

8 Related Work

Machine learning models are susceptible to various types of attacks, including those focused on manipulating the data or the model itself [7, 39, 41, 52]. Defenses against these attacks have been extensively studied for Convolutional Neural Networks (CNNs) and Recurrent Neural Networks (RNNs), including evasion, poisoning, backdoor/trojan attacks, and hardware-based fault injection techniques. However, the same level of attention and research for defense has not been devoted to transformer-based models. In the case of BFAs, which are a specific type of model-centric attack, studies proposing mitigation strategies in DNNs can be divided into two categories:

1. Hardening the Model: These approaches aim to make the model more robust and resistant to BFAs. They often involve architectural modifications or training techniques to fortify the model against potential attacks.

2. Detecting the Attack: These strategies focus on identifying when a BFA is occurring. They seek to create mechanisms or algorithms that can detect and alert when the model is under attack, allowing for a timely response to mitigate the damage.

In the first category of defenses, we can highlight the work of Li et al. [23], which employs a weight reconstruction method. This method helps neutralize the altered values in several model parameters, thereby reducing the impact of BFAs. Another notable contribution is from Zhan et al. [51], who modified the rectified linear unit (ReLU), a commonly used activation function in DNNs, to make it more resilient to faults caused by bit-flipping in weights. Additionally, there are binarization strategies such as BIN [16] and RA-BNN [38], which have been shown to be more effective than the aforementioned methods. These strategies involve retraining a binarization model from scratch to mitigate the effects of BFAs. However, it’s important to note that these methods still require retraining the model, incurring substantial computational costs. Moreover, aggressive quantization, as seen in these approaches, can impact the model’s accuracy.

The most recent work falling within the model hardening category is Aegis [43]. Aegis addresses targeted attacks, which aim to flip crucial bits in specific model layers. To thwart this, the authors introduce a dynamic exit mechanism with additional internal classifiers (ICs) in hidden layers. This disrupts attackers by allowing input samples to exit layers prematurely. The dynamic exit mechanism randomly selects ICs for predictions during each inference, making adaptive attacks more costly. They also propose robustness training for ICs, increasing model resilience by BFAs during IC training.

The second category operates independently of model improvement and offers an additional layer of protection. This category for defending against BFAs involves integrity verification [14, 19, 22, 24]. In this approach, the defender generates a reference signature from the model before it is deployed. After deployment, new signatures are generated during inference and compared to the reference signature to detect any discrepancies.

The latest work that proposed a checksum-based BFA detection is NeuroPots [25]. NeuroPots introduces “honey neurons” as intentional vulnerabilities in DNN models, strategically placed to lure attackers into injecting faults by increasing the sensitivity of the model to less important parameters. This forms the basis for a defense framework with trapdoor capabilities. To efficiently detect faults, a checksum-based approach is used, focusing on the trapdoors where most bit-flips occur. Model accuracy is restored by refreshing these faulty trapdoors. A potential weakness of this approach arises when the attacker is aware of its implementation. In such cases, the attacker could circumvent trapdoors by disregarding sensitive parameters with sensitivity exceeding a predefined threshold.

The challenge at hand was to create robust defenses and detection methods uniquely suited to transformer-based models, which have distinctive architecture and traits. Our work distinguishes itself from previous research in three key aspects: 1) We introduce the concept of rewiring in a novel manner that eliminates the need for retraining. 2) Instead of exposing less crucial parameters as bait for attackers, we not only conceal important parameters but also enhance the model’s resilience against BFAs by rewiring them to other parameters. 3) Our approach complements existing methods and can be employed alongside them, offering an additional layer of protection.
9 Conclusion

In addressing the imperative challenge of Bit-Flip Attacks (BFAs), this study illuminates a critical gap in research about the impact of BFAs on Large Language Models (LLMs) and Vision Transformers (ViTs). Inspired by the concept of “brain rewiring”, we have proposed an innovative defense mechanism, Forget and Rewire (FaR), specialized to enhance the resilience of Transformers against bit-flip attacks. FaR entails redistributing tasks from critical to non-essential neurons, effectively diminishing the model’s sensitivity to specific parameters while preserving its core functionality. Despite BFAs’ complexity, our proposed defense effectively shields sensitive weights, with minimal time and storage overhead while maintaining the model accuracy. The experimental results indicate the efficacy of our proposed approach, greatly decreasing the success rate of BFA attacks and obtaining a reduction factor ranging between 1.4 and 4.2 times, with minimal accuracy loss below 2%. Our novel FaR defense stands as a promising direction in confronting evolving digital threats, potentially steering the future of deep learning security solutions.
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