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Abstract

Recently, deep learning has demonstrated promising results in enhancing the accuracy of vulnerability detection and identifying vulnerabilities in software. However, these techniques are still vulnerable to attacks. Adversarial examples can exploit vulnerabilities within deep neural networks, posing a significant threat to system security. This study showcases the susceptibility of deep learning models to adversarial attacks, which can achieve 100% attack success rate (refer to Table 5). The proposed method, EaTVul, encompasses six stages: identification of important samples using support vector machines, identification of important features using the attention mechanism, generation of adversarial data based on these features using ChatGPT, preparation of an adversarial attack pool, selection of seed data using a fuzzy genetic algorithm, and the execution of an evasion attack. Extensive experiments demonstrate the effectiveness of EaTVul, achieving an attack success rate of more than 83% when the snippet size is greater than 2. Furthermore, in most cases with a snippet size of 4, EaTVul achieves a 100% attack success rate. The findings of this research emphasize the necessity of robust defenses against adversarial attacks in software vulnerability detection.

1 Introduction

Software vulnerability detection systems play a crucial role in safeguarding computer systems and networks. Deep neural networks have made significant advancements in this field, as demonstrated by recent algorithms [6], [13]. For instance, Lin et al. [23] extract high-level function representations from the abstract syntax tree (AST) to detect function-level vulnerabilities across projects. Feng et al. [3] propose a method utilizing the AST to extract syntax features and minimize data redundancy. Yang et al. [50] leverage a deep learning-based method using the Tree-LSTM network to assess the semantic equivalence of functions across platforms. Fu and Tantithamthavorn [4] present LineVul, a Transformer-based approach for line-level vulnerability prediction. However, it is crucial to acknowledge that these systems can be susceptible to attacks, which can compromise overall security [37].

Recent studies have revealed that adversarial attacks can exploit vulnerabilities in software vulnerability detection techniques that use machine learning, particularly deep learning [38, 52]. Zhang et al. [55] proposed the Metropolis-Hastings Modifier algorithm to generate adversarial samples for attacking machine learning-based software vulnerability detection systems. Ramakrishnan and Albarghouthi [36] investigated the feasibility of backdoor attacks on deep learning-based techniques used in software vulnerability detection systems. Henkel et al. [7] assessed the current architectures of machine learning-based software vulnerability detection. However, these studies are still in the early stages of exploring adversarial attacks in machine learning-based techniques, and the security issues of these techniques have not been thoroughly evaluated. For example, the defense against the scenario of adversarial attacks has not been considered in almost all machine/deep learning-based software vulnerability detection systems [2, 13, 21, 27, 31, 33, 39]. The adversarial attacks hold significant importance as they allow attackers to modify their samples (e.g., vulnerable samples) to bypass the prediction model. By manipulating the input data, adversaries can deceive the model into making incorrect predictions (e.g., vulnerable samples predicted as non-vulnerable), compromising the overall security of the system. As the number of hackers has grown [3], there is a strong demand to evaluate the security of software analysis techniques. Therefore, this motivates us to conduct fundamental research on evasion attacks to have a thorough understanding of the security issues of machine learning-based software vulnerability detection techniques.

In this paper, we propose EaTVul (Evasion Attack Against Software Vulnerability Detection), an automatic attack strategy from the perspective of an attacker. We assume no knowledge of the target model and cannot manipulate the training data. Our experiments demonstrate that EaTVul achieves an attack success rate of more than 83% when the snippet size is greater than 2 and 100% for most cases with a snippet size greater than 4.
size of 4. At a high level, our approach involves using SVMs (support vector machines) to identify important vectors in non-vulnerable samples. We then employ an attention mechanism to highlight important features contributing to predictions in non-vulnerable samples. Using chatGPT, we generate adversarial data based on these important features and prepare a preserved attack pool. We use a fuzzy genetic algorithm to automatically optimize the selection of seed adversarial data and insert it into vulnerable samples, aiming to make them predicted as non-vulnerable. Figure 1 illustrates how a vulnerable function can be easily bypassed by adding precisely crafted adversarial data generated by EaTVul. The prediction changes from 93.2% vulnerable to 87.4% non-vulnerable. In summary, our main contributions are as follows:

- We propose a novel evasion attack approach, named EatVul, which produces code to evade ML-based vulnerability detectors. To achieve this, EatVul first employs SVM to identify the most important non-vulnerable samples, which will be used as important samples to identify the important features. Then, it utilizes the attention mechanism to identify the important features that have the most significant contribution to the prediction, based on the important samples identified by SVM. Afterwards, it uses ChatGPT to generate adversarial data based on the important features identified by the attention model. Finally, EatVul uses the improved fuzzy genetic algorithm (FGA) to select the optimal seed adversarial data for launching an evasion attack against machine learning-based software vulnerability detection systems.

- We have conducted an evaluation of EatVul against state-of-the-art baselines, and the experimental results demonstrated that our scheme achieved a 100% success rate for most cases (refer to Table.5 with Sni.-4). Our study presents significant findings to the software security community.

- We have made our proposed system, EatVul, available to the research community. Furthermore, we have published the datasets and code to encourage others to contribute to adversarial learning. We hope that this system will raise the attention for the security community to have a good understanding of the security issues of machine learning/deep learning-based systems for software security and to develop further defense strategies. The datasets and code are available at https://github.com/wolong3385/EatVul-Resources.

2 Related Work

In this section, we will only review works closely related to this study. For more comprehensive information about adversarial machine learning in other research areas such as computer vision, natural language processing, and cybersecurity, please refer to [16, 28, 29, 37].

Recent research has highlighted the vulnerability of machine learning, particularly deep learning, techniques to adversarial attacks in the field of software vulnerability detection [38, 52]. Zhang et al. [55] introduced the Metropolis-Hastings Modifier algorithm to generate adversarial samples specifically for attacking machine learning-based software vulnerability detection systems. Zeng et al. [54] developed OpenAttack, an open-source toolkit for textual adversarial attacking with unique strengths in supporting all attack types, multilinguality, and parallel processing. Yang et al. [51] further improved the strategy using a greedy and genetic algorithm with a focus on semantic preservation. Srikant et al. [43] further combined site-selection and perturbation-choice into a
joint mathematical problem, proposing a set of first-order optimization algorithms to solve the formulation. Their approach has demonstrated a 1.5x increase in attacking performance over previous adversarial generation methods [51], which we use as one of our baseline models. Yu et al. [53] presented AdVulCode, the first DL-based adversarial example generation method for vulnerability detection models, demonstrating its effectiveness through controlled perturbation and an improved MCTS search algorithm. The recently published code obfuscation tool, Milo, proposed by Song et al. [42], focuses on an elevated abstraction tier, applying the transformation to the parsed abstract syntax trees (AST).

Ramakrishnan and Albarghouthi conducted a study on the potential of backdoor attacks targeting deep learning-based techniques used in software vulnerability detection based on source code [36]. The authors introduced additional data points containing triggers into the original training dataset, and experimental results revealed that code2seq and seq2seq-based techniques are susceptible to backdoor attacks. Henkel et al. [7] evaluated state-of-the-art machine learning-based architectures for software vulnerability detection and observed that code2seq surprisingly exhibits vulnerability to adversarial attacks. Zhou et al. [56] investigated the robustness of deep neural networks (DNNs) in generating code comments and proposed ACCENT, an identifier substitution approach that generates adversarial data. These snippets maintain syntactic correctness and semantic similarity to the original code but can mislead DNNs into producing irrelevant comments.

Moreover, efforts have been made to assess the robustness of natural language models. For instance, TextFooler [11] utilized synonyms of selected keywords combined with part-of-speech (POS) tagging information to replace original words, with the aim of minimizing alterations. BERT-Attack [17] and BAE [5] employed pre-trained masked language models to generate more fluent and natural tokens consistent with contexts. In an effort to enhance the stealthiness of attacks, Yang et al. [49] proposed a greedy search strategy with replacement operations at the character level, applicable to various state-of-the-art text classification models. However, these endeavors were found to be inadequate for programming languages, given their more structural nature and functional semantics compared to natural language.

To the best of our knowledge, few works focus on assessing the robustness of these deep-learning methods. Unlike prior works in text-based adversarial learning [5, 11, 17, 49], this paper focuses on the naturalness of adversarial statements while preserving normal execution by inserting adversarial data. Notably, this work is different from adversarial malicious learning. Generally speaking, malware detection using machine learning usually based on binaries rather than source code [12]. Therefore, a thorough discussion of adversarial malware is beyond the topic of this paper. For more information, please refer to [15, 29, 48].

3 Overview of the EaTVul

This section introduces EaTVul, an automated system designed to attack machine learning-based software vulnerability detection systems. Figure 2 provides an overview of the proposed EaTVul, which consists of two main phases: adversarial data generation (①) and adversarial learning (②).

In the first place, we train a surrogate model based on BiLSTM with an attention mechanism. To generate the adversarial data, several stages are involved in Phase 1. First, we identify important non-vulnerable samples using SVM. Then, we retrieve the averaged attention scores from the attention layer to identify the key features that contribute significantly to the prediction. These important features serve as inputs to ChatGPT, which generates adversarial data. The generated adversarial data will then be further reviewed and optimized, and ChatGPT is used again to regenerate the adversarial data. The optimized adversarial data is then added to the preserved attack pool. In Phase 2, our goal is to bypass a machine learning-based software vulnerability detection system using a vulnerable sample. To achieve this, we utilize a fuzzy genetic algorithm to select the best seed data, which is added to the vulnerable test case. The expectation is that the modified vulnerable test case will be predicted as non-vulnerable with a high probability. Details regarding the input/output of each step will be discussed in Section 3.1.

In this study, the attacker’s capability, knowledge, and goal are as follows: Attacker’s capability. The attacker is capable of perturbing the test queries given as input to pre-trained vulnerability detectors to generate adversarial samples. We follow the existing paradigm for generating adversarial examples in programming languages [51] and allow for two types of perturbations for the input code sequence: (i) token-level perturbations (for instance, variable renaming) and (ii) statement-level perturbations (for example, dead code insertion). To maintain the stealthiness and functionality of the perturbed code samples, we choose statement-level modification in this work. Specifically, the attacker is allowed to insert a certain number of non-functional statements in arbitrary locations. Attacker’s Knowledge. Attacker’s Knowledge. In the context of this study, we employ a conventional black-box framework for deep-learning-based vulnerability detection methods. Here, we presume that attackers do not have access to the architecture and parameters of target models; they are restricted to querying the deployed vulnerability detection systems. Figure 2 provides a clear overview of the EaTVul system using a vulnerable sample. To achieve this, we utilize a fuzzy genetic algorithm to select the best seed data, which is added to the vulnerable test case. The expectation is that the modified vulnerable test case will be predicted as non-vulnerable with a high probability. Details regarding the input/output of each step will be discussed in Section 3.1.

In this study, the attacker’s capability, knowledge, and goal are as follows: Attacker’s capability. The attacker is capable of perturbing the test queries given as input to pre-trained vulnerability detectors to generate adversarial samples. We follow the existing paradigm for generating adversarial examples in programming languages [51] and allow for two types of perturbations for the input code sequence: (i) token-level perturbations (for instance, variable renaming) and (ii) statement-level perturbations (for example, dead code insertion). To maintain the stealthiness and functionality of the perturbed code samples, we choose statement-level modification in this work. Specifically, the attacker is allowed to insert a certain number of non-functional statements in arbitrary locations. Attacker’s Knowledge. Attacker’s Knowledge. In the context of this study, we employ a conventional black-box framework for deep-learning-based vulnerability detection methods. Here, we presume that attackers do not have access to the architecture and parameters of target models; they are restricted to querying the deployed vulnerability detection systems. Figure 2 provides a clear overview of the EaTVul system using a vulnerable sample. To achieve this, we utilize a fuzzy genetic algorithm to select the best seed data, which is added to the vulnerable test case. The expectation is that the modified vulnerable test case will be predicted as non-vulnerable with a high probability. Details regarding the input/output of each step will be discussed in Section 3.1.
3.1 Adversarial Data Generation

In this study of software vulnerability detection, adversarial data generation involves adding adversarial data in the vulnerable samples that are intentionally designed to deceive machine learning algorithms into making incorrect predictions or decisions. The goal of generating adversarial data is to identify weaknesses in the machine learning models used to detect vulnerabilities in software. Adversarial data should meet the following requirements: 1) It should include all the important features identified by the attention mechanism; 2) the adversarial data must maintain the code’s functionality and should not introduce any syntactic errors or alter its operation; 3) The size of the adversarial data should be limited to less than 8 lines in this study to enhance its concealment and make it challenging to detect. To meet these requirements, we employ ChatGPT to generate adversarial data while considering all the important features (requirement 1). Subsequently, the raw adversarial data generated will undergo further optimization through prompts optimization (requirement 2) and re-generation using ChatGPT (requirement 3). The following context will provide a detailed explanation of these steps.

3.1.1 Important Samples Identification using SVM

A well-known fact is that not every sample contributes equally to the prediction. In this paper, our objective is to select the most important non-vulnerable samples and then identify the features that contribute the most to the prediction. Hence, a layered approach is essential to pick the most critical code samples and identify the most important features within those code samples. Therefore, we employ SVM, which is a low cost way to identify the important code segments (i.e., important non-vulnerable samples, which are the data points that lie closest to the decision boundary of the machine learning model).
model) [26]. By analyzing the properties of these support vectors, it is possible to gain insights into the most important features or characteristics of the data that the model is using to make its predictions. Once the most important samples have been identified, an attacker can then use this information to generate new data points that mimic these samples in order to manipulate the system’s behavior. This could involve adding or modifying features in a way that is designed to fool the machine learning model into making incorrect predictions or decisions.

Assume a training software dataset of of \( n \) samples, \( D = \{(x_i, y_i)\}_{i=1}^{n} \), a soft margin SVM learns the weights \( w \) and bias \( b \) by solving the following convex QP optimization problem [34]:

\[
\min \frac{1}{2} \|w\|^2 + C \sum_{i=1}^{n} \xi_i \tag{1}
\]

such that

\[
y_i(w^T x_i + b) \geq 1 - \xi_i,
\]

and

\[
\xi_i \geq 0, \quad i = 1, 2, \ldots, n.
\]

In the context of machine learning, let \( D \) represent the training dataset. The optimization process aims to maximize the margin by minimizing the term \( \frac{1}{2} \|w\|^2 \), where \( w \) denotes the weight vector. The hinge loss, represented by the variable \( \xi_i \), quantifies the classification error. The regularization parameter \( C \) controls the balance between minimizing the classification error on the training data and maximizing the margin.

In this stage, the input consists of high-level program representations from the last layer of the surrogate model, denoted as \( D = (x_i, y_i)_{i=1}^{n} \), where \( y_i \) is the label of input samples. The output of interest in this stage is the set of support vectors. Specifically, we focus on evasion attacks given a vulnerable sample, so we only select the support vectors from the non-vulnerable class as the important samples. These support vectors are represented as \( sv = (sv_1, sv_2, \ldots, sv_l) \), and they will be used in the subsequent subsection discussed in Section 3.1.2.

### 3.1.2 Important Feature Identification

Identifying the most important features is crucial for launching effective adversarial attacks. Adversaries aim to manipulate a system’s decision-making process by introducing carefully crafted adversarial examples that resemble normal samples but are misclassified by the system. In this paper, we employ BiLSTM (bidirectional long short-term memory) with the attention mechanism [25] as the surrogate model and identify the most important features using the average attention scores. These features will be further utilized to generate adversarial data. In this step, we adopt the indices set from the previous stage and retrieve the weights from the attention layer. Further, the averaged attention score will be projected to the tokens in the statements. To maintain the stealthiness, we exclude low-frequency or unusual user-defined terms unique to a singular project. The outcome of this stage comprises a corpus of candidate features deemed significant.

Figure 3 illustrates the general overview of the surrogate model. The input data, which is the source program, passes through several layers including the embedding layer, BiLSTM layer, and the self-attention layer. The output of the attention layer is the prediction model, which provides the

---

**Figure 3:** Framework of feature learning and attention mechanism.

**Figure 4:** Important features identified by attention mechanism display. The importance decreases from red to yellow.
### Table 1: Categories of Keywords in C programming Language

<table>
<thead>
<tr>
<th>Category</th>
<th>Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data Type</td>
<td>'int', 'float', 'double', 'char', etc.</td>
</tr>
<tr>
<td>Control Statement</td>
<td>'if-else', 'switch-case', 'for', 'while', 'do-while', etc.</td>
</tr>
<tr>
<td>Storage Classes</td>
<td>'auto', 'extern', 'static', 'register', etc.</td>
</tr>
<tr>
<td>Input-Output</td>
<td>'printf', 'scanf', etc.</td>
</tr>
<tr>
<td>Miscellaneous</td>
<td>'sizeof', 'return', 'break', 'typeof', 'continue', etc.</td>
</tr>
</tbody>
</table>

The probability of a vulnerability and the attention words for a given test case. The succeeding component of the attention layer is the prediction module, which provides the probability of vulnerability. Figure 4 showcases an example of the important features identified by the attention mechanism, with the importance depicted through a gradient from red to yellow. In this example, the identified features include `static`, `const`, `strstr`, `strchr`, `val`, `sscanf`. These features will be incorporated into the generation of adversarial data.

The purpose of the self-attention mechanism is to capture the dependencies and relationships between different words in a sequence of source programs. It enables the model to assign distinct weights or attention scores to each word based on its relevance to other words in the sequence. By learning these attention weights, the model can effectively focus on important and relevant words, allowing it to capture long-range dependencies. Motivated by the previous study [45], the softmax attention function in this study is as follows:

$$\text{attention}(Q, K, V) = \text{softmax}\left(\frac{QK^T}{\sqrt{d_k}}\right)V$$

where $Q$, $K$, $V$ are matrices of the sets of queries, keys, and values, $d_k$ means the dimension.

### 3.1.3 Adversarial Data Generation using ChatGPT

Generative AI has the potential to revolutionize various aspects of our lives, with chatbots being one of the most popular implementations. ChatGPT has been extensively used and tested in different domains, showcasing its remarkable capabilities. In our work, we digest the candidate set of significant features and leverage ChatGPT as the code generation tool to generate adversarial data. In comparison to the predefined templates, the code snippets exhibit a higher level of fluency.

To generate effective code snippets, we propose query templates as prompts to ChatGPT, incorporating the important features extracted using attention mechanisms. Especially, to better fulfill the requirement of stealthiness, we incorporate the partial codes preceding and succeeding to the inserting locations as context, following the template: `<Context> <Query> <Context>`. And the `<Context>` yields one of the following prompt variations: "Given the partial preceding/succeeding codes as: ", "With the partial preceding/following codes provided as: ", "In light of the incomplete preceding/following codes as: ", and "Taking into account the limited preceding/succeeding codes as: ". Prior to constructing the queries, we categorize the obtained important features based on their predefined meaning and functionality within the programming language. This allows us to select the appropriate context for each keyword. The categories of the keywords are illustrated in Table 1. For instance, let’s consider the important features "for" (loop-related), "static" (storage type), and "const" (data-type related). Using our predefined templates, we can construct a query such as: "Please generate a function in C that contains a loop, two structs named `a_chan` and `b_const`, and define a static const char named..."
Algorithm 1 Adversarial Sample Generation using Fuzzy Genetic Algorithm

Input: \( M \) (DL-based vulnerability detector); \( D_i \) (a group of vulnerable programs); \( S_i \) (the set of statements for perturbations in \( D_i \)); \( K \) (the number of fuzzy clusters)

Output: A set of optimized adversarial data

1: Population \( T \leftarrow \text{init}(s_j) \), where \( s_j \) is the statement in \( S_j \);
2: Score set \( R(s_j) \) (refer to Equation 3) \( \leftarrow \text{init} \left( \text{score}(D_i \otimes s_j) \right) \), where \( \otimes \) represents insertion, \( s_j \) is the statement snippet in \( S_j \).
3: Centroid set \( C \leftarrow \text{init}(c_k) \), where \( c_k \) are randomly generated centroid ranging from \([0, 1] \);
4: Fuzzy cluster label set \( L \leftarrow \text{init} \left( \text{cluster label } l_{jk} \right) \), where \( l_{jk} \) are randomly assigned labels;
5: while there is label change for the element in \( L \) or distance perturbations do
6: \( \text{for } t \leftarrow 1 \ldots j \) do
7: \( \text{calculate distance } d_k \text{ to } k \text{ clusters using Equation 4 & Equation 5;} \)
8: \( \text{modify the label } l_{ik} \text{ in } L \text{ to } k = \arg\min d_k \text{ if } l_{ik} \neq \arg\min d_k \text{ and } \Delta d_k \leq \text{Threshold } \varepsilon ; \)
9: \( \text{end for} \)
10: \( \text{update centroid } c_k \text{ in } C \text{ to get } C' \text{ with Equation 6;} \)
11: \( \text{end while} \)
12: select Top 2 clusters based on the magnitude of the centroid and eliminate the other clusters, update \( T \) to get \( T' \);
13: perform crossover (\( \otimes \) stands for concatenation operation) by picking up ancestors from Top 2 clusters with probability \( p_m \), to create offspring \( o \);
14: get new population \( T'' \leftarrow T' \cup o \);
15: update the Score set \( R \) with new population \( T'' \) to get \( R' \);
16: back to line 5, repeat until any element in \( T \) can have ASR = 100.00;
17: return \( T \);

"a_array initialized with NULL."

To bolster the prevention of vulnerabilities stemming from the introduction of dead code in the adversarial snippet generation process, we append a suffix string indicative of functionality to the obtained significant tokens. For example, if ‘variable_a’ is utilized as a variable in a conditional statement, ‘_condition’ is appended to distinguish it before inputting it into the generation module, preventing overlap with the original code. In cases where the keyword does not function as a variable name in the original code, it is nonetheless designated as such in the generated adversarial snippets. Given that the generated code segments are dead code, their operations exhibit no contextual relevance to the surrounding codes. These measures contribute to ultimately defining the generated adversarial snippets as vulnerability-free dead code.

However, the adversarial data generated by ChatGPT often contain more lines than expected, compromising their stealthiness. We aim to improve the concealment by performing inf function insertion with adversarial data. To achieve this, we introduce additional constraints to optimize the prompts. These constraints include the following: First, we define the request as "Please generate several lines in C". Second, to ensure better integration with the existing code context, we rename the generated structs to be more closely related to the original variable names. For example, we use the optimized query "Defines two structs a_chan and b_const as external structures and rename them as "queue" and "p_project". Third, to reduce the size of the code snippets, we include the condition "Please generate the codes in dense format". Figure 5 presents an example of the raw data generated by ChatGPT and the optimized data re-generated by ChatGPT after using optimized prompts.

3.1.4 Preserved Attack Pool Generation

We have prepared a preserved attack pool that includes meticulously crafted adversarial data generated by ChatGPT. In detail, we generate plenty of samples from ChatGPT. To guarantee the compilability and functionality preservation, we employ the public program analysis tool (i.e., Comex) to remove these code snippets that are uncompilable or possess data dependency with the original programs and preserve the remaining adversarial code snippets. These adversarial data is specifically designed for studying adversarial attacks and assessing the robustness of machine learning-based software vulnerability detection systems models.

The preserved attack pool contains all the samples generated based on five categories of important features as discussed in subsection 3.1.3. These important features are data type, control statement, storage classes, input-output, and miscellaneous. These samples will be used as seed input for the fuzzy genetic algorithm to optimize the attack strategy. In other words, by using the preserved attack pool as a source of seed samples, fuzzy genetic algorithms can leverage the knowledge and characteristics of previously crafted adversarial examples. These seed data will provide desirable properties, such as effective attack strategies or high success rates.
against machine learning models.

3.2 Adversarial Learning

This subsection will discuss Step 2, which involves adversarial learning, including seed data selection and evasion attacks.

3.2.1 Seed Data Selection using FGA

To discover the optimal combination of preserved templates and enhance the success rate of evasion attacks, we employ optimized Fuzzy Genetic Algorithm (FGA) [47] (Algorithm 1). The FGA method employs a fuzzy clustering approach to ensure that all reserved members in the population have an opportunity to pass on to the next generation. Additionally, a fuzzy selection method is utilized to mitigate the drawbacks of a greedy strategy. The novel genetic algorithm consists of four major steps: initialization, clustering, selection, and crossover. Algorithm 1 provides detailed information regarding the seed data generation.

Initialization. The genetic algorithm begins by randomizing the initial population, which serves as the first step in our proposed optimization algorithm. Each sample within the randomly generated population is filled with the predefined code snippets based on the templates. The population size remains constant throughout the method. Additionally, we initialize the score set of the population by calculating the fitness scores for each member. Furthermore, we randomly sample a centroid set from a uniform distribution within the range of [0, 1], denoted as $C = (c_1, c_2, \ldots, c_k)$, where $k$ represents the number of clusters.

Fitness Function. The design of the fitness function is a crucial step in genetic algorithms as it greatly affects the inheritance and success rate of the algorithm. In our proposed approach, we incorporate the attack success rate and the length of inserted code snippets into the fitness function. Intuitively, an effective adversarial sample should have a higher attack success rate and a lower length of inserted code snippets. Such samples are more likely to be selected as mating candidates or as the desired outcome. Based on this idea, the calculation of the fitness score for each member of the population is formulated as follows:

$$\text{Score}(s_j) = \text{ASR}(D_i \otimes s_j) - \lambda \cdot \text{len}(s_j)$$  \hspace{1cm} (3)

where $\text{ASR}(D_i \otimes s_j)$ is the averaged attack success rate of entities generated by inserting the statement snippets into test vulnerable programs and $\text{len}(s_j)$ is the number of lines of the sample in the population. $\lambda$ controls the significance of the lengths of code snippets.

Fuzzy clustering approach. Fuzzy clustering [32] is a type of clustering algorithm that assigns each data point to multiple clusters with corresponding probabilities instead of a single cluster. In our work, we employ fuzzy clustering for further selection of the mating pool, aiming to avoid sub-optimal combinations. Compared to conventional clustering methods, where each sample in the population is assigned to a single cluster, denoted as $y = (y_1, y_2, \ldots, y_n)$, the fuzzy clustering algorithm defines rules to separate the data into clusters $C = (c_1, c_2, c_3, \ldots, c_m)$ in a way that minimizes the overall loss. The loss is defined by the following equation:

$$\arg\min_C \sum_{j=1}^{n} \sum_{k=1}^{c} w_{jk}^2 |\text{score}(s_j) - c_k|$$  \hspace{1cm} (4)

where the fuzziness is limited by the factor $\alpha$. The partition matrix is denoted by $W = w_{ij}$, which indicates the probability that element $y_i$ belongs to $C_j$. And $w_{ij}$ is calculated as:

$$w_{jk} = \frac{1}{\sum_{i=1}^{n} \left( \frac{|y_i - c_j|}{|C_j - c_k|} \right)^{\alpha - 1}}$$  \hspace{1cm} (5)

where $C$ is the number of clusters.

Selection. We select the best two clusters based on the magnitude of the centroid, which is also known as the fitness score. Our intuition is that the mating candidate with a higher fitness score has a higher probability of creating high-quality and effective sub-generations. However, it is worth noting that all members in the population have a chance to participate in the reproduction process, but with a lower probability.

Crossover. The operator randomly samples two chromosomes as parents from the selected clusters, ensuring that replicated code snippet combinations are discarded. The probability of a chromosome being selected as a parent is calculated as follows:

$$p_i \equiv \frac{e^{f_i}}{\sum_{i=1}^{n} e^{f_i}}$$  \hspace{1cm} (6)

where $f_i = w_{jk}^2 |\text{score}(s_j) - c_k|$ and $c_k$ denotes the centroid of the selected clusters.

3.2.2 Evasion Attack

When launching an attack on a vulnerable test case, the FGA randomly chooses a seed sample. It then produces an optimized adversarial data snippet, which is added to the vulnerable test case, which means we add the code snippet into the vulnerable samples before feeding it to the prediction model. The objective is to modify the test case in such a way that it can evade detection by the machine learning-based software vulnerability detection system. It should be emphasized that EaTVul is specifically designed for evasion attacks targeting vulnerable test cases. The consolidation of all the keywords from Figure 5a into a single function is illustrated in Figure 5b, as shown in Figure 5b, while maintaining the core logic. The code depicted in Figure 5b will be incorporated into the non-vulnerable sample to initiate the attack.

In addition, it is worth noting that, for the input and output of each step in the proposed EaTVul, the generated results are consistent with expectations at each stage. Specifically, given
the collected training data, we employ SVM to identify the most important non-vulnerable samples. SVM consistently outputs the same support vectors in this step. Subsequently, the attention mechanism is applied to identify the most important features given these crucial samples. The attention mechanism consistently produces the same important features or tokens in this step. Afterwards, we set up rules for ChatGPT to generate adversarial data. The temperature for ChatGPT is set to 0, ensuring reproducibility in the results at this step. All generated adversarial data is added to the preserved attack pool, maintaining consistency with the previous step. Next, a fuzzy genetic algorithm is applied to create the best attack strategy, consistently producing the best combination based on the samples from the same preserved attack pool. Therefore, this process is reproducible as it is automatically completed based on FGA. Finally, we launch an evasion attack based on the adversarial data created by FGA. Since each process can be reproduced, we can confirm that the generated results are consistent and reproducible, given the same training data.

3.3 Visualization of EaTVul evasion attack

In this subsection, we present the visualization of the data distribution using t-SNE [44] given vulnerable and non-vulnerable samples. Figure 6 showcases the application of t-SNE for visualizing evasion attacks, specifically focusing on the vulnerable and non-vulnerable features. The visualization presented in Figure 6a reveals interesting insights regarding the separability of vulnerable and non-vulnerable samples based on the decision boundary, with only a few vulnerable samples overlapping. By leveraging t-SNE, we can gain a deeper understanding of the effectiveness of evasion attacks and the distinguishability of vulnerable and non-vulnerable instances. The clear separation observed in the visualization indicates that the decision boundary is generally successful in classifying samples as vulnerable or non-vulnerable.

However, it is worth noting that despite the initial separation observed in Figure 6a, certain vulnerable samples may actually lie within the region classified as non-vulnerable. This discrepancy can be attributed to the presence of precisely crafted adversarial data. By strategically inserting adversarial perturbations into the vulnerable samples, we can observe a shift in their positions towards the non-vulnerable side, as depicted in the Figure6b. This demonstrates the susceptibility of vulnerable samples to manipulation and highlights the need for robust defense mechanisms capable of mitigating such adversarial attacks.

4 Experimental Setup

We will fundamentally evaluate the proposed EaTVul by answering the following research questions (RQ):

- How effective is fuzzy genetic algorithm in selecting the seed adversarial data compared with randomization?
- How effective is EaTVul based on adversarial data generated by ChatGPT originally and after optimization? To answer this question, we conducted experiments by presenting the results based on the scenario using the original adversarial data directly and optimized data.
- How effective is EaTVul with recently developed machine learning-based software vulnerability detection systems?
- How effective is EaTVul when compared with state-of-the-art large language models (LLM) and other machine learning tools that using BiLSTM for software vulnerability detection? To answer this question, we compare EaTVul with four recent large program generation models/algorithms: CodeBERT [8], CodeGen-2B [1], PosterLin [23], and MDVD [22].
- How EaTVul behaves/perform regarding obfuscation/diversification methods? To answer this question,
We conducted comparative experiments on two state-of-the-art target models, Asteria [50] and LineVul [4], which leverage different program representations.

- How effective is EaTVul when generalized to other programming languages? To demonstrate the generalizability of our proposed method, we extend the evaluation to two state-of-the-art vulnerability detection models for Java programs, namely FUNDED [46] and VDet [30].

### 4.1 Datasets

In this study, we consider using multiple datasets in the C/C++ programming language including the real-world Asterisk project and OpenSSL project. These two projects include multiple types of vulnerabilities and are widely used in the community [18, 19]. For the scenario of a single type of vulnerability, we reuse the datasets from [20, 31], which are CWE119 and CWE399 datasets. CWE119 is a buffer error dataset, CWE399 is a resource management errors dataset, and CWE416 is a use-after-free vulnerability dataset. Considering the SARD dataset [3], [50], [4] has been widely used in the area of software vulnerability detection, experiments based on this dataset has been conducted as well. To demonstrate the generalizability of our proposed method, we systematically assess its performance across Java code samples sourced from the National Vulnerability Database (NVD) and open-source projects on GitHub, specifically targeting those classified within the top 5 to top 30 most perilous categories as defined in the Common Weakness Enumeration (CWE) [46].

Table 2 presents the dataset information used in this paper. The first column shows the name of the dataset, the second column shows the number of vulnerable samples, followed by the number of non-vulnerable samples. In the experimental settings of training the surrogate model, we split the dataset into training (70%), evaluation (15%), and test data (15%). All the vulnerable test cases come from the test data. All the vulnerable test cases have been tested and confirmed that they are classified as vulnerable by the target model before launching adversarial attacks. The Abstract Syntax Trees (AST) feature has been considered in this paper since all the baselines use AST in their study.

### 4.2 Evaluation Metrics

This work only considers the attack success rate, which is defined as follows:

\[
\text{success rate} = \frac{\#\text{bypass}}{\#\text{total test cases}} \times 100\% \quad (7)
\]

In this study, the success rate typically refers to the percentage of attempts or instances where an adversarial attack is successful in bypassing the target model’s (i.e., the vulnerable test cases misclassified as non-vulnerable). The success rate quantifies how often the attack is able to generate adversarial examples that are misclassified by the target model. It represents the proportion of crafted adversarial samples that successfully fool the model into making incorrect predictions or classifications. A higher success rate indicates a stronger attack, as it demonstrates the ability to consistently manipulate the target model’s predictions.

Considering some baselines only report the top@k precision, we have also included experimental results based on top@k in our report. For instance, a success rate of 90% in Top@10 means that the attack was successful in 9 out of 10 cases when considering only the top 10 most vulnerable instances. It is important to note that reporting the top@k precision gives us insights into the attack’s effectiveness in specific scenarios where only a limited number of vulnerable instances are of interest.

In this study, the snippet size [10] is an additional factor considered to improve the success rate of the attack in specific circumstances. The snippet size refers to the number of individual pieces of adversarial data that are chosen and combined to create a single adversarial sample used for launching the attack. For instance, when the snippet size is 1, it means that only one piece of adversarial data is selected and added to the vulnerable sample. On the other hand, when the snippet size is 2, two pieces of adversarial data are chosen and combined together to form a single adversarial sample. This allows for more complex modifications and combinations of multiple features or aspects in the attack process.

In addition, F1-Score [25] Without Adversarial Samples has been considered in this study as well. As stated above, the adversary’s goal is to degrade the performance of the input code sequence with malicious code snippets by imperceptibly modifying the original source code, while maintaining the detection capability on the samples without adversarial code snippets. Therefore, we employ the F1-score without adversarial attack to represent the normal performance in the downstream vulnerability detection task.

### 4.3 Baselines

In this work, we choose the recently developed systems as the target models to show the effectiveness of the proposed
We structure our evaluation by stepping through each of our research questions (RQ1-6).

**RQ1: How effective is fuzzy genetic algorithm in selecting the seed adversarial data compared with randomization?** In order to show that fuzzy genetic algorithm outperforms randomization selection, we conducted experiments on the four datasets (i.e., CWE119, CWE399, Asterisk, and OpenSSL) and report the average results. Table 3 presents the experimental results of fuzzy genetic algorithm and randomization selection. The provided results show the performance of two strategies, Randomization and Genetic, based on different top@k metrics (Top@5, Top@10, Top@15, and Top@20).

For the Randomization strategy, the success rates gradually decrease as we consider a larger number of vulnerable instances. At Top@5, the success rate is 53.3%, indicating that 53.3% of the top 5 vulnerable cases were successfully attacked. As we expand the evaluation to the top 10, 15, and 20 vulnerable instances, the success rates decline further to 47.5%, 46.4%, and 45.4%, respectively. This suggests that the Randomization strategy performs relatively less effectively as we consider a larger pool of vulnerable cases.

On the other hand, EaTVul with the Genetic strategy demonstrates high success rates across all top@k metrics. At Top@5, the success rate is a perfect 100%, indicating that all of the top 5 vulnerable instances were successfully attacked. Even as we consider a larger number of vulnerable instances, EaTVul with the Genetic strategy maintains high success rates. At Top@10, the success rate is 92.5%, which means that 92.5% of the top 10 vulnerable cases were successfully attacked. Although there is a slight decrease in the attack success rates for top@15 and top@20, with 85.8% and 79.8% respectively, the results still demonstrate the effectiveness of EaTVul with the Genetic strategy compared to the Randomization strategy.

In summary, the results indicate that EaTVul with the Genetic strategy outperforms the Randomization strategy across all top@k metrics. It achieves higher success rates and demonstrates greater effectiveness in attacking a larger number of vulnerable instances. These findings highlight the potential of EaTVul with the Genetic strategy as a robust approach for adversarial attacks in the given context.

**RQ2: How effective is EaTVul based on adversarial data generated by ChatGPT originally and after optimization?** To answer this question, we conducted experiments using the

---

### Table 3: Experimental results of attack success rate (%) based on different top@k metrics of fuzzy genetic algorithm and randomization selection.

<table>
<thead>
<tr>
<th>Strategy</th>
<th>Top@5</th>
<th>Top@10</th>
<th>Top@15</th>
<th>Top@20</th>
</tr>
</thead>
<tbody>
<tr>
<td>Randomiz.</td>
<td>0.533</td>
<td>0.475</td>
<td>0.464</td>
<td>0.454</td>
</tr>
<tr>
<td>Genetic</td>
<td>1.000</td>
<td>0.925</td>
<td>0.858</td>
<td>0.798</td>
</tr>
</tbody>
</table>

### Table 4: Experimental results of the attack success rate (%) based on adversarial data generated by ChatGPT, both originally and after optimization.

<table>
<thead>
<tr>
<th>Models</th>
<th>Data</th>
<th>Original data</th>
<th>Optimized data</th>
</tr>
</thead>
<tbody>
<tr>
<td>AST-EVD</td>
<td>SARD</td>
<td>0.879</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>OpenSSL</td>
<td>0.825</td>
<td>0.943</td>
</tr>
<tr>
<td></td>
<td>CWE399</td>
<td>0.889</td>
<td>0.975</td>
</tr>
<tr>
<td>Asteria</td>
<td>SARD</td>
<td>0.902</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>OpenSSL</td>
<td>0.854</td>
<td>0.980</td>
</tr>
<tr>
<td></td>
<td>CWE399</td>
<td>0.922</td>
<td>1.000</td>
</tr>
<tr>
<td>LineVul</td>
<td>SARD</td>
<td>0.845</td>
<td>0.983</td>
</tr>
<tr>
<td></td>
<td>OpenSSL</td>
<td>0.856</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>CWE399</td>
<td>0.837</td>
<td>0.956</td>
</tr>
</tbody>
</table>
adversarial data generated from ChatGPT directly and the optimized data by ChatGPT. We only report the experimental results based on the OpenSLL, CWE399, and SARD datasets since the experimental results are similar for the Asterisk and CWE119 datasets.

Table 4 presents the performance of attacking different models of EaTVul on various datasets using both the original data generated from ChatGPT and the re-generated optimized data by ChatGPT. The models evaluated include AST-EVD, Asteria, and LineVul, while the datasets examined are SARD dataset, OpenSLL dataset, and CWE399 dataset.

For attacking AST-EVD, EaTVul achieves an attack success rate of 0.879 on the SARD dataset when using the original data. However, this attack success rate significantly improved to a perfect 1.000 (i.e., 100%) when the optimized data was utilized. Similarly, for the OpenSLL dataset, the success rate increased from 0.825 (original data) to 0.943 (optimized data). In the case of the CWE399 dataset, the success rate improved from 0.889 (original data) to 0.975 (optimized data). These results clearly indicate that optimizing the data has a positive impact on the performance of the models. Overall, the findings demonstrate the effectiveness of data optimization in enhancing the attack success rates against the AST-EVD model across different datasets.

Similarly, for the Asteria model, EaTVul demonstrates improved attack success rates with data optimization. On the SARD dataset, the original data achieves a success rate of 0.902, while the optimized data achieves a perfect 1.000. Similarly, on the OpenSLL dataset, the attack success rate increases from 0.854 with the original data to 0.980 with the optimized data. The CWE399 dataset also shows significant improvement, with the original data achieving a success rate of 0.922, which rises to a perfect 1.000 (i.e., 100%) with the optimized data. These results highlight the effectiveness of data optimization in enhancing the attack success rates of EaTVul against Asteria model. Moreover, for the LineVul model, the attack success rate of EaTVul on the SARD dataset increases from 0.845 with the original data to 0.9833 with the optimized data. On the OpenSLL dataset, the success rate improves from 0.856 to a perfect 1.000. The CWE399 dataset also shows improvement, with the success rate increasing from 0.837 to 0.956. These results emphasize the effectiveness of data optimization in enhancing the attack success rates of EaTVul against the LineVul model across multiple datasets, leading to improved attack performance in adversarial learning of vulnerability detection.

Overall, the results indicate that the optimization of data improves the performance of the models across all datasets. The higher attack success rates achieved with the optimized data demonstrate the effectiveness of the optimization process in enhancing the EaTVul models’ attack capabilities. This emphasizes the importance of our proposed optimization process.

RQ3: How effective is EaTVul towards recently developed machine learning-based vulnerability detection systems? To answer this question, we have conducted experiments with baselines AST-EVD [3], Asteria [50], LineVul [4].

Table 5 presents the results of experiments conducted on different target models using various datasets and snippet sizes. The target models include AST-EVD, Asteria, and LineVul. The datasets used in the experiments are Asterisk, OpenSLL, CWE119, and CWE399. It is worth noting that the dataset SARD has been considered in this experiment given that all three baselines have used SARD dataset in their study. For each target model and dataset combination, the table provides the success rates of the attack for different snippet sizes ranging from 1 to 4. A higher success rate indicates a greater effectiveness of the attack in deceiving the target model.

Generally speaking, the success rates of the EaTVul attack strategy on the different target models vary depending on the dataset and snippet size. For example, for the Asterisk dataset of AST-EVD, Asteria, and LineVul models, the attack success rates of EaTVul range from 48.0% to 76.4% for snippet size -1 to a perfect 100.0% for snippet size -4 across all the target models. Similar results happen to scenarios except for AST-EVD on CWE-119 and SARD datasets, and LineVul on the CWE399 dataset. Looking at the overall trends in the table, it can be observed that higher snippet sizes generally lead to higher success rates. This suggests that incorporating multiple modifications or combinations of adversarial data enhances the effectiveness of the EaTVul. For some combinations, the success rates reach 100%, indicating a complete success in evasion attack.

Overall, the table provides valuable insights into the performance of the EaTVul attack strategy across various target models, datasets, and snippet sizes. It helps in understanding...
the effectiveness of the proposed EaTVul attack in different scenarios and can guide researchers and practitioners in optimizing their strategies for adversarial attacks.

**RQ4: How effective is EaTVul when compared with State-of-the-art large language models (LLM) and other machine learning tools that using BiLSTM for software vulnerability detection?** To answer this question, we conducted experiment based on the datasets of CWE119, CWE399, Asterisk and OpenSSL. We report the top-k precision to keep the same performance measure as used in the baselines.

Table 6 presents the results of an attack strategy on different target models using specific datasets and two different snippet sizes: Snippet Size = 2 and Snippet Size = 3. The performance is evaluated based on the top@5, top@10, top@15, and top@20 metrics.

For the target model "Poster-Lin," with the Asterisk dataset, the attack success rates of EaTVul range from 90.0% to 75.8% for snippet size 2, and from 100.0% to 85.8% for snippet size 3. When applied to the OpenSSL dataset, the success rates range from 100.0% to 71.7% for snippet size 2 and from 100.0% to 87.5% for snippet size 3. Similarly, for the CWE119 dataset, the attack success rates range from 93.3% to 86.7% for snippet size 2, and from 100.0% to 92.5% for snippet size 3. The CWE399 dataset yields success rates of 100.0% to 76.7% for snippet size 2 and 100.0% to 91.7% for snippet size 3. In the case of the "MDVD" target model, using the Asterisk dataset, the attack success rates of EaTVul range from 100.0% to 78.4% for snippet size 2 and from 100.0% to 97.5% for snippet size 3. With the OpenSSL dataset, the attack success rates remain consistently high at 100.0% across all metrics and snippet sizes. The CWE119 dataset produces success rates ranging from 100.0% to 82.5% for snippet size 2, and from 100.0% to 95.8% for snippet size 3. Finally, the CWE399 dataset demonstrates high success rates ranging from 100.0% to 76.7% for a snippet size of 2, and from 100.0% to 95.0% for a snippet size of 3. Despite the variation in attack success rates, the attacks of EaTVul consistently maintain a high level of effectiveness.

For the target model "CodeBERT model", there’s a consistent trend indicating improved performance with larger snippet sizes. For instance, in the Asterisk dataset, the success rates for top@5, top@10, top@15, and top@20 increase from 90.0%, 85.0%, 80.3%, and 74.0%, respectively, for Snippet Size = 2, to 90.0%, 88.5%, 84.5%, and 83.2%, respectively, for Snippet Size = 3. This trend persists across different datasets like OpenSSL, CWE119, and CWE399, where larger snippet sizes consistently lead to higher success rates. For instance, in the CWE119 dataset, the success rates for top@5, top@10, top@15, and top@20 improve from 90.0%, 84.0%, 83.4%, and 78.5%, respectively, for Snippet Size = 2, to 100.0% across all metrics for Snippet Size = 3. The "CodeGen" model exhibits similar trends, with varying success rates across datasets and snippet sizes.

The results presented in the table showcase the effectiveness of the EaTVul attack strategy. Across various target models and datasets, the attack success rates achieved are generally high, indicating the strategy’s ability to compromise the security of the models under attack. These results suggest that the attack strategy is capable of effectively bypassing the defenses of the target models and exploiting vulnerabilities in the datasets. The high attack success rates across different scenarios and snippet sizes further emphasize the robustness and versatility of the strategy. These findings have significant implications for improving security measures and understand-
Table 7: Experimental results of ASR and F1-Score against Asteria and LineVul with obfuscation techniques. ASR: Attack Success Rate (%); F1-Score: F1-Score of Target Model Without Adversarial Samples (%).

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Target Model</th>
<th>Attack Model</th>
<th>ASR</th>
<th>F1-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>CWE119</td>
<td>Asteria</td>
<td>Differentiable Obfuscator</td>
<td>66.40</td>
<td>81.45</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Milo</td>
<td>35.80</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>EaTVul</td>
<td>99.50</td>
<td></td>
</tr>
<tr>
<td>LineVul</td>
<td>Asteria</td>
<td>Differentiable Obfuscator</td>
<td>63.50</td>
<td>83.45</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Milo</td>
<td>44.30</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>EaTVul</td>
<td>92.30</td>
<td></td>
</tr>
<tr>
<td>CWE399</td>
<td>Asteria</td>
<td>Differentiable Obfuscator</td>
<td>58.80</td>
<td>82.60</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Milo</td>
<td>26.30</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>EaTVul</td>
<td>89.50</td>
<td></td>
</tr>
<tr>
<td>LineVul</td>
<td>Asteria</td>
<td>Differentiable Obfuscator</td>
<td>62.80</td>
<td>83.50</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Milo</td>
<td>28.70</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>EaTVul</td>
<td>89.20</td>
<td></td>
</tr>
<tr>
<td>CWE416</td>
<td>Asteria</td>
<td>Differentiable Obfuscator</td>
<td>52.50</td>
<td>80.40</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Milo</td>
<td>20.35</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>EaTVul</td>
<td>84.30</td>
<td></td>
</tr>
<tr>
<td>LineVul</td>
<td>Asteria</td>
<td>Differentiable Obfuscator</td>
<td>58.60</td>
<td>81.70</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Milo</td>
<td>19.80</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>EaTVul</td>
<td>87.50</td>
<td></td>
</tr>
</tbody>
</table>

And the perturbation strength represents the number of sites to transform.

Table 8: Experiment results of ASR and F1-Score against two SOTA vulnerability detectors (i.e., FUNDED and VDet) on Java. ASR: Attack Success Rate (%); F1-Score: F1-Score of Target Model Without Adversarial Samples (%).

<table>
<thead>
<tr>
<th>Target Model</th>
<th>Attack Model</th>
<th>ASR</th>
<th>F1-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>FUNDED</td>
<td>Differentiable Obfuscator</td>
<td>53.50</td>
<td>85.35</td>
</tr>
<tr>
<td></td>
<td>Milo</td>
<td>42.70</td>
<td></td>
</tr>
<tr>
<td></td>
<td>EaTVul</td>
<td>88.60</td>
<td></td>
</tr>
<tr>
<td>VDet</td>
<td>Differentiable Obfuscator</td>
<td>63.50</td>
<td>86.60</td>
</tr>
<tr>
<td></td>
<td>Milo</td>
<td>62.80</td>
<td></td>
</tr>
<tr>
<td></td>
<td>EaTVul</td>
<td>87.30</td>
<td></td>
</tr>
</tbody>
</table>

Table 7 displays the comparison results of evasion attacks on different datasets, CWE119, CWE399, and CWE416, using various target models (Asteria and LineVul) and attack models (our proposed EaTVul, and baseline obfuscation techniques such as Differentiable Obfuscator, Milo) with metrics such as Attack Success Rate (ASR) and F1-Score. We can see that all the target models of Asteria and LineVul demonstrate a high F1-Score of more than 80%. Since the F1-Score reflects the balance between precision and recall, this means all the target models have fairly good performance before the evasion attack. Results show that when targeting the Asteria model in the CWE119 dataset, Differentiable Obfuscator achieves an ASR of 66.40%, indicating its success in evading the detection mechanisms of the Asteria model. In contrast, Milo has a lower ASR of 35.80%, suggesting a lower success rate in evading detection. EaTVul, on the other hand, demonstrates a remarkably high ASR of 99.50%, which corresponds to improvements of 33.10% and 63.70% over Differentiable Obfuscator and Milo, respectively, showcasing its effectiveness in successfully evading the Asteria model’s detection mechanisms. The same trend is observed when targeting the LineVul model within the CWE119 dataset, with Differentiable Obfuscator achieving an ASR of 66.40%, indicating its success in evading the detection mechanisms of the Asteria model. In contrast, Milo has a lower ASR of 35.80%, suggesting a lower success rate in evading detection. EaTVul, on the other hand, demonstrates a remarkably high ASR of 99.50%, which corresponds to improvements of 33.10% and 63.70% over Differentiable Obfuscator and Milo, respectively, showcasing its effectiveness in successfully evading the Asteria model’s detection mechanisms. The same trend is observed when targeting the LineVul model within the CWE119 dataset, with Differentiable Obfuscator achieving a high 92.30% ASR. These results provide insights into the relative effectiveness of different attack models in evading detection on the specified dataset and target models. EaTVul stands out as particularly potent in achieving high ASR, suggesting its efficacy in crafting adversarial examples that successfully deceive the target models. In the case of CWE399 and CWE416 datasets, EaTVul consistently shows high ASR values across different attack models, underscoring its effectiveness in evading detection.

In summary, the outcomes demonstrate that our proposed EaTVul significantly enhances attack performance on state-of-the-art vulnerability detectors across various vulnerability types.

**RQ5: How EaTVul behaves/perform regarding obfuscation/diversification methods?** To answer this question, we have conducted comparative experiments on two state-of-the-art target models with different vulnerability types. The target models include Asteria and LineVul because these two methods are representative techniques that leverage different ways of program representations and they were demonstrated to have high precision in detecting software vulnerabilities. For the data, we use three vulnerability types with different triggering mechanisms in the augmented Juliet C/C++ Test Suite Datasets. The baseline methods are Differentiable Obfuscator [43] and Milo [42]. To guarantee the optimal performance of baseline models, we set the perturbation strength to be 8.
**RQ6: How effective is EaTVul when generalized to other programming languages?** To prove the generalizability of our proposed method, we extend the evaluation to two SOTA vulnerability detection models designed for Java programs. Specifically, we choose FUNDED [46] and VDet as the victim models [30]. Following the previous experimental settings, we compare two obfuscation techniques with our proposed method on the Java dataset [46].

Table 8 presents a comprehensive comparison of evasion attacks on two target models, FUNDED and VDet, using Differentiable Obfuscator, Milo, and our proposed EaTVul as attack models, with metrics including Attack Success Rate (ASR) and F1-Score. We can see that all the target models of FUNDED [46] and VDet demonstrate a high F1-Score of 85.35% and 86.60%, this means all the target models have fairly good performance before the evasion attack. Notably, our proposed method, EaTVul, consistently demonstrates superior performance in evasion attacks. Specifically, when FUNDED is chosen as the victim model, EaTVul outperforms the Differentiable Obfuscator by 35.1% and Milo by 45.9% in terms of attack success rate. Likewise, EaTVul achieved much better attack performance than the Differentiable Obfuscator and Milo by 23.8% and 24.5% on VDet. This finding further substantiates the susceptibility of deep-learning-based vulnerability detectors to adversarial attacks, especially when considering semantic information alone, emphasizing the need to incorporate additional control flow and data flow information for method resilience.

In summary, the experimental outcomes with the Java dataset substantiate the broad applicability of our proposed method in executing evasion attacks within real-world project contexts.

### 4.5 Limitations

EaTVul system has several limitations. We plan to address the following issues in the future.

This study focuses on evasion attacks. From a defence perspective, it would be great to automatically recognize an adversarial sample and tell if it is actually an adversarial sample or not. However, this is a research topic in itself, and this topic is outside the scope of this work at the current stage. We believe the effectiveness of evasion attacks can be influenced by defense mechanisms. If the vulnerability detection system implements robust defense techniques such as input sanitization, anomaly detection, or ensemble models, the success rate of evasion attacks may significantly decrease. We leave this as future work.

The proposed EaTVul relies on the important samples (i.e., support vectors) identified by SVM. In this case, the number of important samples is limited to the number of support vectors. We would like to explore other methods, such as information retrieval [24] method, to further identify important samples based on the probability of being non-vulnerable and to enlarge the sample space in the next work.

EaTVul is currently limited to utilizing an attention model to identify the most important features. However, our future plans involve incorporating other interpretation models such as LIME and SHAP [40, 41] and exploring the use of these approaches. By incorporating these techniques, we aim to enhance the effectiveness and versatility of EaTVul in evading machine learning-based vulnerability detection systems.

In this study, we employ a fuzzy genetic algorithm to select attack samples and enhance the success rate. However, the applicability of FGA is constrained by the inherent attacking effectiveness of the constructed adversarial code snippets. FGA primarily endeavors to hunt for the optimal combination of pre-existing fragments, a process significantly influenced by the quality of the adversarial code snippets, particularly their naturalness. In the future, we plan to explore other language models to automatically generate adversarial samples to launch an attack.

Moreover, this study assumes attackers have knowledge of training data, which may not always be true in real-world scenarios. However, there are studies showing that one can get knowledge of the training data by using recently developed technologies [9, 14], therefore, it would be interesting to explore the training data by considering these technologies.

EaTVul has been focused on the scenario of adversarial learning at source code level software vulnerability detection. However, software vulnerability detection at the binary level is a hot topic recently, and we plan to further apply and develop our proposed scheme to binary code in the future. Especially, the comparison with adversarial malware detection in binaries will be an interesting research direction.

In this study, EaTVul has restricted the size of the adversarial data to less than 8 lines to ensure its concealment based on our historical study. In future research, we aim to investigate this further by incorporating knowledge from natural language processing [35]. Our expectation is that the size of the adversarial data can be further optimized and reduced.

### 5 Conclusion

In conclusion, the rapid advancement of technology and the increasing complexity of cyber threats have made cybersecurity a critical concern in today’s digital world. While deep learning techniques have shown promise in detecting vulnerabilities and improving the accuracy of software vulnerability detection systems, they are not immune to attacks themselves. Adversarial examples can exploit vulnerabilities in deep neural networks, compromising the security of the entire system.

This paper has addressed the issue of adversarial attacks on machine learning-based software vulnerability detection systems. It has introduced a novel attack strategy called EaTVul, which successfully generates adversarial examples to evade detection. The proposed strategy utilizes support vector machines, attention mechanisms, chatGPT, and a fuzzy genetic
algorithm to identify important samples, key words, generate noise data, and select optimal seed adversarial data. Extensive experiments have demonstrated the efficacy of EaTVul in bypassing machine learning detection systems and altering the prediction outcomes.
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