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Abstract
Differential privacy (DP) via output perturbation has been a de facto standard for releasing query or computation results on sensitive data. Different variants of the classic Gaussian mechanism have been developed to reduce the magnitude of the noise and improve the utility of sanitized query results. However, we identify that all existing Gaussian mechanisms suffer from the curse of full-rank covariance matrices, and hence the expected accuracy losses of these mechanisms equal the trace of the covariance matrix of the noise. Particularly, for query results in \( \mathbb{R}^M \), the expected accuracy loss of the classic Gaussian mechanism, that of the analytic Gaussian mechanism, and that of the Matrix-Variate Gaussian (MVG) mechanism are lower bounded by \( C_C(\Delta_2 f)^2 \), \( C_A(\Delta_2 f)^2 \), and \( C_M(\Delta_2 f)^2 \), respectively, where

\[
C_C = \frac{2 \ln \left( \frac{4M}{\epsilon^2} \right)}{\epsilon^2} M, \quad C_A = \frac{(\Phi^{-1}(\delta) - \epsilon)\epsilon}{e^2} M, \quad C_M = \frac{2H_{r,1} + \frac{4}{3}H_{r,2}}{2e} MN,
\]

\( \Delta_2 f \) is the \( \ell_2 \) sensitivity of the query function \( f \), \( \Phi^{-1} \) is the quantile function of the standard normal distribution, \( H_r \) is the \( r \)th harmonic number, and \( H_{r,1}, H_{r,2} \) are the \( r \)th harmonic number of order \( \frac{1}{2} \).

To lift this curse, we design a \textbf{R}ank-\textbf{1} \textbf{S}ingular \textbf{M}ultivariate \textbf{G}aussian mechanism (R1SMG). It achieves \( (\epsilon, \delta) \)-DP on query results in \( \mathbb{R}^M \) by perturbing the results with noise following a singular multivariate Gaussian distribution, whose covariance matrix is a randomly generated rank-1 positive semidefinite matrix. In contrast, the classic Gaussian mechanism and its variants all consider deterministic full-rank covariance matrices. Our idea is motivated by a clue from Dwork et al.’s seminal work on the classic Gaussian mechanism that has been ignored in the literature: when projecting multivariate Gaussian noise with a full-rank covariance matrix onto a set of orthonormal basis in \( \mathbb{R}^M \), only the coefficient of a single basis can contribute to the privacy guarantee.

This paper makes the following technical contributions.

(i) The R1SMG mechanisms achieves \( (\epsilon, \delta) \)-DP guarantee on query results in \( \mathbb{R}^M \), while its expected accuracy loss is lower bounded by \( C_R(\Delta_2 f)^2 \), where \( C_R = \frac{2}{\psi^2} \) and

\[
\psi = \left( \frac{\delta(\frac{M-1}{\sqrt{M}})}{\sqrt{\ln(\frac{4M}{\epsilon^2})}} \right)^\frac{1}{\epsilon^2}.
\]

We show that \( C_R \) is on a lower order of magnitude by at least \( M \) or \( MN \) compared with \( C_C, C_A \), and \( C_M \). Therefore, the expected accuracy loss of the R1SMG mechanism is on a much lower order compared with that of the classic Gaussian mechanism, of the analytic Gaussian mechanism, and of the MVG mechanism.

(ii) Compared with other mechanisms, the R1SMG mechanism is more stable and less likely to generate noise with large magnitude that overwhelms the query results, because the kurtosis and skewness of the nondeterministic accuracy matrices of the R1SMG mechanism is more stable and less likely to generate noise with large magnitude than that of the classic Gaussian mechanism.

1 Introduction
Differential privacy (DP) [15, 17] has been increasingly recognized as the fundamental building block for privacy-preserving database query, sharing, and analysis. In this area, one important privacy guarantee is \( (\epsilon, \delta) \)-DP. It means that, except with a small probability of \( \delta \), the presence or absence of any data record in a dataset cannot change the probability of observing a specific query result of the dataset by more than a multiplicative factor of \( e^\epsilon \).

The classic Gaussian mechanism, proposed by Dwork et al. [15], is an essential tool to achieve \( (\epsilon, \delta) \)-DP. Particularly, when the output of a query function is a high dimensional vector, the classic Gaussian mechanism will add independent and identically distributed (i.i.d.) noise to each component of the result (see Definition 3 and [17, p. 261], [15, p. 3]).

This standard practice has spread widely into many fields. For example, a differentially private mechanism returns noisy answers to a set of queries by adding i.i.d. noise to each query result [34]. Privacy-preserving learning employs differentially private stochastic gradient descent through perturbing each component of the gradient with i.i.d. Gaussian noise [3]. Unfortunately, as we will show later, the adoption of the classic Gaussian mechanism greatly hinders the utility (accuracy) of the sanitized query results because the expected accuracy loss...
(Definition 1) of the classic Gaussian mechanism is on the order of $M(\Delta_2 f)^2$, where $\Delta_2 f$ is the $L_2$ sensitivity of the query function and $M$ is the dimension of the query results. We refer to this as the curse of full-rank covariance matrices.

**Definition 1. Accuracy Loss [22, 34].** The accuracy loss of a differentially private output perturbation mechanism ($M$) is

$$L = \|M(f(x)) - f(x)\|_2^2 = \|n\|_2^2,$$

(1)

where $x$ denotes a dataset, $f(x)$ is the query result on dataset $x$, and $n$ is the noise vector added to the query result.

We can see from (1) that the accuracy loss is equal to the magnitude of the additive noise. Due to the randomness involved in the noise, $L$ is nondeterministic. Thus, we investigate the expected value of accuracy loss, i.e., $\mathbb{E}[L]$.

### 1.1 The Curse of Full-Rank Covariance Matrices

Here, we provide a high-level description on the identified curse of full-rank covariance matrices, while the details are deferred to Section 3.

**Proposition 1. The Identified Curse.** Let $x$ be a dataset, $f(x) \in \mathbb{R}^M$ the queried results, and $n \in \mathbb{R}^M$ the perturbation noises introduced by the classic Gaussian mechanism (or its variants, e.g., the analytic Gaussian mechanism [5], and the Matrix-Variate Gaussian (MVG) mechanism [11]), respectively. Then, the expected accuracy loss is equal to the trace of the covariance matrix of the Gaussian noise $n$, i.e., $\mathbb{E}[L] = \text{Tr} \{ \text{Cov}(n) \}$, where Cov$(n)$ denotes the covariance matrix of the noise $n$.

Since existing Gaussian mechanisms always introduce noise that has a full-rank covariance matrix, i.e., $\text{rank}(\text{Cov}(n)) = M$, where Cov$(n)$ is symmetric and positive definite [10], $\mathbb{E}[L]$ is equivalent to the summation of $M$ positive eigenvalues of Cov$(n)$ and hence generally high. In Section 3, we will prove Proposition 1 when $f(x)$ is in a vector form and in a matrix form under different variants of the classic Gaussian mechanism.

### 1.2 Lifting the Curse: Main Contributions

To lift the identified curse, we resort to the **singular multivariate Gaussian distribution** [14, 27, 29, 39, 42] (Definition 7) with a rank-1 covariance matrix and develop the Rank-1 Singular Multivariate Gaussian (R1SMG) mechanism. Our idea is motivated by an ignored clue in Dwork and Roth’s proof for the DP guarantee of the Gaussian mechanism [17]. Specifically, Dwork and Roth proved that by projecting the additive noise $n \in \mathbb{R}^M$ onto a fixed set of orthonormal basis vectors (e.g., $b_1, b_2, \ldots, b_M$), only the coefficient of a single basis vector (e.g., $n^t b_1$) contributes to the privacy guarantee (more details are deferred to Section 4). However, this important clue has been ignored in the literature. To the best of our knowledge, our work is the first to discover and leverage this ignored clue.

The main contributions of this paper are summarized as follows.

1. **A new DP Mechanism and Privacy Guarantee (Definition 8 and Theorem 5).** We develop the R1SMG mechanism that can achieve $(\varepsilon, \delta)$-DP guarantee on high dimensional query results $f(x) \in \mathbb{R}^M$ ($M > 2$). The covariance matrix, denoted as $\Pi$, of the noise introduced by the R1SMG mechanism is a random rank-1 symmetric positive semi-definite matrix, whose eigenvector is randomly sampled from the unit sphere embedded in $\mathbb{R}^M$. Let $\sigma_1$ be the eigenvalue of the rank-1 covariance matrix $\Pi$. We prove that a sufficient condition for the R1SMG mechanism to achieve $(\varepsilon, \delta)$-DP is $\sigma_1 \geq \frac{2(\Delta_2 f)^2}{\varepsilon \delta}$, where $\Delta_2 f$ is the $L_2$ sensitivity of the query function $f$, $\psi = \left( \frac{\mathbb{R}^M + 1}{\sqrt{M}} \right) \frac{\sigma_1}{2\varepsilon}$, and $\Gamma(\cdot)$ is Gamma function. Note that similar to that in the classic Gaussian mechanism where $0 < \varepsilon < 1$, we have $0 < \varepsilon < 1/M$ in the R1SMG mechanism. In other words, The R1SMG mechanism can work well under very strict privacy budget.

2. **Expected accuracy loss on a much lower order than that of existing Gaussian mechanisms.** We prove that the expected accuracy loss of $f(x)$ caused by the R1SMG mechanism (i.e., $\|\text{R1SMG}(f(x)) - f(x)\|_2^2$) is lower bounded by $C_R(\Delta_2 f)^2$, where for any fixed feasible $\varepsilon$, $C_R = \frac{2}{\varepsilon \delta}$ has a decreasing trend as $M$ increases and converges to $\frac{2}{\varepsilon}$ as $M$ goes large (Theorem 7). In contrast, the classic Gaussian, analytic Gaussian, and MVG mechanisms result in expected accuracy loss that is lower bounded by $C_C(\Delta_2 f)^2, C_A(\Delta_2 f)^2$, and $C_M(\Delta_2 f)^2$, respectively, where $C_C = \frac{2\ln \left( \frac{123}{25} \right)}{\varepsilon^2}M, C_A = \frac{\psi}{2}M, C_M = \frac{\psi}{2\varepsilon}MN$ (for query results in $\mathbb{R}^{M \times N}$, i.e., in a matrix form). Therefore, by using the R1SMG mechanism, less is more in the sense that noise of a much lower order of magnitude is needed compared with that of existing Gaussian mechanisms.

3. **Higher stability of the perturbed results (Theorem 8 and 9).** We theoretically show that the accuracy of the perturbed $f(x)$ obtained by the R1SMG mechanism is more stable than the other mechanisms. By “stable”, we mean that it is less likely for the R1SMG mechanism to generate noise with large magnitude that overwhelms $f(x)$.

4. **Applications.** We perform three case studies, including differentially private 2D histogram query, principal component analysis, and deep learning, to validate that the R1SMG mechanism can achieve better data utility in various applications by introducing less noise, i.e., less is more.

---

3The eigenvalues and singular values are identical for symmetric positive (semi)-definite real-valued matrices. Thus, we use “eigenvalues” and “singular values” interchangeably for such matrices like $\Pi$ in this paper.
Table 1: Comparisons between the R1SMG mechanism and the classic Gaussian mechanism and its variants.

<table>
<thead>
<tr>
<th>Mechanisms (M)</th>
<th>Expected accuracy loss ( \mathbb{E}_{\mathcal{M}}[L] )</th>
<th>Stability (Section 6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>The classic Gaussian mechanism [15] (noise decided by variance ( \sigma^2 ) and dimension ( f(x) \in \mathbb{R}^M ))</td>
<td>( \mathbb{E}<em>{\text{classic}}[L] = Tr(\sigma^2 \mathbf{M} + \mathbf{z}) \geq C</em>\sigma(\Delta_2 f)^2 ), where ( C_\sigma = \frac{2ln(\frac{1}{\delta})}{\varepsilon^2}M. ) (Section 3.1)</td>
<td>unstable, i.e., likely to generate noise with large magnitude</td>
</tr>
<tr>
<td>The analytic Gaussian mechanism [5] (noise decided by variance ( \sigma^2 ) and dimension ( f(x) \in \mathbb{R}^M ))</td>
<td>( \mathbb{E}<em>{\text{analytic}}[L] = Tr(\sigma^2 \mathbf{M} + \mathbf{z}) \geq C</em>\sigma(\Delta_2 f)^2 ), where ( C_\sigma = \frac{1}{\varepsilon^2}M. ) (Section 3.1)</td>
<td>unstable</td>
</tr>
<tr>
<td>The MVG mechanism [11] (noise decided by covariance matrices ( \Sigma, \Psi ), and dimension ( f(x) \in \mathbb{R}^M ))</td>
<td>( \mathbb{E}<em>{\text{MVG}}[L] = Tr(\Sigma \mathbf{M} + \mathbf{z}) \geq C</em>\Sigma(\Delta_2 f)^2 ), where ( C_\Sigma = \frac{1}{\varepsilon^2}M. ) (Section 3.2)</td>
<td>unstable</td>
</tr>
<tr>
<td>The R1SMG mechanism (noise decided by a random rank-1 singular covariance matrix with only one nonzero eigenvalue ( \sigma_2 ))</td>
<td>( \mathbb{E}<em>{\text{R1SMG}}[L] = Tr(\mathbf{M} \mathbf{z}) \geq C</em>\mathbf{M}(\Delta_2 f)^2 ), where ( C_\mathbf{M} = \frac{1}{\varepsilon^2}M. ) (Section 5.3)</td>
<td>stable, i.e., unlikely to generate noise with large magnitude</td>
</tr>
</tbody>
</table>

Table 2: Frequently used notations in the paper.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \varepsilon ) and ( \delta )</td>
<td>privacy budget of the mechanisms</td>
</tr>
<tr>
<td>( \Delta_2 f )</td>
<td>( l_2 ) sensitivity of a query function ( f )</td>
</tr>
<tr>
<td>( \sigma^2 )</td>
<td>variance of noise in the classic Gaussian mechanism</td>
</tr>
<tr>
<td>( \sigma^2_A )</td>
<td>variance of noise in the analytic Gaussian mechanism</td>
</tr>
<tr>
<td>( \Sigma, \Psi )</td>
<td>row-, column-wise covariance matrices in MVG</td>
</tr>
<tr>
<td>( \mathbf{H} )</td>
<td>singular covariance matrix in the R1SMG mechanism</td>
</tr>
<tr>
<td>( \sigma_2 )</td>
<td>the only nonzero eigenvalue of ( \mathbf{H} )</td>
</tr>
<tr>
<td>( \mathcal{P}^{SD} )</td>
<td>set of positive semi-definitive matrices</td>
</tr>
<tr>
<td>( \mathcal{P}^{PD} )</td>
<td>set of positive definite matrices</td>
</tr>
<tr>
<td>( \mathcal{U}(V_{1,M}) )</td>
<td>uniform distribution on Stiefel manifold ( V_{1,M} )</td>
</tr>
<tr>
<td>( \chi^2(M) )</td>
<td>Chi-squared distribution with ( M ) degrees of freedom</td>
</tr>
<tr>
<td>( L )</td>
<td>non-deterministic accuracy loss</td>
</tr>
</tbody>
</table>

In this section, we review \((\varepsilon, \delta)-DP\). We revisit the definitions and privacy guarantees of the classic Gaussian mechanism and its variants.

2 Preliminaries

In this section, we review \((\varepsilon, \delta)-DP\). We revisit the definitions and revisit the definitions and privacy guarantees of the classic Gaussian mechanism and its variants. Table 2 lists the frequently used notations.

\( \varepsilon \) and \( \delta \) \( l_2 \) privacy budget of the mechanisms \( \Delta_2 f \) \( l_2 \) sensitivity of a query function \( f \) \( \sigma^2 \) variance of noise in the classic Gaussian mechanism \( \sigma^2_A \) variance of noise in the analytic Gaussian mechanism \( \Sigma, \Psi \) row-, column-wise covariance matrices in MVG \( \mathbf{H} \) singular covariance matrix in the R1SMG mechanism \( \sigma_2 \) the only nonzero eigenvalue of \( \mathbf{H} \) \( \mathcal{P}^{SD} \) set of positive semi-definitive matrices \( \mathcal{P}^{PD} \) set of positive definite matrices \( \mathcal{U}(V_{1,M}) \) uniform distribution on Stiefel manifold \( V_{1,M} \) \( \chi^2(M) \) Chi-squared distribution with \( M \) degrees of freedom \( L \) non-deterministic accuracy loss

Table 2: Frequently used notations in the paper.

Following the convention of [15, 17], a database \( x \) is represented by its histogram in a universe \( X \): \( x \in \mathbb{R}^{|X|} \), where each entry \( x_i \) is the number of elements in the database \( x \) of type \( i \in X \) [17, p. 17], \( x \sim x' \) denotes a pair of neighboring databases that differ by one data record, and \( \Delta_2 f \) is the \( l_2 \) sensitivity of a query function \( f \), i.e., \( \Delta_2 f = \sup_{x \sim x'} \| f(x) - f(x') \|_2 \).

Table 1 summarizes and compares our proposed R1SMG mechanism with the classic Gaussian mechanism and its variants from the perspective of expected accuracy loss parameterized by the noise parameters and utility stability.

Roadmap. We review the preliminaries for this study in Section 2. Next, we identify the curse of full-rank covariance matrices in various types of Gaussian mechanisms in Section 3. In Section 4, we revisit Dwork and Roth’s proof, and identify a previously ignored clue that motivates our work. After that, we formally develop the R1SMG mechanism in Section 5. In Section 6, we analyze the utility stability achieved by our mechanism and theoretically compare it with other mechanisms. Section 7 presents the case studies. Section 8 discusses the related works. Finally, Section 9 concludes the paper.

The analytic Gaussian mechanism [5] follows the same procedure of the classic Gaussian mechanism (discussed in Definition 3). It improves the classic Gaussian mechanism by directly calibrating the variance \( \sigma^2 \) of the Gaussian noise via solving (2) using binary search. The privacy guarantee of this mechanism is stated as follows.

Theorem 2. \((\varepsilon, \delta)-DP\) [17]. A randomized mechanism \( \mathcal{M} \) satisfies \((\varepsilon, \delta)-DP\) if for any two neighboring datasets, \( x, x' \in \mathbb{R}^{|X|} \), and \( 0 < \delta < 1 \), the following holds

\[
\Pr[\mathcal{M}(D_1) \in S] \leq e^\delta \Pr[\mathcal{M}(D_2) \in S] + \delta.
\]

Dwork et al. [18] also give an alternative definition of \((\varepsilon, \delta)-DP\), i.e., for an outcome \( s \), \( \ln \left( \frac{\Pr[\mathcal{M}(x) = s]}{\Pr[\mathcal{M}(x') = s]} \right) \leq \varepsilon \) holds with all but \( \delta \) probability. The log-ratio of the probability densities is called the privacy loss random variable [5, 18] (Definition 6).

Definition 3. The classic Gaussian Mechanism. Let \( f : \mathbb{R}^{|X|} \rightarrow \mathbb{R}^M \) be an arbitrary \( M \)-dimensional function. The Gaussian mechanism with parameter \( \sigma \) adds random Gaussian noise following \( \mathcal{N}(0, \sigma^2) \) to each of the \( M \) components of the output.

Theorem 1. DP Guarantee of the classic Gaussian mechanism [17, p. 261] Let \( \varepsilon \in (0, 1) \) be arbitrary. If \( \sigma \geq c \Delta_2 f / \varepsilon \), where \( c^2 > 2 \ln \left( \frac{1.25}{\delta} \right) \), then the classic Gaussian Mechanism achieves \((\varepsilon, \delta)-DP\).

The analytic Gaussian mechanism [5] follows the same procedure of the classic Gaussian mechanism (discussed in Definition 3). It improves the classic Gaussian mechanism by directly calibrating the variance \( \sigma^2 \) of the Gaussian noise via solving (2) using binary search. The privacy guarantee of this mechanism is stated as follows.

Theorem 2. DP Guarantee of the analytic Gaussian mechanism [5]. The analytic Gaussian mechanism achieves \((\varepsilon, \delta)-DP\) guarantee on the query result \( f(x) \) if

\[
\Phi \left( \frac{\Delta_2 f}{2\sigma_A}, \frac{\varepsilon \sigma_A}{2\sigma_A} \right) - e^\delta \Phi \left( \frac{\Delta_2 f}{2\sigma_A}, \frac{\varepsilon \sigma_A}{2\sigma_A} \right) \leq \delta,
\]

where \( \Phi(t) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{t} e^{-u^2/2} du \) is the cumulative distribution function of the standard univariate Gaussian distribution.

The MVG mechanism [11] is an extension of the Gaussian mechanism and focuses on matrix-valued queries.
We identify the curse of full-rank covariance matrices by Theorem 3.

\[
M \in \mathbb{R}^{M \times N} \text{ is the mean, } \Sigma \in \mathbb{PD}^{M \times M} \text{ and } \Psi \in \mathbb{PD}^{N \times N} \text{ are the row-wise and column-wise full-rank covariance matrices, which are also symmetric.}
\]

\section{Identifying The Curse}

We identify the curse of full-rank covariance matrices by showing that the expected value of the accuracy loss (Definition 1) introduced by the classic Gaussian mechanism and its variants all are on the order of \(M(\Delta f)^2\) for query results in \(\mathbb{R}^M\) and \(MN(\Delta f)^2\) for query results in \(\mathbb{R}^{M \times N}\).

\subsection{Query Result being a Vector}

When \(f(x) \in \mathbb{R}^M\), the classic Gaussian mechanism perturbs each element of \(f(x)\) using i.i.d. Gaussian noise drawn from \(\mathcal{N}(0, \sigma^2)\) (cf. Definition 3). Thus, we derive \(E[L]\) under the framework of the classic Gaussian mechanism as

\[
E_{\text{classic}}[L] = E_{n \sim \mathcal{N}(0, \sigma^2)} \left[ \sum_{i=1}^M n_i^2 \right] = E_{n \sim \mathcal{N}(0, 1)} \left[ \sigma^2 \sum_{i=1}^M n_i^2 \right] = \sigma^2 M = T r[\sigma^2 I_{M \times M}] = T r[\text{Cov}(n)],
\]

where (a) and (b) hold because the squared sum of \(M\) independent standard Gaussian variables follows the chi-squared distribution with \(M\) degrees of freedom, i.e., \(\chi^2(M)\), whose expected value is \(M\).

Based on Theorem 1, since the classic Gaussian mechanism has \(\sigma \geq c \Delta f / \varepsilon\), we get \(E_{\text{classic}}[L] \geq C_C(\Delta f)^2\), where \(C_C = 2 \ln(1.25/\varepsilon) M\).

The same analysis also applies to the analytic Gaussian mechanism (discussed in Section 2), because it still perturbs each element of \(f(x)\) using i.i.d. Gaussian noise with variance \(\sigma_A^2\). Thus, we can have \(E_{\text{Analytic}}[L] = T r[\sigma_A^2 I_{M \times M}] = \sigma_A^2 M\).

Since there is no closed-form solution of \(\sigma_A\) ([5] solves for \(\sigma_A\) using a binary search scheme), we derive the lower bound of \(E_{\text{analytic}}[L]\) by investigating the sufficient condition for (2).

In what follows \(A \equiv B\) means \(B\) is the sufficient condition for \(A\), and \(A \equiv B\) means \(A\) and \(B\) are equivalent. Then, we have

\[
2 \sigma_A^2 + 2 \Delta_2 f / \Delta f (\sigma_A - (\Delta f)^2)^2 \geq 0 \Rightarrow \sigma_A \geq -2 \Delta_2 f / \Delta f (\sigma_A - (\Delta f)^2)^2 \geq \frac{8(\Delta f)^2}{4\varepsilon}
\]

\[
\Rightarrow \sigma_A \geq \frac{(\Phi^2(\delta)^2 + \varepsilon)}{4\varepsilon} \frac{(\Delta f)^2}{16}\varepsilon^2.
\]

Therefore, we can get \(E_{\text{analytic}}[L] \geq C_A(\Delta f)^2\), where \(C_A = \frac{(\Phi^2(\delta)^2 + \varepsilon)}{4\varepsilon} \frac{(\Delta f)^2}{16}\varepsilon^2\).

\subsection{Query Result being a Matrix}

When \(f(x) \in \mathbb{R}^{M \times N}\), instead of adding i.i.d. Gaussian noise, the MVG mechanism by Chanyawad et al. [11] perturbs the matrix-valued result by adding a matrix noise attributed to the matrix-variate Gaussian distribution shown in (3).

It is well-known that the vectorization of the matrix-variate Gaussian noise can equivalently be sampled from a multivariate Gaussian distribution with a new full-rank covariance matrix, i.e., \(\mathbf{Z} = \mathbf{A} \otimes \mathbf{Y} \in \mathbb{PD}^{-MN \times MN}\), which is also symmetric [21] (\(\otimes\) is the Kronecker product). In general, \(\mathbf{Z}\) has nonzero off-diagonal entries, which means the elements in the additive noise are not mutually independent. Thus, we need another tool to analyze its expected accuracy loss.

First, we observe that \(L = ||n||^2_2 = n^T n\) is a quadratic form in random variable defined as follows.

\section{Quadratic Form in Random Variable [37].}

Denote by \(x\) a random vector with mean \(\mu\) and covariance matrix \(\mathbf{Z}\). The quadratic form in random variable \(x\) associated with a symmetric matrix \(\mathbf{A}\) is defined as \(Q(x) = x^T \mathbf{A} x\).

Then, \(L\) introduced by the MVG mechanism is a quadratic form in multivariate Gaussian random variable attributed to \(\mathcal{N}(\mu, \mathbf{Z})\) with \(\mathbf{A}\) being the identity matrix. In the following lemma, we recall the t-th moment of quadratic form in Gaussian random variable (which will also be used in our future analyses on the kurtosis and skewness of \(L\) in Section 6).

\begin{lemma}[37, p. 53] The t-th moment of a quadratic form in multivariate Gaussian random variable, i.e. \(x \sim \mathcal{N}(\mu, \mathbf{Z})\) with \(\mathbf{Z}\) being full-rank, is given by \(E[Q(x)^t] = \{\sum_{\ell=0}^{k+t} \binom{k+t}{\ell} g^{(\ell)} \} \cdot \{\sum_{\ell=0}^{k+t-1} \binom{k+t-1}{\ell} g^{(\ell)} \} \cdots \times \{\sum_{\ell=0}^{k+t-k-1} \binom{k+t-k-1}{\ell} g^{(\ell)} \}\), where \(g^{(k)} = 2^k k!(Tr(\mathbf{AZ}))^{k+1} + (k + 1) k^2 (\mathbf{AZ})^4 \mathbf{A}_k\), \(k \in [0, t-1]\).
\end{lemma}
As a result, the instantiation of Proposition 1 under the MVG mechanism is
\[
E_{\text{MVG}}[L] = \mathbb{E}[(N, \gamma)^t] = \mathbb{E}[(N, \lambda)^t] = Tr_{\Sigma \otimes \Psi} = Tr_{\Sigma \otimes \Psi}.
\]
where (a) is obtained by applying Lemma 1 with \( t = 1 \), i.e., \( E[Q(x)] = g(0) = Tr_{\Sigma \otimes \Psi} \). Furthermore, we can obtain that
\[
E_{\text{MVG}}[L] = \frac{MN}{2} \geq \frac{MN}{2} \geq MN \frac{a}{2e} - 2\beta \sqrt{\beta^2 + 2\alpha e^2} \geq MN \frac{a}{2e} - 2\beta \sqrt{\beta^2 + 2\alpha e^2},
\]
where (a) follows (4), (b) is due to the property of the Kroenecker product [40, 41], (c) is because \( \Sigma, \Psi \in \mathbb{P}_D \) and they are both symmetric matrices, which means all their eigenvalues are positive, (d) is because \( ||y||_1 \geq ||y||_2 \) for any vector \( y \), (e) is obtained by applying the harmonic mean-geometric mean inequality (see Appendix A), (f) is due to the privacy guarantee of the MVG mechanism in Theorem 3, and (g) and \( \beta \) are defined therein, (g) is obtained by substituting \( a \), and finally (h) is because \( \gamma = \sup_x |f(x)| \) (Theorem 3), and \( \Delta f = \sup_{x \in X} |f(x) - f(x')| \leq \sup_x |f(x)| + \sup_{x'} |f(x')| = 2\gamma \), which suggests \( \gamma \geq \frac{1}{2} \Delta f \).

As a consequence, we have \( E_{\text{MVG}}[L] \geq C_M(\Delta f)^2 \), where
\[
C_M = \frac{\gamma}{2} M + \frac{1}{2} MN.
\]
In Theorem 4, we summarize the expected accuracy loss of the classic Gaussian mechanism and its variants.

**Theorem 4.** The expected accuracy loss of the classic Gaussian, of the analytic Gaussian, and of the MVG mechanisms are as follows:
\[
E_{\text{classic}}[L] = Tr[\Sigma^2 I_{M \times M}] \geq C^2(\Delta f)^2, \quad C^2 = \frac{2n(\frac{\beta}{\varepsilon})^2}{M},
\]
\[
E_{\text{analytic}}[L] = Tr[\Sigma^2 I_{M \times M}] \geq C^2(\Delta f)^2, \quad C^2 = \frac{2n(\frac{\beta}{\varepsilon})^2}{M},
\]
\[
E_{\text{MVG}}[L] = Tr[\Sigma \otimes \Psi] \geq C_M(\Delta f)^2, \quad C_M = \frac{\gamma}{2} M + \frac{1}{2} MN.
\]

Theorem 4 rigorously shows that all existing suffer from the identified curse of full-rank covariance matrices. Another stealthy perspective to understand the identified curse of full-rank covariance matrices is by observing that the PDFs of (3) and the multivariate Gaussian distribution all involve determinants of covariance matrices in the denominators (which should be nonzero). Then, these covariance matrices should always be full-rank. As a consequence, the curse cannot be removed unless we use a new form of PDF to generate the perturbation noise.

**4 An Ignored Clue from Dwork et al. [15–17]**

In this section, we recall Dwork and Roth’s proof of Gaussian mechanism achieving \((\varepsilon, \delta)\)-DP [15–17] when the query function returns a \( M \)-dimension vector. At the end of their proof, we identify an ignored clue which corroborates that Gaussian noise with rank-1 covariance matrix is sufficient to achieve \((\varepsilon, \delta)\)-DP and also motivates our work.

Dwork and Roth essentially investigate the upper bound of the **privacy loss random variable** (PLRV) on a pair of neighboring database \( x \) and \( x' \) defined as follows.

**Definition 6.** [18, p. 6] Consider running a randomized mechanism \( M \) on a pair of neighboring database \( x \) and \( x' \). For an outcome \( s \), PLRV on \( s \) is defined as the log-ratio of the probability density when \( M \) is running on each dataset, i.e.,
\[
\text{PLRV}^s(\delta) = \frac{\text{Pr}[M(s)]}{\text{Pr}[M(s) = s]},
\]

The following derivations are restatements of content from [17, pp. 261-265], \( f(\cdot) \) is a query function, i.e., \( f : \mathbb{R}^M \rightarrow \mathbb{R}^M \). We are interested in multivariate Gaussian noise that can obscure the difference \( \hat{f}(x) = f(x) - f(x') \). To achieve \((\varepsilon, \delta)\)-DP, it requires that the PLRV associated with the classic Gaussian mechanism (denoted as \( \hat{g} \)), i.e.,
\[
\text{PLRV}^s(\hat{g}(x)|\hat{g}(x')) = \frac{1}{2\sqrt{2\pi}} \left( \left| ||n||^2 - ||n + v||^2 \right| \right), \quad (17, p. 265)
\]
is upper bounded by \( \varepsilon \) with all but \( \delta \) probability. In \( \text{PLRV}^s(\hat{g}(x)|\hat{g}(x')) \), \( n \) is chosen from \( \mathcal{N}(0, \Sigma) \), where \( \Sigma \) is a diagonal matrix with entries \( \sigma^2 \).

Then, Dwork and Roth bound \( \text{PLRV}^s(\hat{g}(x)|\hat{g}(x')) \) by observing that the multivariate Gaussian distribution is a spherically symmetric distribution [4]. Thus, when representing the noise \( n \) using any fixed orthonormal basis \( b_1, b_2, \ldots, b_M \), i.e., \( n = \sum_{i=1}^M \lambda_i b_i \), the corresponding coefficients are also attributed to the same Gaussian distribution, i.e., \( \lambda_i \sim \mathcal{N}(0, \sigma^2) \), \( i \in [1, M] \). Furthermore, without loss of generality, Dwork and Roth assume the first component (base) \( b_1 \) is parallel to \( v \) (the difference between \( f(x) \) and \( f(x') \)). Consequently, we have
\[
\text{PLRV}^s(\hat{g}(x)|\hat{g}(x')) = \frac{1}{2\sqrt{2\pi}} \left( \left| ||n||^2 - ||n + v||^2 \right| \right) \leq \frac{1}{2\sqrt{2\pi}} \left( (\Delta f)^2 + 2\lambda_1 \Delta f \right),
\]
where the second equality holds because \( b_1 \) and \( v \) are orthogonal to \( b_i, i \in [2, M] \), and the last equality is due to the definition of \( l^2 \) sensitivity. Since now \( \text{PLRV}^s(\hat{g}(x)|\hat{g}(x')) \) in (6) only involves a single Gaussian random variable, i.e., \( \lambda_1 \), Theorem 1 can be proved by following the same procedure when the query function returns a scalar value (17, p. 262-264).

A **hidden clue comes up to the surface**. From (6), it is clear that \( \text{PLRV}^s(\hat{g}(x)|\hat{g}(x')) \) is only related to \( \lambda_1 \) and \( \Delta f \). Since \( \lambda_1 \) (a Gaussian random variable) is the coefficient of
the of orthonormal base $b_1$, it clearly suggests that, after decomposing a multivariate Gaussian noise using a set of orthonormal basis vectors, only the coefficient of one vector contributes to the value of $PLRV(s_{G(x)|G(x')})$. In other words, the coefficients of other basis vectors have no impact on the privacy loss of the Gaussian mechanism. Consequently, the privacy guarantee achieved by $n = \sum_{i=1}^{M} \lambda_i b_i$ is identical to that achieved by $\lambda_1 b_1$. This hidden clue motivates our idea of using multivariate Gaussian noise whose covariance matrix has rank-1 (instead of multivariate Gaussian noise with full-rank covariance matrix) to achieve $(\varepsilon, \delta)$-DP.

5 Lifting the Curse

In what follows, we present the R1SMG mechanism, which lifts the identified curse of full-rank covariance matrices. In particular, we first intuitively explain the feasibility of the proposed R1SMG mechanism. Next, we introduce its noise generation process, and present a sufficient condition for it to achieve $(\varepsilon, \delta)$-DP. After that, we analyze the expected accuracy loss of the R1SMG mechanism, and discuss the privacy leakage of utilizing vectors in the null space of the noise.

5.1 The Intuition behind R1SMG

As introduced in Section 1.2, the expected accuracy loss of R1SMG is lower bounded by $C_R(\Delta_2 f)^2$ where for any fixed feasible $\varepsilon$, $C_R = \frac{2}{\varepsilon^2}$ has a decreasing trend as $M$ increases, and converges to $\frac{2}{\varepsilon^2}$ as $M$ goes large (Theorem 7). Thus, we have the following property (see Property 1) that is missing in all existing DP mechanisms. Here, we provide an intuitive explanation of it.

**Property 1.** For any fixed feasible $\varepsilon$, $\delta$, and $\Delta_2 f$, the magnitude of the noise required to attain $(\varepsilon, \delta)$-DP on $f(x) \in \mathbb{R}^M$ can have a non-increasing trend regarding $M$.

Due to the widely accepted common practice of perturbing each component of $f(x)$ using i.i.d. Gaussian noise to achieve DP, it makes sense that larger dimensional $f(x)$ requires larger magnitude of noises. Thus, Property 1 is counterintuitive and seems to be “magic”. Yet, it can be intuitively explained as follows. Given a database $x$ represented as histogram, we consider a normalized counting query function $f(x) = \frac{1}{Q^T x} Q \in \mathbb{R}^M$, where $Q$ is a binary matrix. A higher dimension of $f(x)$ means a larger number of queries applied to the same dataset $x$. Subsequently, the chances that the query results (i.e., rows in $Q$) become dependent with each other increases as the query number increases. For instance, suppose that the $i$th and $j$th query, i.e., $f(x)_i$ and $f(x)_j$ are dependent, particularly, $f(x)_i$ can be fully determined by $f(x)_j$. Then, the privacy leakage on $x$ by observing $f(x)_i$, $f(x)_j$, or $[f(x)_i, f(x)_j]$ would be identical. Hence, intuitively, no more noise is needed to perturb $[f(x)_i, f(x)_j]$ than that for perturbing $f(x)_i$. It implies that as $M$ increases and the queried results become dependent, it is possible to achieve DP by perturbing $f(x)$ using noise of a non-increasing magnitude. Moreover, when $M$ becomes sufficiently large such that the query vectors (rows in $Q$) are linearly dependent, by observing $f(x)$ or the set of independent query vectors, the privacy leakage of $x$ would be identical. Therefore, the same amount of noise can be used to sanitize both (refer to [43] for an analysis from the perspective of mutual information).

5.2 R1SMG: Multivariate Gaussian Noise with A Random Rank-1 Covariance Matrix

In what follows, we first provide the statistical background on the singular multivariate Gaussian distribution with a given rank-$r$ covariance matrix, e.g., $\Pi$ and $\text{Rank}(\Pi) = r$.

**Definition 7. Singular Multivariate Gaussian Distribution** [14, 27, 39, 42]. A $M$-dimensional random variable $x = [x_1, x_2, \ldots, x_M]^T \in \mathbb{R}^M$ has a singular multivariate Gaussian distribution with mean $\mu \in \mathbb{R}^M$ and a singular covariance matrix $\Pi \in \text{PSD}^{M \times M}$ with rank-$r$, i.e., $x \sim \mathcal{N}(\mu, \Pi)$ and $\text{Rank}(\Pi) = r < M$, if its PDF is

$$f_{x_{\text{Rank}(\Pi)=r}}(x) = \frac{(2\pi)^{-r/2}}{(\det \Sigma_I)^{1/2}} \exp \left(-\frac{1}{2} (x - \mu)^T \Pi^{-1} (x - \mu) \right),$$

where $\sigma_i(\Pi)$ is the $i$-th nonzero eigenvalue of $\Pi$, and $\Pi^I$ is the Moore-Penrose generalized inverse of $\Pi$. Particularly, we have $\Pi^I = V_r \Lambda_r^{-1} V_r^T$, where $\Lambda_r = \text{diag}(\sigma_1(\Pi), \ldots, \sigma_r(\Pi)) \in \mathbb{R}^{r \times r}$, and $V_r \in \mathbb{R}^{M \times r}$ is the matrix of eigenvectors corresponding to the $r$ nonzero eigenvalues.

Samples of $f_{x_{\text{Rank}(\Pi)=r}}$ (e.g., $n$) can be generated by applying the disintegration theorem [20]. In particular, if $\mu = 0$, by defining a linear mapping

$$n = V_r \Lambda_r^{1/2} z, \quad z \sim \mathcal{N}(0, I_{r \times r}),$$

where $\Lambda_r^{1/2} = \text{diag}(\sqrt{\sigma_1(\Pi)}, \sqrt{\sigma_2(\Pi)}, \ldots, \sqrt{\sigma_r(\Pi)}) \in \mathbb{R}^{r \times r}$ and $V_r \in \mathbb{R}^{M \times r}$ is the matrix of eigenvectors corresponding to the $r$ nonzero eigenvalues of $\Pi$, then $n$ is attributed to a singular multivariate Gaussian distribution with a rank-$r$ covariance matrix. This can easily be verified by checking the covariance matrix of $n$;

$$\text{Cov}(n) = \text{Cov}(V_r \Lambda_r^{1/2} z) = V_r \Lambda_r^{1/2} \text{Cov}(z)(V_r \Lambda_r^{1/2})^T,$$

$$= V_r \Lambda_r^{1/2} I_{r \times r} (V_r \Lambda_r^{1/2})^T = V_r V_r^T = \Pi,$$

where $(\star)$ is due to $z \sim \mathcal{N}(0, I_{r \times r})$. Then, clearly, we have $\text{Cov}(n) = \Pi$.

When $r = 1$, the singular covariance matrix $\Pi$ only has 1 nonzero eigenvalue, and we denote it as $\sigma$. Thus, (7) becomes

$$n = v \sqrt{\sigma} z, \quad z \sim \mathcal{N}(0, 1), \quad v^Tv = 1.$$


Singular multivariate Gaussian noise with a random rank-1 covariance matrix. It is noteworthy that in (9), v needs to be generated randomly to thwart attacks which takes advantage of vectors in the null space of v (or n). In Section 5.4, we will show that by sampling v uniformly at random, such attacks will succeed with zero probability.

Since v is an orthonormal vector of dimension $M \times 1$, one common approach to generate v randomly is by uniformly sampling from a specific Stiefel manifold, i.e., $V_{1,M} = \{ v \in \mathbb{R}^{M \times 1} : v^T v = 1 \}$, which represents the unite sphere $S^{M-1}$ embedded in $\mathbb{R}^M$. In Statistics literature, the PDF of the uniform distribution on the Stiefel manifold $V_{1,M}$ is given by

$$f(v) = \frac{1}{\text{Vol}(V_{1,M})}, \quad \forall v \in V_{1,M},$$

(10)

(see [21, p. 280], [8, p. 17, equation 8.2.2], as well [13, p. 30] which gives the characteristic function of (10)). In particular, the constant $\text{Vol}(V_{1,M}) = \frac{\pi^{M/2}}{\Gamma(M/2)}$ (see [21, p. 19 and 26]) is the total surface area or volume of $V_{1,M}$ and $\Gamma(\cdot)$ is the ordinary gamma function [21].

We use $v \sim \mathcal{U}(V_{1,M})$ to represent that v is a random variable uniformly sampled from $V_{1,M}$. As a consequence, the linear mapping property in (9) becomes

$$n = v \sqrt{\sigma^2}, \quad \text{where } z \sim \mathcal{N}(0,1), \quad v \sim \mathcal{U}(V_{1,M}).$$

(11)

Now, we introduce the R1SMG mechanism and provide a sufficient condition for it to achieve differential privacy.

**Definition 8. The Rank-1 Singular Multivariate Gaussian (R1SMG) Mechanism.** For an arbitrary $M$-dimensional query function, $f(x) \in \mathbb{R}^M$, the R1SMG mechanism is defined as

$$M_{\text{R1SMG}}(f(x)) = f(x) + n,$$

where n (generated via (11)) is the noise attributed to a singular multivariate Gaussian distribution with a random rank-1 covariance matrix.

If the query result is a matrix or tensor, we can first generate the noise as a vector and then resize it into the desired format. Please refer to the case studies in Section 7 for details.

We introduce an important lemma below that will be used for proving Theorem 5.

**Lemma 2. Distribution of Angle between Random Points on Unit Sphere ([7, p. 1845 and 1860]).** Let $h$ and $g$ be two randomly selected points on unit sphere $S^{P-1}$ (embedded in $\mathbb{R}^P$), where $P > 2$. Let $h$ (resp. $g$) be the vector connecting the center of the sphere and $h$ (resp. $g$). $\theta$ denotes the angle ($\theta \in [0, \pi])$ between $h$ and $g$. Then, we have

$$\Pr \left[ \left| \theta - \frac{\pi}{2} \right| \geq \theta_0 \right] \leq \sqrt{\frac{\pi}{2}} \frac{\Gamma\left(\frac{P}{2}\right)}{\Gamma\left(\frac{P-1}{2}\right)} \cos(\theta_0)^{P-2},$$

(12)

where $\theta_0$ is a given radian and $0 \leq \theta_0 \leq \frac{\pi}{2}$.

---

**Theorem 5. The R1SMG mechanism achieves $(\varepsilon, \delta)$-DP when $M > 2$, if $\sigma_s \geq \frac{2(M_2)^2}{\varepsilon^2}$ where $\psi = \left(\frac{\delta(\frac{M_2}{2})}{\sqrt{\pi} \Gamma(M_2/2)}\right)^{\frac{1}{2}},$ and $\Gamma(\cdot)$ is the Gamma function.

Proof. Inspired by Dwork and Roth’s work [17] (cf. Section 4), we investigate the PLRV associated with the R1SMG mechanism. Assume that $n$ and $n'$ are the random noise used to perturb $f(x)$ and $f(x')$, respectively. Then, the R1SMG mechanism achieves $(\varepsilon, \delta)$-DP if

$$\text{PLRV}[\text{R1SMG}(x) || \text{R1SMG}(x')] = \ln \left( \frac{\text{Pr}[f(x) + n = s \in S]}{\text{Pr}[f'(x') + n' = s \in S]} \right) \leq \varepsilon$$

with all but $\delta$ probability (called the failing probability) [17], where $S$ denotes all possible outcome of R1SMG.

According to (11), without loss of generality, let $n = \sqrt{\sigma_1} z_1 h$ and $n' = \sqrt{\sigma_2} z_2 g$, where $z_1 \sim \mathcal{N}(0,1)$ and $h, g \sim \mathcal{U}(V_{1,M})$. Let $\theta \in [0, \pi]$ be the angle between $h$ and $g$. Then, we can establish the failing probability (which should be at most $\delta$) by first constructing an event which is a subspace of the universe $\Omega$, i.e.,

$$\mathcal{A} = \{ z_1, z_2, h, g : z_1, z_2 \sim \mathcal{N}(0,1), h, g \sim \mathcal{U}(V_{1,M}) \},$$

$$\mathcal{A} \subseteq \{ z_1, z_2, h, g : z_1, z_2 \sim \mathcal{N}(0,1), h, g \sim \mathcal{U}(V_{1,M}) \},$$

where $\theta_0 = \arccos \left( \left( \frac{\sigma_1}{\sigma_2} \right)^{1/(M-2)} \right)$, and $\arccos(\cdot)$ is the inverse of the cosine function. We denote the complementary of $\mathcal{A}$ as $\mathcal{A}' = \Omega \setminus \mathcal{A}$, i.e.,

$$\mathcal{A}' = \{ z_1, z_2, h, g : z_1, z_2 \sim \mathcal{N}(0,1), h, g \sim \mathcal{U}(V_{1,M}) \},$$

Since $z_1$ and $z_2$ are independent of $h$ and $g$, by applying Lemma 2 and setting $P = M$ and $\sqrt{\pi} \frac{\Gamma(P/2)}{\Gamma((P-1)/2)} \cos(\theta_0)^{P-2} = \delta$, we get $\Pr[\mathcal{A}'] \leq \delta$.

Since n (resp. n') is singular multivariate Gaussian with zero mean by design (see (11)), we have that $f(x) + n = s \in S$ (resp. $f(x') + n' = s \in S$) is attributed to singular multivariate Gaussian distribution, with mean $f(x)$ (resp. $f(x')$) and covariance matrix $\mathbf{h} h^T$ (resp. $\mathbf{g} g^T$) (one can verify this by setting $r = 1$ in (8)). Substituting the mean and generalized inverse covariance matrix into the PDF provided in Definition 7 (with $r = 1$), we have a counterpart of (6) as

$$\text{PLRV}[\text{R1SMG}(x) || \text{R1SMG}(x')] = \ln \left( \frac{\text{Pr}[f(x) + n = s \in S]}{\text{Pr}[f'(x') + n' = s \in S]} \right)$$

$$= \ln \left( \frac{\exp \left(-\frac{1}{2} \left( \mathbf{h} (s - f(x)) \right)^T \mathbf{h} \right)}{\exp \left(-\frac{1}{2} \left( \mathbf{g} (s - f(x')) \right)^T \mathbf{g} \right)} \right)$$

$$= \ln \left( \frac{\exp \left(-\frac{1}{2} \left( \mathbf{h} (s - f(x)) \right)^T \mathbf{h} \right)}{\exp \left(-\frac{1}{2} \left( \mathbf{g} (s - f(x')) \right)^T \mathbf{g} \right)} \right)$$

$$= \frac{1}{2\sigma_s} \left( \left( \mathbf{h}^T (s - f(x)) \right)^2 - \left( \mathbf{h}^T (s - f(x')) \right)^2 \right),$$

$$\forall (z_1, z_2, h, g) \in \mathcal{A}.$$

(13)
In the following, we derive a tight upper bound on $|p_1| + |p_2|$. In particular, with $||g||_2 = ||h||_2 = 1$, we notice that

$$|p_1| + |p_2| \leq ||g||_2 ||s - f(x')||_2 + ||h||_2 ||s - f(x)||_2 = ||s - f(x')||_2 + ||s - f(x)||_2.$$ 

Thus, we aim to bound $||s - f(x')||_2 + ||s - f(x)||_2$.

First, we observe that the angle between $(s - f(x))$ and $(s - f(x'))$ is identical to the angle between $h$ and $g$, because $(s - f(x)) = n$ and $(s - f(x')) = n'$, and $n$ and $n'$ are obtained by scaling $h$ and $g$. We use $\theta$ to represent the angle between $h$ and $g$ (i.e., identically between $(s - f(x))$ and $(s - f(x'))$). Thus, from a geometric perspective, $||s - f(x')||_2 + ||s - f(x)||_2$ is the sum of the length of two edges of a triangle in $\mathbb{R}^M$, and the angle between these two edges is $\theta$. Moreover, the length of the third edge (opposite to this specific angle) is $||s - f(x')||_2 = ||s - f(x)||_2 + |f(x) - f(x')|$. For better understanding, we visualize the above description in Figure 1(a), where the red point (resp. blue point) indicates $n$ (resp. $n'$) in $\mathbb{R}^M$, and the red dashed line (resp. blue dashed line) is the randomly sampled $h$ (resp. $g$) (note that we show $h$ and $g$ as bidirectional, because $n$ and $n'$ can point to the opposite direction of $h$ and $g$, respectively).

![Figure 1: (a) Geometric interpretation of $|p_1| + |p_2|$. Circumcircles of the described triangle with (b) $\theta < \frac{\pi}{2}$ and (c) $\theta > \frac{\pi}{2}$](image)

It is well-known that the length of each edge of a triangle is upper bounded by the diameter of the circumscribed circle of the triangle. We show this fact in Figure 1(b) and Figure (c), where $\frac{d}{2}$ represents the radius of the circumscribed circle. According to the law of sine, we have $d = ||f(x) - f(x')||_2 / \sin(\theta)$. Thus,

$$||s - f(x')||_2 + ||s - f(x)||_2 \leq 2d = \frac{2||f(x) - f(x')||_2}{\sin(\theta)} \leq \frac{2\lambda_2 f}{\sin(\theta)}, \quad (14)$$

where the last inequality is because the query sensitivity on neighboring datasets is $\Delta_2 f = \sup_{x \neq x'} ||f(x) - f(x')||_2$.

In (13), we have $(z_1, z_2, h, g) \in \mathbb{A}$, i.e., $\theta \in (\frac{\pi}{2} - \theta_0, \frac{\pi}{2} + \theta_0)$, where $\frac{\pi}{2}$ is the symmetric of the sine function around $\frac{\pi}{2}$. Thus, due to the symmetry of the sine function around $\frac{\pi}{2}$, we can obtain $\frac{2\lambda_2 f}{\sin(\theta) \cos(\theta)} = \frac{2\lambda_2 f}{\sin(\theta)}$. As a result, we get $|p_1| + |p_2| \leq ||s - f(x')||_2 + ||s - f(x)||_2 < \frac{2\lambda_2 f}{\sin(\theta)} = 2\Delta_2 f / \sqrt{\frac{M}{n} \frac{1}{\gamma^2(\frac{M}{n})}}$. Finally, from (13), we can obtain the following sufficient condition for the RISMG mechanism to achieve $(\varepsilon, \delta)$-DP:

$$\text{PLRV}^{(K)}(\text{RISMG}(x)|\text{RISMG}(x')) \leq \frac{1}{2\sigma_x} \frac{(|p_1| + |p_2|)^2}{\frac{1}{2\sigma_x} \left(2\Delta_2 f / \sqrt{\frac{M}{n} \frac{1}{\gamma^2(\frac{M}{n})}}\right)^2} \leq \varepsilon,$$

which leads to $\sigma_x \geq \frac{2\lambda_2 f^2}{\varepsilon}$. Moreover, due to the constraint of $P > 2$ in Lemma 2, we require $M > 2$ for the R1SMG mechanism. Thus, Theorem 5 follows.

**Remark 1.** In the classic Gaussian mechanism, the privacy budget is upper bounded by $1$ (Theorem 1). Similarly, there is also an upper bound on $\varepsilon$ for the R1SMG mechanism. This can be explained geometrically using Figure 2. In particular, Figure 2(a) shows the case where $\varepsilon < 1$ in the classic Gaussian mechanism. Clearly as long as $n$ and $n'$ can obscure the difference between $f(x)$ and $f(x')$, i.e., $f(x) + n = f(x') + n' = s$, the noise components along the direction of $v = f(x) - f(x')$ are also sufficient to obscure the difference between $f(x)$ and $f(x')$, i.e., $\lambda_1 b_1 - (b_1^T n') b_1 = v$. Whereas, if $\varepsilon$ exceeds the upper bound, the magnitude of $n$ and $n'$ might be too small to obscure $v$, since $||n||$ and $||n'||$ are proportional to $\frac{1}{\varepsilon}$. In other words, when $\varepsilon$ is beyond the upper bound, $n$, $n'$, and $v$ cannot form a triangle, and hence we have $\lambda_1 b_1 - (b_1^T n') b_1 = v$ as shown in Figure 2(b). This is also true for the RISMG mechanism, i.e., when $\varepsilon$ is too large, $n = \sqrt{\sigma_x} h$, $n' = \sqrt{\sigma_x} g$, and $v$ cannot form a triangle as shown in Figure 2(c). As a result, in order to form a triangle as shown in Figure 2(d), an upper bounded $\varepsilon$ is required for the RISMG mechanism. In this work, we let the privacy budget of the RISMG mechanism be upper bounded by $\frac{1}{\varepsilon}$ of that of the classic Gaussian mechanism, i.e., $\frac{1}{\varepsilon}$. This is because $v$ is obscured using noise with $M$ degrees of freedom by the classic Gaussian mechanism, whereas it is obscured using noise with $1$ degree of freedom by the RISMG mechanism due to the rank-1 constraint. We will provide a tight upper bound on $\varepsilon$ for the RISMG mechanism in a separate study.

![Figure 2: Geometric interpretations on the constraints on $\varepsilon$ in the classic Gaussian and RISMG mechanism.](image)

**Implementation of RISMG.** According to the following theorem, we can obtain the desired random variable distributed on the Stiefel manifold by transforming samples drawn i.i.d. from standard Gaussian distribution.

**Theorem 6.** [13, p. 29, Theorem 2.2.1] Let $x \in \mathbb{R}^{M \times r}$, whose elements are i.i.d. Gaussian random variables from $\mathcal{N}(0, 1)$. Then, $v = x(x^T x)^{-1/2}$ is uniformly distributed on $\mathbb{V}_{1,M}$.

Thus, we can apply Theorem 6 with $r = 1$ to draw the desired samples from $\mathbb{V}_{1,M}$. Then, applying (11), we can generate an instance of random noise for the R1SMG mechanism.
5.3 Expected Accuracy Loss Analysis

In this section, we investigate the expected accuracy loss of the R1SMG mechanism, i.e., $E_{R1SMG}[L]$. The results are summarized in Theorem 7.

**Theorem 7.** For any fixed feasible $\varepsilon > 0$, $0 < \delta < 1$, given a dataset $x$ and a query result $f(x) \in \mathbb{R}^M$. We have 
\[
E_{R1SMG}[L] = ||R1SMG(f(x)) - f(x)||^2_2 = TR[\Pi] = \sigma_0 \geq C_R(\Delta_2 f)^2,
\]
where $\sigma_0$ is the only nonzero eigenvalue of $\Pi$, $C_R = \frac{2}{\varepsilon \psi}$, and $\psi = \left(\frac{3\varepsilon - 1}{\sqrt{2\pi(1 - \varepsilon)}}\right)^{1/2}$.

**Proof.** According to the noise generation process in R1SMG, i.e., (11), we have
\[
E_{R1SMG}[L] = E[||n||^2_2] = E\left[\left|\sum_{i=0}^{M} v_i^2 / z_i \right|^2 \left| \sum_{i=0}^{M} v_i^2 / z_i \right| \right] = \sigma_0 \geq 2(\Delta_2 f)^2 / (8\psi),
\]
where (a) holds because $\sigma^2 \sim \chi^2(1)$, and (b) is due to Theorem 5. From (15), we also have $E_{R1SMG}[L] = \sigma_0 = TR[\Pi]$.

To show the decreasing trend of $E_{R1SMG}[L]$ without dealing with the cumbersome notation of $\psi$, we use some intermediate results obtained in the proof of Theorem 5. To be more specific, we have that $\theta = \sin^2(\psi)$, where $\theta = (\frac{\pi}{2} - \frac{\pi}{2})$ is the angle between two instances of $M$-dimensional unit vectors, and $\theta_0 = \arccos\left(\frac{\sqrt{M-1}}{\sqrt{M}}\right)^{1/(M-2)}$. For $M > 2$, $\theta$ converges to $\frac{\pi}{2}$ at the rate of $\sqrt{M}$ when $M$ approaches infinity. Thus, $\frac{1}{\sin(\theta)}$ has a decreasing trend and converges to $1$ due to the symmetry of sine function on $[0, \pi]$. Consequently, we can have that $C_R = \frac{2}{\varepsilon \psi}$ has a decreasing trend as well. In addition, when $M$ goes large, we get that $C_R$ converges to $\frac{2}{\varepsilon}$ and hence $E_{R1SMG}[L]$ can be as low as $\frac{2(\Delta_2 f)^2}{\varepsilon}$.

**Curse Lifted.** (15) clearly shows that we have lifted the identified curse by considering noise attributed to a singular multivariate Gaussian distribution with rank-1 covariance matrix. In particular, the expected accuracy loss introduced by the R1SMG mechanism is $TR[\Pi]$, which equal to the only nonzero eigenvalue $\sigma_0$ but is not the summation of $M$ positive eigenvalues any more like in the existing Gaussian mechanisms.

From Theorem 4 and Theorem 7, we arrive at Corollary 1.

**Corollary 1.** The R1SMG mechanism leads to expected accuracy loss on a lower order of magnitude by at least

---

Note that the asymptotic property of $C_R$ is studied when $\varepsilon$ is always feasible. Suppose that we are interested in the asymptotic property of $C_R$ when $M_1 < M < M_2$. Then, as explained in Remark 1, a feasible $\varepsilon$ refers to $\varepsilon < \frac{1}{M_2}$.
that $v_2 = [1/\sqrt{3}, -1/\sqrt{3}, 1/\sqrt{3}]^T$ is the randomly sampled variable in $V_{1,3}$. Then $Null(v_2)$ is $\mathcal{F}$ (the plane orthogonal to $v_2$). The probability of sampling a point from $\mathbb{R}^3$ that resides on a specific plane is also 0. Although, it is publicly known that $v$ is sampled from $\mathcal{U}(V_{1,3})$, the Lebesgue measure of $Null(v)$ (given $v \in V_{1,3}$) is still 0. For example, the probability of sampling the blue points in Figure 3 (left) is 0, and the probability of sampling points residing on $C \subset \mathcal{F}$ (the circle orthogonal to $v_2$) in Figure 3 (right) is also 0. Hence, by generating $v$ randomly, the R1SMG mechanism will cause privacy leakage of using the vectors in the null space of $v$ to have probability zero.

![Figure 3: Visualization of the null space of the noise generated by the R1SMG mechanism. Left: $V_{1,2}$ Right: $V_{1,3}$](image)

## 6 Accuracy Stability

Now, we evaluate the accuracy stability achieved by various output perturbation DP mechanisms by studying the kurtosis and skewness of the distribution of $\mathcal{L}$ (the non-deterministic accuracy loss defined in Definition 1). In particular,

- Kurtosis, a descriptor of “tail extremity” of a probability distribution, is defined as the ratio between the 4th moment and the square of the 2nd moment of a random variable, i.e., $\frac{E[L^4]}{(E[L^2])^2}$. A larger kurtosis means that outliers or extreme large values are less likely to be generated in a given probability distribution [45].

- Skewness, a descriptor of the “bulk” of a probability distribution, is defined as the ratio between the 3rd moment and the square root of the 2nd moment of a random variable, i.e., $\frac{E[L^3]}{(E[L^2])^{3/2}}$. A larger skewness means that the bulk of the samples is at the left region of the PDF and the right tail is longer.

As a result, in order to have high accuracy stability on the perturbed query result, $\mathcal{L}$ with both larger kurtosis and skewness is preferred. We summarize the theoretical results for various mechanisms in Theorem 8 and Theorem 9.

**Theorem 8.** The kurtosis of the distribution of $\mathcal{L}$ in the R1SMG mechanism is $\frac{35}{3}$, which is larger than that of the classic Gaussian mechanism, of the analytic Gaussian mechanism, and of the MVG mechanism, i.e., the PDF of $\mathcal{L}$ in the R1SMG mechanism is more leptokurtic than that in the classic Gaussian, in the analytic Gaussian, and in the MVG mechanism.

**Proof.** First, for the proposed R1SMG, we have

$$Kurt_{R1SMG}(\mathcal{L}) = \frac{E[\xi_1^4]}{(E[\xi_1^2])^2} = \frac{E[(\xi_1 \sigma_1)^4]}{(E[(\xi_1 \sigma_1)^2])^2} = \frac{E[(\xi_1 \sigma_1)^4]}{(E[(\xi_1 \sigma_1)]^2)^2}$$

$$= \frac{48\sigma_1^4 + 32\sigma_1^3 \sigma_2 + 12(\sigma_1^2)^2 + 12\sigma_1^2 \sigma_2^2 + \sigma_2^4}{(2\sigma_1^2 + \sigma_2^2)^2} = \frac{35}{3},$$

where $(a)$ is due to the noise generation process of R1SMG in (11) and $(b)$ is obtained by applying Lemma 1 with $A = 1$ and $\mathbb{E} = \sigma_1$, i.e., the case of univariate Gaussian.

Then, we show that both classic Gaussian mechanism and the MVG mechanism will result in $\mathcal{L}$ with kurtosis less than $\frac{35}{3}$. In particular, the classic Gaussian mechanism (denoted as $G$) adds i.i.d. noise to each entry of $f(x)$, $n_i \sim \mathcal{N}(0, \sigma_i^2), i \in [1, M]$. Thus, we have $E_G[\mathcal{L}] = E_{G_i \sim \mathcal{N}(0,1)} \left(\sum D_k^2 \xi_1^2 \right) = \sigma_1^2 E_{U_i \sim \mathcal{U}(1,1)} \left[ \left(\sum D_k^2 \xi_1^2 \right)^2 \right] = \sigma_1^2 E_{U_i \sim \mathcal{U}(1,1)} \left[ \sum D_k^2 \xi_1^2 \right]^2$, where the last equality follows from the $2$th moments of Chi-squared random variable. Set $t$ to be $4$ and $2$, one can verify that $Kurt_G(\mathcal{L}) = \frac{E_G[\xi_1^4]}{(E_G[\xi_1^2])^2} = \sigma_1^4 \left(\frac{2\sum D_k^2 \xi_1^2}{12} \right)^2 < \frac{35}{3}, \forall M > 1$.

The same analysis holds for the analytic Gaussian mechanism, as it adds i.i.d. Gaussian noise with variance $\sigma_1^2$.

MVG introduces the matrix-valued noise attributed to a matrix-valued Gaussian distribution, i.e., $\mathcal{N}(0, \Sigma, \Psi)$, and the vectorization of the noise matrix is also attributed to a multi-variate Gaussian distribution, i.e., $\mathcal{N}(0, \Sigma \otimes \Psi)$ [21]. Denote $\Xi = \Sigma \otimes \Psi$, and let $k > 1$ be an integer, we first have

$$(Tr[\Xi])^k = (Tr[\Sigma \otimes \Psi])^k = \left(\left(\sum \sigma_i \xi_i \left(\sum \sigma_j \xi_j \right)^k \right) \right)^k \geq \left(\sum \sigma_i \xi_i \left(\sum \sigma_j \xi_j \right)^k \right)^k = \left(\sum \xi_i \xi_j \xi_i \otimes \Psi \right)^k = Tr \left(\Xi \otimes \Psi \right)^k = Tr \left[ \left(\xi_1 \otimes \Psi \right) \right].$$

Similarly, for any positive integer $k_1 > k_2 \geq 1$ and symmetric $\Xi \in \mathbb{P}_d$, we have

$$Tr[\Xi^{k_1}] (Tr[\Xi])^{k_2} > Tr[\Xi^{k_1}] Tr[\Xi^{k_2}] = \left(\sum_{i=1}^{\text{rank} \Sigma} \xi_i \xi_i \right)^{k_1} \left(\sum_{i=1}^{\text{rank} \Sigma} \xi_i \xi_i \xi_i \xi_i \right)^{k_2} \geq \sum_{i=1}^{\text{rank} \Sigma} \xi_i \xi_i \xi_i \xi_i = Tr[\Xi^{k_1}].$$

Then, according to Lemma 1, we have

$$Kurt_{MVG}(\mathcal{L}) = \frac{E[\xi_1^4]}{(E[\xi_1^2])^2} = \frac{E[n^Tn]}{(E[n^Tn])^2} = \frac{E[Q(n)]}{(E[Q(n)])^2}$$

$$= \frac{48Tr[\Xi]^4 + 32Tr[\Xi^2]Tr[\Xi] \xi_1^2 + 12(\xi_1^2)^2 + 12\xi_1^2 (\xi_1^2)^2 + (\xi_1^2)^4}{(2\xi_1^2 + (\xi_1^2))^2} = \frac{35}{3},$$

Next, we can obtain

$$48Tr[\Xi]^4 < \frac{1}{4} (Tr[\Xi]^2)^2 + \frac{7}{12} (Tr[\Xi]^2)^2 + \frac{35}{3} (Tr[\Xi]^4)^2$$

and

$$32Tr[\Xi^2]Tr[\Xi] < 2Tr[\Xi]Tr[\Xi],$$

Thus, we get

$$Kurt_{MVG}(\mathcal{L}) < \frac{35}{3} \left(\frac{47Tr[\Xi]^2 + 47Tr[\Xi] \xi_1^2 + (\xi_1^2)^2 + (\xi_1^2)^4}{2\xi_1^2 + (\xi_1^2))^2} \right)^2 = \frac{35}{3}.$$
Theorem 9. The skewness of the distribution of $L$ in the R1SMG mechanism is $2\sqrt{3}$, which is larger than that of the classic Gaussian mechanism, of the analytic Gaussian mechanism, and of the MVG mechanism, i.e., the PDF of $L$ in the R1SMG mechanism is more right-skewed than that in the classic Gaussian, in the analytic Gaussian, and in the MVG mechanism.

Proof. The proof follows the same procedure as the proof of Theorem 8, thus we only show the key steps here.

For the proposed R1SMG, we have $\text{skew}_{\text{R1SMG}}(L) = \frac{\mathbb{E}[L^3]}{(\mathbb{E}[L^2])^{3/2}} = \frac{\sigma^3}{\sqrt{\frac{3}{2}}}$. 

For the classic Gaussian mechanism, we have $\text{skew}_{\text{G}}(L) = \frac{\mathbb{E}[L^3]}{(\mathbb{E}[L^2])^{3/2}} = \frac{\frac{3}{2}}{\frac{1}{2}} = \sqrt{3}$. 

For the analytic Gaussian mechanism, we have $\text{skew}_{\text{AG}}(L) = \frac{\mathbb{E}[L^3]}{(\mathbb{E}[L^2])^{3/2}} = \frac{\frac{3}{2}}{\frac{1}{2}} = \sqrt{3}$. 

The same analysis holds for the analytic Gaussian mechanism, as it adds i.i.d. Gaussian noise with variance $\sigma^2$.

For the MVG mechanism, it is easy to check that $\text{skew}_{\text{MVG}}(L) = \frac{\mathbb{E}[L^3]}{(\mathbb{E}[L^2])^{3/2}} = \frac{\frac{3}{2}}{\frac{1}{2}} = \sqrt{3}$. 

Remark 2. We can consider the univariate Gaussian with unit covariance, i.e., $\mathcal{N}(\mu, 1)$, as a reference distribution, whose kurtosis value and skewness value are 3 and 0, respectively. Then, it suggests that the distribution of $L$ in the R1SMG mechanism is much more leptokurtic and right-skewed than $\mathcal{N}(\mu, 1)$. Moreover, since the noise used in the classic Gaussian, analytic Gaussian, and MVG mechanisms are characterized by full-rank covariance matrices, their kurtosis values and skewness values asymptotically converge to 3 + 12/H and $\sqrt{8/H}$, respectively [25] (H is the degree of freedom of the obtained $L$, and $H = M$ for $f(x) \in \mathbb{R}^M$). It means that the distributions of $L$ in the Gaussian mechanism and MVG are similar to $\mathcal{N}(\mu, 1)$ when $M$ is large.

In Section 7.1, by using 2D count query as an example, we will empirically show that the distribution of $L$ obtained in the R1SMG mechanism is more leptokurtic and right-skewed than those of the classic Gaussian, the analytic Gaussian, and the MVG mechanisms (cf. Figure 5). In other words, the R1SMG mechanism can provide differentially private query results with the highest accuracy stability.

Based on the above theoretical analysis, we can have the following corollary.

Corollary 2. The R1SMG mechanism outperforms the classic Gaussian, the analytic Gaussian, and the MVG mechanism, because it boosts the utility of the query results by achieving lower expected accuracy loss and higher accuracy stability.

7 Experiments

In this section, we conduct three case studies to validate the utility boosting achieved by the R1SMG mechanism, i.e., 2D count query, principal component analysis (PCA), and deep learning, all in a differentially private manner. The query results of these case studies are either matrices or tensors, so the R1SMG, classic Gaussian, and analytic Gaussian mechanisms will first generate noise in vector form, and then reshape the noise into the forms required by different studies.

7.1 Case Study I: Uber Pickup Count Query

In this case study, we utilize the New York City (NYC) Uber pickups dataset [2], on which we are interested in releasing the counts of Uber pickups in different areas of NYC from “4/1/2014 00:11:00” to “4/3/2014 23:57:00” in a differentially private manner. The size of the count query $f(x)$ is determined by the partition areas (defined later) of NYC. Location and trajectory privacy breaches have been reported and investigated in several research works [23, 32, 35, 46]. Thus, it is important to guarantee that the existence or absence of any pickup record is private when sharing the count query.

In particular, we partition the map of NYC into small areas by evenly dividing the latitude and longitude into 89 disjoint intervals. As a result, the considered query is $f(x) \in \mathbb{R}^{89 \times 89}$, whose entries record the number of Uber pickups in different small areas. The squared sensitivity of this query is 2, because the absence or presence of a specific pickup can change at most 2 entries of $f(x)$ by 1. We also consider that the data consumer (i.e., the query result recipient) has the prior knowledge of the valid pickup areas in the resulted $89 \times 89$ small areas. Thus, he can perform post-processing on the noisy count query to eliminate the values in invalid areas (e.g., it is impossible to have Uber pickups over the Hudson River). We visualize the non-private Uber pickup count query in Figure 4(a). We observe high volumes of pickups around Soho, Fifth avenue, and LaGuardia Airport.

Comparisons with Mechanisms. In addition to the $(\varepsilon, \delta)$-DP output perturbation mechanisms, i.e., the classic Gaussian, analytic Gaussian, MVG, and MGM (a variant of MVG [47]) mechanisms, we also compare the R1SMG mechanism with the mechanisms that are specially developed for differentially private 2D count queries. In particular, they are (i) DAWA [31], which obtains differentially private count queries by adding noise that is adapted to both the input data
and the given query set, and (ii) \( H_b \) [38], which answers range queries using noisy hierarchies of equi-width histograms.

**Results.** We visualize the differential-privately released count queries obtained by the R1SMG and the other comparing mechanisms in Figures 4(b)-(h). The privacy budgets for all the comparing mechanisms are \( \varepsilon = 0.5 \) and \( \delta = 10^{-7} \). For the R1SMG mechanism, we set \( \varepsilon = 10^{-5} \) and \( \delta = 10^{-7} \). For the R1SMG mechanism, we set \( \varepsilon = 10^{-5} \) and \( \delta = 10^{-7} \). Note that DAWA has slightly better results because it is data-dependent (the noise is customized to the input data [31]), and that \( H_b \) adopts “constrained inference” (an accuracy boosting scheme) to control the mean square error of counting queries at various granularities. Moreover, not only does the R1SMG mechanism introduces comparable errors with those by the two task-specific mechanisms under a much stricter privacy guarantee, but also it is very promising in other real-world tasks because it is not task-dependent.

**Utility boosting and stability.** Next, we empirically corroborate that the R1SMG mechanism boosts the utility of the NYC Uber pickup count query by achieving lower accuracy loss and higher accuracy stability. Specifically, by setting \( \varepsilon = 10^{-5} \) for the R1SMG mechanism and \( \varepsilon = 0.5 \) for the other mechanisms and \( \delta = 10^{-7} \), we repeat the noise generation process 100 times for the R1SMG, classic Gaussian, analytic Gaussian, and MVG mechanisms, respectively, and calculate the accuracy loss (i.e., \( L \), in Definition 1). In Figure 5, we plot the corresponding histograms, empirical average values of \( L \), and the empirical PDFs, obtained by different mechanisms. In particular, Figure 5(a) plots the histograms of \( L \) for various mechanisms on the same x-axis, and Figure 5(b) is the zoomed in histograms for each mechanism. Figure 5(c) demonstrates the empirical PDF and mean of \( L \) for each mechanism on the same x-axis, and Figure 5(d) shows the corresponding zoomed in plots.

Figure 5 shows that the empirical mean accuracy loss obtained by the R1SMG mechanism is less than those obtained by the other mechanisms, in spite of the fact that the privacy budget is smaller than \( 1/10^4 \) of the others. This means that under very restricted privacy guarantee, the R1SMG mechanism is able to introduce additive noise with small magnitude (squared Frobenius norm), which lead to lower empirical accuracy loss. In particular, \( L \) obtained by the R1SMG mechanism is around \( 1.5 \times 10^5 \) when \( \varepsilon = 10^{-5} \), whereas, \( L \) obtained by the other mechanisms are around \( 5 \times 10^5 \) even with \( \varepsilon = 0.5 \). We can also find that the histogram and the empirical PDF of \( L \) obtained by the R1SMG mechanism are much more leptokurtic and right-skewed than those achieved by the others. Particularly, in Figure 5(d), compared with those obtained by the other mechanisms that have bell shapes, the empirical PDF of \( L \) achieved by the R1SMG mechanism has a longer and fatter tail, a higher and sharper central peak, and the den-
“flocking behavior” and “0” represents “not flocking”. The values of all features are normalized between -1 and 1. Similar to [11], we consider the query \( f(x) \) as the covariance matrix of this dataset, i.e., \( f(x) = D^T D / 24016 \in \mathbb{R}^{2400 \times 2400} \), where \( D \in \mathbb{R}^{2400 \times 2400} \) denotes the considered Swarm Behaviour data. Then, the \( l_2 \) sensitivity of the query function is \( \Delta f = \sum_{D_1, D_2} \left| f(D_1) - f(D_2) \right|_F \), where \( D \in \mathbb{R}^{2400 \times 2400} \) denotes the considered Swarm Behaviour data.

We conduct singular value decomposition on the queried result (i.e., the noisy empirical covariance matrix) to extract the components of the dataset. The considered evaluation metric is the total variance which is defined as \( \Delta = \sum_{i=1}^{2041} \lambda_i \), where \( \lambda_i \) is the ground-truth (non-private) empirical covariance matrix, and \( \lambda_i \) is the \( i \)th eigenvalue of \( C \). We use the empirical mean and the empirical PDF of \( L \) for various mechanisms.

Figure 5: Accuracy loss introduced by different output perturbation mechanisms when \( \delta = 10^{-7} \), \( \epsilon = 10^{-5} \) for the R1SMG mechanism and \( \epsilon = 0.5 \) for the other mechanisms.

The higher utility the obtained components have, and we have \( \Delta = 0 \) for the non-private baseline.

Since PCA usually serves as a precursor to classification tasks, we also evaluate the utility of the queried data by projecting the dataset onto the subspace spanned by the first 20 PCs obtained from various noisy covariance matrices, and then measure the classification accuracy using the projected data. The higher the classification accuracy, the higher the utility of the perturbed covariance matrix. In the experiments, we use 60% and 40% of the dataset for training and testing, respectively, and the classification algorithm is the linear SVM. Note that the accuracy of the non-private baseline (i.e., classification using the original dataset project onto the first 20 PCs of the original covariance matrix) is 96.89%.

Comparisons with other Mechanisms. In addition to the output perturbation mechanisms, we also consider the principal components obtained from 3 task-specific differentially private algorithms designed specially for PCA, i.e., (i) PPICA [12], which generates privacy-preserving components by sampling orthonormal matrices from the matrix Bingham distribution parameterized by the original non-private empirical covariance matrix scaled by the privacy budget, (ii) MOD-SULQ [12], which directly perturbs the covariance matrix using calibrated Gaussian noise, and (iii) the Wishart mechanism [24], which perturbs the empirical covariance matrices using noise attributed to the Wishart distribution.

Results. In this experiment, we vary \( \epsilon \) from 0.2 to 1.6 and set \( \delta = 10^{-7} \) for all the comparing mechanisms and let the privacy budget of the R1SMG be only \( 1/10^5 \) of the others according to the discussion in Remark 1.

Figure 6(a) and (b) plot the total derivation \( \Delta \) and classification accuracy on the projected testing data obtained from all mechanisms. Obviously, the R1SMG mechanism has high utility although its the privacy budget is extremely limited, e.g.,...
As a proof of concept, we consider the MNIST [30] and CIFAR-10 [28] dataset, and compare our R1SMG-based DPSGD with the seminal work of DPSGD in deep learning (Abadi et al. CCS’16 [3]). For a given deep neural network, Abadi et al. introduced calibrated i.i.d. Gaussian noise ($\mathcal{N}(0, \sigma^2 C^2 \mathbf{I})$) to the gradients computed on grouped batches of training data, where $C$ is a norm clipping parameter to control the sensitivity (Algorithm 1 in [3]). They also developed the privacy accountant scheme to tightly bound the cumulative privacy loss for the entire training process. In particular, the total privacy budget $(\epsilon, \delta)$ is determined by noise level $\sigma$, sampling ratio $q$, and the number of epochs $E$ (so number of gradient descent steps is $T = E/q$).

In the experiment, we give our R1SMG-based DPSGD the same total privacy budget $(\epsilon, \delta)$, $C$, $q$, and $E$ as those of DPSGA in [3]. Then, we amortize $(\epsilon, \delta)$ to all gradient descent steps in our R1SMG-based DPSGD, i.e., each step is assigned with $(\epsilon_0, \delta_0)$. Although $\epsilon_0$ might go beyond the upper bound discussed in Remark 1, it makes the comparison with DPSGD clear and straightforward. To be more specific, $(\epsilon_0, \delta_0)$ is obtained by solving the following equations formulated using the strong composition theorem [19] considering $\frac{\epsilon}{q}$ repetitive executions of gradient descent.

$$\begin{align*}
\epsilon &= \sqrt{2 \frac{\delta}{q} \ln \left( \frac{1}{q} \delta \right)} + \frac{\epsilon}{q} (q \epsilon_0) - 1,
\delta &= \frac{\epsilon}{q} (q \delta_0) + \delta',
\end{align*}$$

where $q \epsilon_0$ and $q \delta_0$ are due to privacy amplification via sampling [6, 26] (see discussion on page 3, right column of [3]). For example, based on the TensorFlow tutorial for DPSGD on MNIST [36], when $C = 1$, $\sigma = 1.1$, $q = 256$, and $E = 30$, it leads to $\epsilon = 1.795$. Then, setting $\delta = 10^{-5}$, $\delta' = 10^{-10}$ and solving (16), we have $(\epsilon_0, \delta_0) = (0.71, 3.33 \times 10^{-7})$. When $C = 1$, $\sigma = 0.5$, $q = 256$, and $E = 30$, it leads to $(16.983, 10^{-5})$-DP for DPSGD, which makes $(\epsilon_0, \delta_0) = (5.42, 3.33 \times 10^{-7})$ for each gradient descent step in our R1SMG-based DPSGD.

Note that using strong composition theorem to assign amortized privacy budget to each step of our R1SMG-based DPSGD gives more favor to the classic Gaussian mechanism based DPSGD in the comparison. This is because strong composition is much looser than the privacy accountant scheme used in DPSGD (empirically validated by Figure 2 of [3]). Thus, the amortized $(\epsilon_0, \delta_0)$ can be limited. Developing a tight composition framework for the R1SMG mechanism in SGD-based learning will be a separate research topic.

Even though the original DPSGD is given more favor in the comparison, our R1SMG-based DPSGD still outperforms it by achieving higher training and testing accuracy. We first show the comparison results on MNIST using the above parameters setups in Figure 7. In particular, Figure 7(a) and (b) show the training and testing accuracy on MNIST for the first 30 epochs achieved by various approaches when the entire learning process is (1.795, 10^{-5})-DP and (16.983, 10^{-5})-DP.
(parameters discussed above), respectively. The blue lines and dashed lines in Figure 7 are the result of non-private SGD (the one uses original gradients calculated from the data).

Figure 7: Training and testing acc. on MNIST.

Compared with DPSGD, R1SMG-based DPSGD achieves higher training and testing accuracy in just a few epochs for the MNIST dataset. For example, when the total privacy budget is \((16,983, 10^{-5})\), our method achieves 95\% accuracy on the testing dataset using 5 epochs, whereas DPSGD requires 14 epochs. Our R1SMG-based DPSGD also leads to performance that is closer to the non-private baseline, because even though the amortized privacy budget for each R1SMG-based DPSGD step is limited, the magnitude of the perturbation noise introduced by the R1SMG mechanism is much less than that required by the classic Gaussian in DPSGD.

Figure 8: Training and testing acc. on CIFAR-10.

Then, we conduct the experiments on CIFAR-10 dataset with the same parameter setups while using 100 epochs, i.e., \(E = 100\). We also adopt the network architecture from the TensorFlow CNN tutorial [44]. The privacy budget for each step of R1SMG-based DPSGD, i.e., \((\epsilon_0, \delta_0)\) is also decided by solving (15) numerically. In particular, when \(\sigma = 1.1\) and \(\sigma = 0.5\), the entire process of DPSGD is \((2.673, 10^{-5})\)-DP and \((20.713, 10^{-5})\)-DP, respectively, which make \((\epsilon_0, \delta_0)\) become \((0.54, 10^{-7})\) and \((3.52, 10^{-7})\), respectively, for R1SMG-based DPSGD. The comparison results are shown in Figure 8. Clearly, our R1SMG-based DPSGD still outperforms DPSGD, i.e., both training and testing accuracy achieved by R1SMG-based DPSGD are closer to the non-private baselines compared with those achieved by DPSGD. In particular, R1SMG-based DPSGD improve the training efficiency by achieving a higher training accuracy (e.g., > 80\%) in much fewer epochs compared with the original DPSGD.

8 Related Work

Many works have attempted to improve the classic Gaussian mechanism. Here, we review some representative ones.

The analytic Gaussian mechanism proposed by Balle et al. [5] (see Theorem 2) improves the classic Gaussian mechanism by calibrating the variance of the Gaussian noise directly using the Gaussian cumulative density function instead of the tail bound approximation, and develop an analytical solution to the variance given specific choices \(\varepsilon\) and \(\delta\). Although this mechanism can reduce the magnitude of the noise when perturbing a scalar-valued quantity, it still suffers the curse of full-rank covariance matrices when applied to perturb high-dimensional query result (as discussed in Section 3).

Zhao et al. [48] investigate the classic Gaussian mechanism under high privacy budgets, i.e., \(\varepsilon > 1\), and derive a closed-form upper bounds for the noise variance used in the analytic Gaussian mechanism. Their mechanism can achieve utility higher than the classic Gaussian mechanisms, but still lower than the analytic Gaussian mechanism.

Chanyaswad et al. [11] (see Definition 4 and Theorem 3) propose the MVG mechanism and develop the technique of directional noise to restrict the impact of the perturbation noise on the utility of a matrix-valued query function. However, to obtain the directional noise, one either needs a domain expert to determine the principal components of the queried data or has to calculate them via principal component analysis which consumes some privacy budget.

Some other variants of the classic Gaussian mechanism includes the Generalized Gaussian mechanism [33], which investigates noise calibration under the general \(l_p\) sensitivity, and the discrete Gaussian mechanism [9], which uses noise attributed to discrete Gaussian distribution to protect the privacy of query results in a discrete domain.

Our proposed R1SMG mechanism differs with the above mechanisms, as we explicitly require the covariance matrix of the additive noise to be rank-1. Thus, the R1SMG mechanism lifts the identified curse and boosts the utility of query results leading to guaranteed DP at much lower cost of accuracy loss.

9 Conclusions

In this paper, we developed a novel DP mechanism, i.e., R1SMG, to boost the utility and stability of differentially-private query results. We first identify the curse of full-rank covariance matrices in all existing Gaussian-based DP mechanisms. Then, we lift the curse by developing R1SMG which perturbs the query results using noise that follows a singular multivariate Gaussian distribution with a random rank-1 covariance matrix. We rigorously analyze the privacy guarantee of the R1SMG mechanism, and theoretically demonstrate that it can achieve much lower accuracy loss, particularly, on a lower order of magnitude by at least \(M\) or \(MN\), and much higher accuracy stability as well, than the classic Gaussian, analytic Gaussian, and the MVG mechanisms.
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A Proof of (e) in Equation (5)

Define \( \sigma(\Sigma) \) \( \text{def} \) \( \{a_1, a_2, \ldots, a_M\} \) and \( \sigma(\Psi) \) \( \text{def} \) \( \{b_1, b_2, \ldots, b_N\} \). Since \( \Sigma, \Psi \in \mathbb{P}^D \) and they are both symmetric, we have \( a_m > 0, \forall m \in [1, M] \) and \( b_n > 0, \forall n \in [1, N] \). Then, to prove (e) in (5), we essentially need to show that

\[
\sqrt{\sum_{m=1}^M a_m^2} \times \sqrt{\sum_{n=1}^N b_n^2} \geq \frac{M}{\sqrt{\sum_{m=1}^M a_m^2}} \times \frac{N}{\sqrt{\sum_{n=1}^N b_n^2}}. \tag{17}
\]

Apply harmonic mean-geometric mean inequality to \( a_1^2, a_2^2, \ldots, a_M^2 \), we have

\[
a_1^2 + a_2^2 + \ldots + a_M^2 \geq \left( \frac{1}{a_1^2} + \frac{1}{a_2^2} + \ldots + \frac{1}{a_M^2} \right)^{-1} \tag{18}
\]

Similarly, for \( \frac{1}{a_1^2}, \frac{1}{a_2^2}, \ldots, \frac{1}{a_M^2} \), we have

\[
\frac{1}{a_1^2} + \frac{1}{a_2^2} + \ldots + \frac{1}{a_M^2} \geq \left( \frac{1}{a_1^2} \times \frac{1}{a_2^2} \times \ldots \times \frac{1}{a_M^2} \right)^{\frac{1}{M}} \tag{19}
\]

Multiplying (18) and (19) gives

\[
a_1^2 + a_2^2 + \ldots + a_M^2 \times \frac{1}{a_1^2} + \frac{1}{a_2^2} + \ldots + \frac{1}{a_M^2} \geq \left( \frac{1}{a_1^2} \times \frac{1}{a_2^2} \times \ldots \times \frac{1}{a_M^2} \right)^{\frac{1}{M}} = 1.
\]

Taking square root of the above, we have

\[
\sqrt{\sum_{m=1}^M a_m^2} \times \sqrt{\sum_{n=1}^N b_n^2} \geq \frac{M}{\sqrt{\sum_{m=1}^M a_m^2}} \times \frac{N}{\sqrt{\sum_{n=1}^N b_n^2}}. \tag{17}
\]

By applying the same procedure on \( \{b_1, b_2, \ldots, b_N\} \), we have

\[
\sqrt{\sum_{n=1}^N b_n^2} \geq \frac{N}{\sqrt{\sum_{n=1}^N b_n^2}}. \tag{17}
\]

Thus, (17) is proved, and the step (e) in (5) follows.

B \( \mathbb{E}[L] \) versus \( M \) for Various Mechanisms

Next, we empirically investigate the accuracy loss of the query results \( f(\mathbf{x}) \in \mathbb{R}^M \) when \( M \) increases. In Figure 9, by assuming \( \Delta_2 f = 1 \), varying \( M \) from \( 10^2 \) to \( 10^6 \), and fixing \( \delta = 10^{-10} \), we plot the expected accuracy loss introduced by the R1SMG, classic Gaussian, and analytic Gaussian mechanisms when \( \varepsilon \in \{10^{-7}, 10^{-8}, 10^{-9}\} \). Note that we do not include MVG mechanism in the comparison, because (i) it requires the prior knowledge of \( \gamma = \sup_{\|f(\mathbf{x})\|_F} \), which depends on specific datasets and applications (e.g., see Theorem 3), and (ii) it will introduce more noise than the analytic Gaussian mechanism.

From Figure 9, we observe that, for both classic and analytic Gaussian mechanisms, the expected accuracy loss (i.e., \( \mathbb{E}[\sigma^2(\mathbf{I}_{M \times M})] \) and \( \mathbb{E}[\sigma^2(\mathbf{I}_{M \times M})] \)) scales linearly with \( M \), which validates our theoretical findings in Section 3. In contrast, as \( M \) increases, the expected accuracy loss incurred by the R1SMG mechanism (i.e., \( T\text{r}[\Pi] = \sigma_\varepsilon \)) decreases and converges to \( \frac{2(\Delta_2 f)^2}{\varepsilon} \). Thus, the R1SMG mechanism not only breaks the curse of full-rank covariance matrices, but also significantly improves the accuracy (utility) of the perturbed \( f(\mathbf{x}) \), as it is able to achieve \( (\varepsilon, \delta) \)-DP by using much weaker noise even when the dimension of \( f(\mathbf{x}) \) increases.

C Potential Improvement of the MVG

When studying the MVG mechanism, we observe one potential solution to improve its privacy guarantee. In particular, one intermediate step in the proof of the MVG mechanism requires deriving an upper bound for

\[
\mathbf{a} = \text{Tr}(\Psi^{-1} Y^T \Sigma^{-1} \Delta + \Psi^{-1} \Delta^T \Sigma^{-1} Y
+ \Psi^{-1} f(D_2)^T \Sigma^{-1} f(D_2) - \Psi^{-1} f(D_1)^T \Sigma^{-1} f(D_1)),
\]

where \( Y \) stands for the output of the MVG mechanism and \( \Delta = f(D_1) - f(D_2) \) (see [11] page 244, right column). Due to the negative sign in the fourth term, the authors simply bound its absolute value, i.e., \( |\text{Tr}[\Psi^{-1} f(D_1)^T \Sigma^{-1} f(D_1)]| \), which results in a very loose upper bound related to the quadratic form in the Frobenius norm of the matrix query result (i.e., \( \gamma^2 \) in Theorem 3), and further compromises the utility.

In fact, the original proof of the MVG mechanism can be improved if we apply the transformation

\[
\mathbf{a} = \text{Tr}([\Psi^{-1} f(D_1)^T \Sigma^{-1} f(D_1) - \Psi^{-1} f(D_2)^T \Sigma^{-1} f(D_2)]^T)
\]

and rewrite \( \mathbf{a} \) as

\[
\mathbf{a} = \text{Tr}([\Psi^{-1} (Y - f(D_2)) + \Psi^{-1} \Delta^T \Sigma^{-1} (Y - f(D_2))]^T).
\]

Then, we can bound \( \mathbf{a} \) using singular values, and hence the quadratic form in the Frobenius norm of the query result can be completely removed. We do not follow the above steps to further develop an improved version of the MVG mechanism, because the improved version is still a “victim” of the identified curse of full-rank covariance matrices.