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Abstract

Machine-Learning-as-a-Service (MLaaS) is an emerging product to meet the market demand. However, end users are required to upload data to the remote server when using MLaaS, raising privacy concerns. Since the right to be forgotten came into effect, data unlearning has been widely supported in on-cloud products for removing users’ private data from remote datasets and machine learning models. Plenty of machine unlearning methods have been proposed recently to erase the influence of forgotten data. Unfortunately, we find that machine unlearning makes the on-cloud model highly vulnerable to backdoor attacks. In this paper, we report a new threat against models with unlearning enabled and implement an Unlearning Activated Backdoor Attack with Influence-driven camouflage (UBA-Inf). Unlike conventional backdoor attacks, UBA-Inf provides a new backdoor approach for effectiveness and stealthiness by activating the camouflaged backdoor through machine unlearning. The proposed approach can be implemented using off-the-shelf backdoor generating algorithms. Moreover, UBA-Inf is an “on-demand” attack, offering fine-grained control of backdoor activation through unlearning requests, overcoming backdoor vanishing and exposure problems. By extensively evaluating UBA-Inf, we conclude that UBA-Inf is a powerful backdoor approach that improves stealthiness, robustness, and persistence.

1 Introduction

Emerging large deep models like GPT [56] and ViT [17] have exacerbated the tension between the rapid growth of data and the relative lack of computing resources, making it difficult for individual users and small companies to deploy large models locally [57]. To ease resource constraints and data barriers, vendors like Google and Microsoft have moved deep models onto cloud platforms as API services for advantages like accessibility, cost-effectiveness, and scalability [7]. Such a Machine-learning-as-a-Service (MLaaS) trend has gained significant momentum in recent years [20]. MLaaS service providers (SPs) establish cloud platforms for data collection, model training, and inference service provision. The MLaaS of Google AI [1], Microsoft Azure AI [2], and Amazon SageMaker [4] have made successful cases.

MLaaS users are commonly required to upload data to the remote server for training or inferring on-cloud models, raising serious privacy concerns [11, 30]. With users’ private data learned by on-cloud models, MLaaS is at risk of various threats like inference attacks [31, 77], data reconstruction attacks [47, 55], and poisoning attacks [48, 64]. Besides, privacy regulations like the European GDPR [7] allow users to revoke their personal data from learning models as part of the right to be forgotten. In such circumstances, machine unlearning [8, 22, 71] emerges as a promising solution for addressing the privacy concerns of MLaaS users [29, 72]. For instance, Google Analytics 4 facilitates the utilization of the User Deletion API [6]. Other companies like OpenAI and Meta also allow data deletion requests in their AI products [3, 5]. However, some factual cases [24, 42] indicate that influence caused by learning may persist in the model, like backdoors.

![Figure 1: Differences between conventional backdoor and unlearning activated backdoor approaches.](image-url)

Backdoor attacks [18, 44, 51, 61] compromise the deep models by embedding adversary-specified hidden triggers during the learning process. The adversary can exploit embedded backdoors in on-cloud models to manipulate the predictions by putting pre-defined triggers in input data, posing a security risk to MLaaS. Fortunately, feasible defense methods have been widely studied since backdoor threats against MLaaS were identified. Model scanners reveal potential backdoors...
through reverse engineering [62, 67]. Outlier filters cast malicious samples out from the training dataset [13, 25]. Model reconstructors modify model weights directly to eliminate backdoor threats [40, 81]. Besides, backdoor attacks also suffer from natural flaws like the vanishing problem [59, 80].

On the other hand, recent works have exposed potential vulnerabilities in machine unlearning, like over-unlearning [29], slow-down unlearning [49], and camouflage attacks [16, 78]. Camouflage attacks inspire an unlearning activated backdoor attack (UBA), enhancing the stealthiness of data poisoning, which is illustrated in Figure 1. However, backdooring MLaaS with camouflage attacks is rather challenging considering complicated conditions like continuous learning and restricted data access strategy of unlearning. Recent camouflage attacks either require strong assumptions with a white box setting [16] or suffer from limitations in flexibility and effectiveness [78]. The existing work also overlooks the diversity of unlearning algorithms. In light of these limitations, we take a step forward and propose an alternative backdoor approach through unlearning with an enhanced camouflage algorithm based on data influence [33].

Rethinking the frustrations of backdoor attacks, we summarize the challenges of UBA. 1 Existing backdoor approaches lack fine-grained control, as on-cloud models are poisoned in offline training but exploited in online inference, leading to unstable conditions of the injected backdoor. 2 Backdoor cannot persist in continuous learning. When MLaaS enables continuous learning, the injected backdoor faces a catastrophic forgetting problem. 3 Backdoor should be stealthy and robust enough to defeat defenses like scanning, filtering, and reconstruction. 4 UBA should be practical and effective, requiring the ability to construct camouflage with limited knowledge and adaptability to different backdoor generating algorithms and machine unlearning algorithms.

Our contributions. It is rather tricky to design a satisfying backdoor approach considering the challenges 1 and 2 mentioned above. Because conventional backdoor approaches have natural drawbacks. Having observed vulnerabilities introduced by machine unlearning in MLaaS, we propose leveraging unlearning requests to develop an unlearning activated backdoor attack. Our attack involves concealing backdoor traces in the learning process and activating the backdoor on-demand by unlearning requests. Since machine unlearning removes camouflage representations from the original model, the backdoor activated in this way persists much longer than conventional backdoors (obtaining 4x improvement in the evaluation). To meet the challenge 3 and 4, we propose an influence-driven camouflage sample generation algorithm, which covers backdoor traces effectively (the ratio of camouflage sample amount to backdoor sample amount reaches 1:4). Additionally, the camouflage can evade existing defenses including detectors and filters, and withstand model transformations. It is also compatible with various backdoor generating algorithms and machine unlearning algorithms. Putting them together, we offer an unlearning activated backdoor attack with influence-driven camouflage (UBA-Inf). The attack workflow is illustrated in Figure 2.

In conclusion, we have made the following contributions:

- We introduce a new backdoor approach named UBA-Inf, which provides fine-grained control and better persistence of the backdoor through machine unlearning.
- We implement UBA-Inf for different MLaaS scenarios, including one-time learning and continuous learning, with both exact and approximate unlearning strategies.
- UBA-Inf is compatible with existing backdoor generating algorithms, enhancing them in MLaaS scenarios.
- UBA-Inf has been evaluated comprehensively. Evaluation results show that UBA-Inf achieves 4x persistence improvement with limited poisoning samples (2% of the total training samples). The resistance to different defense methods has also been verified.

2 Preliminaries

This section will review essential concepts appearing throughout the literature, including MLaaS, machine unlearning, and backdoor attacks.

2.1 MLaaS

In recent years, cloud computing service providers have begun to launch on-cloud machine learning services with public APIs [20, 44], known as Machine-Learning-as-a-Service (MLaaS). For conciseness, we consider two parties in MLaaS, i.e., the service provider (SP) who provides the service, and the users who use the service [29].

Let $X$ denote the input feature space and $Y'$ denote the output space. A data point is an element of $\mathcal{Z} = X \times Y'$ and
we denote $Z^*$ as the universal space of the dataset. SP commonly builds training dataset $D_{trn} \in Z^*$ by adopting third-party datasets or directly collecting from users [44, 52]. In this paper, users’ adding training data into the on-cloud model is represented as an update request $Upd_{add}(D), D \in Z^*$ [29, 57]. Generally, SP trains a model $θ^* \in Θ$ on training data $D_{trn}$ with a deep learning algorithm $A : Z^* \times Θ \rightarrow \mathbb{R}^+$ to minimize the empirical loss $ℓ \in L : \mathbb{Z} \times Θ \rightarrow \mathbb{R}^+$ on $D_{trn}$ by solving an optimizing problem: $θ^* = \arg\min_{θ} \sum_{i \in D_{trn}} ℓ(z_i, θ)$.

After training, SP deploys the well-trained model $θ^*$ with a set of service APIs $ψ$ for users to invoke.

If SP supports users’ data updating through $Upd_{add}$, we call the service Continuous-Training MLaaS (CT-MLaaS), updating the model on an input data stream [52, 59]. Once the amount of data collected reaches a predefined threshold $c$, SP updates the model by $θ^* = A_{ct}(θ^*, D_{tsk})$, where $D_{tsk} \in Z^*$ is the newly incoming dataset with size $c$ and $A_{ct} : Θ \times Z^* \rightarrow Θ$ is a continuous learning algorithm. We call a cycle of data collection, model updating, and deployment a task. If we denote by $D_{tsk,i}, i \in [1, n]$ the dataset collected in the $i$-th task from the very beginning, the training dataset can be seen as a superset of all task datasets, i.e., $D_{trn} = \bigcup_{i=1}^{n} D_{tsk,i}$.

Table 1: The category of different MLaaS.

<table>
<thead>
<tr>
<th>Categories of MLaaS</th>
<th>Does MLaaS employ continuous learning?</th>
<th>Does MLaaS have full access to $D_{trn}$ during unlearning process?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Continual Training MLaaS (CT-MLaaS)</td>
<td>YES</td>
<td>YES</td>
</tr>
<tr>
<td>One-time Training MLaaS (OT-MLaaS)</td>
<td>NO</td>
<td>NO</td>
</tr>
<tr>
<td>Full Access MLaaS (FA-MLaaS)</td>
<td>YES</td>
<td>NO</td>
</tr>
<tr>
<td>Restricted Access MLaaS (RA-MLaaS)</td>
<td>NO</td>
<td>YES</td>
</tr>
</tbody>
</table>

We assume task datasets in CT-MLaaS are from either a similar distribution [52, 59], or different domains in which each task has the same data label space but different feature distributions, also known as Domain-Incremental-Learning [68]. Instead of CT-MLaaS, One-time Training MLaaS (OT-MLaaS) is another approach commonly used with only one-time data collection and model training [57], which will be also studied in our work. Table 1 demonstrates the details of various MLaaS.

### 2.2 Machine Unlearning

Given a subset $D_{rm} \in Z^*$ to be unlearned, accessible remaining data $D'_{rm} \in Z^*$, and the original model $θ^* \in Θ$, the unlearning algorithm $U : Z^* \times Z^* \times Θ \rightarrow Θ$ erases the influence of $D_{rm}$ from $θ^*$ and returns the model $θ_r^* \in Θ$ after unlearning. The objective of unlearning is to minimize the empirical loss $\frac{1}{|D_{rm} - D_{rm}|} \sum_{i \in D_{rm} - D_{rm}} ℓ(z_i, θ_r^*)$ just like $D_{rm}$ has not shown ever. In other words, the model after unlearning should be indistinguishable from the model trained with $D_{trn} - D_{rm}$ from scratch. The accessible remaining data $D'_{rm}$ of unlearning in MLaaS can vary from an $θ$ to $D_{rm}$, depending on the data access policy of the SP [29].

For brevity, let Full-Access MLaaS (FA-MLaaS) refer to MLaaS where the SP is always granted full access to the original training data [9, 16] and Restricted-Access MLaaS (RA-MLaaS) refer to MLaaS where the SP cannot access to the original training dataset once the model is well-trained [29]. Similar to the learning request, the unlearning request can be defined as $Upd_{del}(D_{rm}), D_{rm} \in Z^*$ for unlearning service in MLaaS [57, 72]. The SP is supposed to respond to unlearning request $Upd_{del}$ by running a specific unlearning algorithm. Generally, unlearning algorithms can be divided into two types: exact unlearning and approximate unlearning, the former of which employs caching and re-scheduling to enhance efficiency [9, 72], and the latter of which removes data influence through mathematical tools like inverse hessian matrix [33, 69, 70], gradient-based model optimization through tailored loss functions [63, 69, 74].

Table 2: A comparison of commonly used unlearning algorithms.

<table>
<thead>
<tr>
<th>Unlearning</th>
<th>Need For $D_{rm}$</th>
<th>FA-MLaaS</th>
<th>RA-MLaaS</th>
<th>CT-MLaaS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exact</td>
<td>full retrain</td>
<td>✓</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Unlearning</td>
<td>SISA [9]</td>
<td>✓</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Approximate</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Approximate</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

As shown in Table 2, some unlearning algorithms are designed for FA-MLaaS so that $D'_{rm} = D_{rm}$ [9, 70]. Most exact unlearning algorithms like SISA [9] and some approximate algorithms that calculate the Hessian matrix [70] belong to this type. Some other approximate algorithms like first-order gradients based method [69, 74] can unlearn with $D'_{rm} = \emptyset$. In this paper, we will consider both exact unlearning and approximate unlearning under the most commonly discussed unlearning circumstance, i.e., unlearning by samples [72].

### 2.3 Backdoor Attacks

The backdoor attack on deep learning is an emerging attack where the adversary embeds a backdoor into the victim model by injecting maliciously crafted samples into the training dataset [21, 44]. Backdoor attacks are highly threatening since any legal MLaaS user can be the adversary, tempering the model with training data through data updating. The backdoor procedure $B : Z \rightarrow Z$ induces the victim model $θ_v^*$ to misclassify all samples with the backdoor trigger into a target class $y_v$. Generally, $B$ consists of a feature transformation $B_X : X \rightarrow X$ and a label transformation $B_Y : Y \rightarrow Y$.

The feature transformation $B_X$ takes as input a clean example and embeds the pre-designed backdoor trigger. A satisfying backdoor trigger should be imperceptible but mislead model predictions with a small portion of data poisoned, satisfying stealthiness and effectiveness [14, 37, 44]. The adversarial capability of backdoor attacks varies in data accessibility and model accessibility. Some studies assume that the adversary has full access to the victim model and data in a white-box setting [32, 50], while others use input and output pairs in a black-box setting [43, 75]. Some additional assumptions...
like auxiliary datasets and surrogate models [43, 50, 75] are also commonly used for improving the attack performance.

The label transformation $B_{y}$ differs in dirty-label and clean-label attacks [44, 75]. In dirty-label attacks [14, 21, 37], the adversary sets labels of backdoor samples to $y_{tg}$. In clean-label attacks [65, 66, 75], poisoning examples are directly selected from class $y_{tg}$ and maintain their original labels.

For backdoor attack evaluation, a high benign accuracy (BA) on benign samples and a high attack success rate (ASR) on target samples with triggers are desired simultaneously. Furthermore, for the stealthiness concern, the trigger’s perturbation and the poisoning data amount are also critical metrics.

3 Problem Formalization and Threat Model

MLaaS offers online services where SP receives requests from users and updates the model when needed. We consider both OT-MLaaS and CT-MLaaS. OT-MLaaS gathers data once before training, while CT-MLaaS supports continual learning and updates the model even after release. Both cases can support machine unlearning, enforcing the right to be forgotten. MLaaS allows users to revoke specific data on demand and updates the on-cloud model. Therefore, an MLaaS user can send data adding request $Upd_{add}(D)$ and data deleting request $Upd_{del}(D), D \in \mathbb{Z}^{+}$. Any legal MLaaS user can be a UBA attacker, capable of sending requests of learning and unlearning. This threat model is widely used in existing backdoor attacks. Samples with triggers can be seen as a blackbox to the adversary. Please note that UBA’s adversary capability is the same as the existing backdoor attacks [66, 75]. No additional assumptions are made.

Adversarial goal. Unlike conventional backdoor attacks, whose goal is to maintain the backdoor’s availability all the time, the adversarial goal of UBA is to activate the backdoor at the right time while keeping it imperceptible before the activation. If we interpret the adversarial goal in evaluation metrics, conventional backdoor attacks’ goal is to keep a high ASR and a high BA at the same time. Instead, UBA’s goal is to keep the ASR as low as possible for stealthiness before launching the attack. When the injected backdoor is activated, UBA has the same requirements for ASR and BA as usual.

Adversarial capability. We assume that the adversary can pose as a legitimate MLaaS user to manipulate the victim model $\theta_{v}^{*}$. The adversary can poison the training data of SP through data collection or continual learning requests. In OT-MLaaS, the adversary injects poisoning samples into the training dataset at once. In CT-MLaaS, the adversary can adaptively inject poisoning samples during continual learning. Besides, the adversary can influence the victim model by unlearning specific samples through unlearning requests. We assume that the SP has collected a clean dataset $D_{cl}$ in MLaaS and $\theta_{v}^{*} \in \Theta$ is the victim model learned on $D_{cl}$. The adversary has adequate background knowledge of the learning task so that an auxiliary dataset $D_{atk} \sim D_{cl}$ can be sampled from public datasets of the same learning task, e.g., image classification or object detection. Furthermore, the adversary can construct a surrogate model $\theta_{s}^{*}$ using auxiliary data and methods like inference attack, model inversion attack, and some backdoor attacks [28, 66, 75]. For example, the victim model $\theta_{v}^{*}$ is trained on CIFAR-10 [35] while $\theta_{s}^{*}$ is pre-trained on ImageNet [15]. Besides, the on-cloud model of MLaaS can be seen as a blackbox to the adversary. Please note that UBA’s adversary capability is the same as the existing backdoor attacks [66, 75]. No additional assumptions are made.

Defense and evaluation. Nowadays, MLaaS is commonly protected by backdoor defense methods. It is critical to take into account UBA performance under available defense strategies, including model sanitizing and input detection. Defense solutions for MLaaS are widely studied in different types of MLaaS. Meanwhile, when SP adopts defense solutions, the cost introduced should also be considered for practical concerns. Therefore, we assume that the SP will deploy defense solutions for MLaaS regarding different types of MLaaS. In OT-MLaaS, the SP can extensively apply backdoor defenses to eliminate the backdoor before the service is online. However, in CT-MLaaS, defenses applied in each task are unnecessary and time-consuming because the model is continuously updated. The SP could deploy backdoor defenses like anomaly detection before responding to learning and unlearning requests in CT-MLaaS.

UBA will be evaluated in multiple metrics, including backdoor effectiveness, stealthiness, persistence, and resistance to defenses. From the effectiveness perspective, UBA is expected to be immediately activated by unlearning, achieving a
4 Unlearning Activated Backdoor Attack

Motivated by the backdoor vanishing phenomenon in MLaaS, we have intensively investigated available approaches to maintaining or recovering the backdoor’s influence. Besides, on-demand attacks need the backdoor to be activated at the right time. Fortunately, machine unlearning emerges and gives us inspiration. If the adversary injects an inactivated backdoor into the MLaaS model and activates it when necessary, the adversary will be capable of attacking the on-cloud model stealthily in fine-grained control, acquiring activation control and the resistance to backdoor vanishing. We note that there is concurrent work of Unlearning-activated Backdoor Attacks (UBAs) [78]. However, we are the first to formalize the definition of UBA with a well-defined threat model. Furthermore, our attack achieves a new state-of-the-art result on CIFAR-10, acquiring 93.26% BA and 100% ASR through unlearning 200 camouflage samples after 400 backdoor samples are injected in total.

4.1 UBA-Inf Design Rationale

Before proposing a UBA design, it is essential to be aware of the underlying challenges of UBA designs. ① Similar to conventional backdoor attacks, there is a natural trade-off between acquiring effectiveness and stealthiness in UBA designs. ② Since MLaaS provides online learning and unlearning requests, it is difficult to ensure the robustness and persistence of the backdoor after model updating and sanitizing. ③ Various defensive strategies have been proposed to mitigate the backdoor’s influence in MLaaS. Proposing a UBA design with resistance to multiple defensive strategies will be rather challenging.

To address these challenges, we propose a camouflage-aided backdoor attack. The intuition is straightforward: in addition to injecting backdoor samples, the attacker introduces carefully crafted camouflage samples into the victim model. Hence, an important stage of UBA is to generate proper camouflage samples. Our approach is inspired by [16], which employs gradient matching during victim model training for data poisoning camouflage. We extend this concept to backdoor attacks on MLaaS, adhering to strict adversary constraints in a practical black-box setting. Please also note there is a concurrent study [78] that applies camouflage idea [16] to BadNets [21]. Unlike dedicating to retraining-based unlearning [78], UBA-Inf is designed for various backdoor generating algorithms and different unlearning strategies. To enhance the UBA attack further, we derive two techniques from machine learning, i.e., the label correction [67] and influence function [33]. By adopting these two techniques, UBA-Inf achieves better stealthiness and attack performance than [78].

We note that our UBA-Inf has its limitations. The fine-grained backdoor control is provided by unlearning. If the SP does not provide an unlearning function, UBA-Inf cannot be implemented. Our work focuses on the mechanism design of unlearning-enabled backdoor attacks. Backdoor sample generating algorithms are orthogonal to our work, and we will show that UBA-Inf is effective with different backdoor generating algorithms. Advanced backdoor generating methods can also improve UBA-Inf performance. Meanwhile, natural flaws (like visual anomaly) of backdoor generating methods cannot be fixed by UBA-Inf. We also note these limitations are interesting topics to study further.

4.2 Camouflage Generation

The critical part of UBA-Inf is the camouflage generation. Inspired by label correction [67] and influence function [33] techniques in machine learning, we propose an iterative optimization method for searching satisfying camouflage samples. In backdoor defense studies, a reverse-engineering method is used to extract adversarial perturbations, recovering backdoor samples [67]. After that, the defender updates the victim model by tuning with correctly labeled backdoor samples that have been recovered. Having noticed this label correction method can not only sanitize the victim model but also mitigate the backdoor’s influence, we use it in a totally different way for camouflage effects in UBA-Inf.

Firstly, the adversary selects from the auxiliary dataset $D_{atk}$ and clean samples $D_{cm,cl} \subset D_{atk}$ that don’t belong to the target class $y_{tg}$, such that

$$D_{cm,cl} = \{(x, y) | (x, y) \in D_{atk} \land y \neq y_{tg}\},$$  \hspace{1cm} (1)

and transforms them using the backdoor generation function $B(\cdot) : \mathcal{Z} \to \mathcal{Z}$ but remains their correct labels, i.e.,

$$D_{cm,0} = \{(B_X(x), y) | (x, y) \in D_{cm,cl}\},$$ \hspace{1cm} (2)

in which $B_X(\cdot) : \mathcal{X} \to \mathcal{X}$ adds the backdoor trigger to the image. Meanwhile, backdoor samples are generated beforehand for trigger injection as

$$D_{bd} = \{B((x, y)) | (x, y) \in \mathcal{Z}\}.$$ \hspace{1cm} (3)

The adversary then combines the auxiliary dataset with camouflage and backdoor samples as

$$D_{atk,0} = (D_{atk} \setminus D_{cm,cl}) \cup D_{cm,0} \cup D_{bd}.$$ \hspace{1cm} (4)

Next, the adversary iteratively optimizes the camouflage effect of $D_{cm}$ through surrogate model fine-tuning and influence-driven camouflage perturbation. The influence function is a method calculating the influence on a statistical model when a
specific sample is up-weighted or perturbed. Although the theory behind influence functions may not hold for non-convex and non-differentiable models, approximations of influence functions can still offer valuable insights to analyze the direction of camouflage perturbation that makes the model as unresponsive as possible to the backdoor trigger [33]. Influence can be computed in a complete black-box setting using a surrogate model, making UBA-Inf more feasible than the gradient matching based approach [16], which demands an exact white-box setting. We note that our influence-enhanced camouflage generation algorithm can improve the UBA from two perspectives: concealing the backdoor effectively in training and recovering the backdoor by unlearning very few samples, which considerably outweigh related work [78].

The influence function reveals how the perturbation $\delta$ on a certain training data point $z \in Z$ would impact the prediction of a specific samples $z' \in Z$ such that

$$I_{\text{pert,loss}}(z', z) \overset{\text{def}}{=} \nabla_y \ell(z', \theta_{z_0}, z) = -\nabla_y \ell(z', \theta)^T \left( \frac{1}{|D_{\text{trn}}|} \sum_{i=1}^{|D_{\text{trn}}|} \nabla_\theta \ell(z_i, \theta) \right)^{-1} \nabla_x \nabla_\theta \ell(z, \theta),$$

where $\ell$ denotes the loss function, $z = (x, y)$ denotes the original training point, $\delta$ denotes a small perturbation on the image $x$, and $\theta_{z_0}$ denotes parameters trained on the dataset that replaces $z$ with the perturbed one $z_0 = (x + \delta, y)$. Thus, $[I_{\text{pert,loss}}(z', z)]\delta$ tells us the approximate effect caused by replacing $z$ with $z_0$ on the loss at the test point $z'$. By setting $\delta$ in the direction of $I_{\text{pert,loss}}(z', z)$, we can construct local perturbations of $z$ that maximize the loss at $z'$. In our design, we let $z' \in D_{\text{bak}}$ for trigger injection and then perturb samples in $D_{\text{cm}}$ to maximize the loss at backdoor samples based on influence functions for inactivation in the training process.

To this end, the adversary first fine-tunes the surrogate model $\theta^*_s$ with auxiliary clean samples $D_{\text{atk}}$, since $\theta^*_s$ may be trained on public data from different distributions,

$$\theta^*_{s,0} = \text{finetune}(\theta^*_s, D_{\text{atk}}),$$

where $\text{finetune} : \Theta \times Z^s \rightarrow \Theta$ refers to the fine-tuning function that adjusts the last fully connected layers of the model. In the $i$-th tuning epoch, $i \in [1, N]$, the adversary fine-tunes $\theta^*_{s,i}$ with the auxiliary dataset $D_{\text{atk,i-1}}$, and gets $\theta^*_{s,i}$

$$\theta^*_{s,i} = \text{finetune}(\theta^*_{s,i-1}, D_{\text{atk,i-1}}), i \in [1, N].$$

Given the surrogate model $\theta^*_{s,i}$, camouflage samples can be updated through the influence function $I_{\text{pert,loss}}$, increasing their concealing effects on the backdoor. In particular, for a camouflage sample $\bar{z} \in D_{\text{cm,i-1}}$, we define $I_{\text{pert,loss}}(\bar{z}, D_{\text{bd}})$ as

$$I_{\text{pert,loss}}(\bar{z}, D_{\text{bd}}) = \mathbb{E}_{z' \in D_{\text{bd}}} \left( I_{\text{pert,loss}}(\bar{z}, z') \right) = -\mathbb{E}_{z' \in D_{\text{bd}}} \left( \nabla_\theta \ell(z, \theta^*_{s,i}) \right)^T \left( \frac{1}{m} \sum_{k=1}^m \nabla_\theta \ell(z_k, \theta^*_{s,i}) \right)^{-1} \nabla_x \nabla_\theta \ell(z, \theta^*_{s,i}),$$

where $m$ is the size of the auxiliary dataset i.e. $m = |D_{\text{atk,i-1}}|$, and $z_k \in D_{\text{atk,i-1}}, k \in [1, m]$.

Given the influence, the adversary perturbs $\bar{z}$ with $I_{\text{pert,loss}}(\bar{z}, D_{\text{bd}})$ iteratively,

$$\bar{z}^j = \Pi_{\bar{z}_0}(\bar{z}^{-1} + \alpha \text{sign}(I_{\text{pert,loss}}(\bar{z}^{-1}, D_{\text{bd}}))),$$

where $n$ denotes the iteration times, $\alpha$ is a step size while $\Pi$ projects onto the set of valid images that share the same 8-bit representation with $\bar{z}$ and $\bar{z}_0$ is the offset bound such that $\bar{z}^j - \bar{z}_0$ is no larger than $\bar{z}_0$.

At the end of the optimization, we get influence-enhanced camouflage sample $\bar{z}^*_{cm}$ such that

$$\bar{z}^*_{cm} = \mathbb{E}_{z' \in D_{\text{cm,i-1}}} \{ \bar{z}^n \in \mathbb{E}_{z' \in D_{\text{cm,i-1}}} \}.$$
Algorithm 1 IBAU Camouflage Generation Algorithm

Input: $\theta_{s}^{*}$ (pre-trained surrogate model), $D_{bd}$ (backdoor samples), $D_{atk}$ (auxiliary samples), $B_{X,Y_{tg}}$ (backdoor trigger and target class), $N$ (total iteration epochs), $n, e, \alpha$ (adversarial perturbation parameters)

Output: $D_{cm}$ (UBA-Inf camouflage samples)

1. $\theta_{s,0}^{*} \leftarrow finetune(\theta_{s}^{*}, D_{atk})$
2. $D_{cm,cl} \leftarrow \{ (x, y) \mid (x, y) \in D_{atk} \land y \neq Y_{tg} \}$
3. $D_{cm,0} \leftarrow \{(B_{X}(x), y) \mid (x, y) \in D_{cm,cl}\}$
4. $D_{atk,0} = (D_{atk} \setminus D_{cm,cl}) \cup D_{bd} \cup D_{cm,0}$
5. for each iteration $i \in [1, N]$ do
6. $\theta_{s,i}^{*} \leftarrow finetune(\theta_{s,0}^{*}, D_{atk,i-1})$
7. $D_{cm,i} \leftarrow \emptyset$
8. for $\bar{z} \in D_{cm,i-1}$ do
9. $\bar{z}_{\hat{f}} \leftarrow \bar{z}$
10. for each perturbation $j \in [1, n]$ do
11. $I_{pert,loss}(\bar{z}_{j-1}, D_{bd}) \leftarrow E(I_{pert,loss}(\bar{z}_{j-1}, z'))$
12. $\bar{z} \leftarrow \Pi_{\epsilon, z_{0}}(\bar{z}_{j-1} + \alpha \text{sign}(I_{pert,loss}(\bar{z}_{j-1}, D_{bd})))$
13. end for
14. $D_{cm,i} \leftarrow D_{cm,i} \cup \{ \bar{z} \}$
15. end for
16. $D_{atk,i} \leftarrow (D_{atk,i-1} \setminus D_{cm,i-1}) \cup D_{cm,i}$
17. end for
18. $D_{cm} \leftarrow D_{cm,N}$
19. return $D_{cm}$

$Upd_{add}(D_{bd,p} \cup D_{cm,p}), i \leq p < k$, while in the subsequent tasks, only backdoor samples can be injected by $Upd_{add}(D_{bd,p}), k \leq p \leq j$.

3. Backdoor activation stage. Having the backdoor and camouflage samples injected, the adversary can choose the right time to activate the backdoor by unlearning camouflage samples. Generally, the adversary can revoke camouflage samples through $Upd_{del}(D_{cm})$ in both OT-MLaaS and CT-MLaaS. However, $\theta_{s}^{*}$ is continuously updated on clean samples in CT-MLaaS. Therefore, the adversary can observe the behavior of $\theta_{s}^{*}$ through the query API $\psi$ and choose the activation timing, e.g., when ASR is about to decrease below a certain threshold.

4. Backdoor exploitation stage. After the backdoor is activated and enhanced by unlearning, the adversary can utilize the backdoor in $\theta_{s}^{*}$ at any time. The backdoor can be simply exploited by the adversary through the query API $\psi$ in both OT-MLaaS and CT-MLaaS.

5 Evaluation

We will evaluate the effectiveness, stealthiness, persistence, and resistance to defenses of UBA-Inf in different MLaaS scenarios. Before showing the results, we will introduce the learning setting, backdoor attacks and defenses, unlearning algorithms, and UBA-Inf configurations.

5.1 Experiment Settings

Datasets and models. We conduct experiments on widely-adopt image classification datasets, including CIFAR-10 [35], GTSRB [60], MNIST [36] and Tiny-ImageNet [34] (Tiny for short), covering a wide range of image classification with different learning complexities. We use 3 popular deep models for experiments, namely PreactResNet-18 [27] (PARN-18 for short), VGG-16 [41] and ResNet-34 [26]. For the CIFAR-10 dataset, we use all three models for the experiment, while for MNIST, GTSRB, and Tiny, we use PARN-18 only since all three models perform similarly on these three datasets.

Learning settings. By default, models are all trained for 120 epochs on 4 datasets using a stochastic gradient descent (SGD) optimizer with a momentum of 0.9, an initial learning rate of 0.1, a weight decay factor of 1e-4, and a batch size of 128. Specifically, models on Tiny are trained without optimization techniques like data augmentation, resulting in a relatively low BA of around 55%. As a result, the attack performance on Tiny may not be as strong as on the other datasets, where BA exceeds 90%.

CT-MLaaS uses a specific data setting. We assume that data for each learning task in CT-MLaaS is 30% of the original training set, which is uniformly and randomly sampled. We consider domain-incremental learning for CT-MLaaS. To form datasets for different domain-incremental tasks, we use the random rotation transformations as Rotated-MNIST [46] for CIFAR-10 and MNIST.

Backdoor attacks and defenses. Since UBA-Inf is orthogonal to backdoor generation algorithms, we will use differ-
ent backdoor attacks for evaluation, including 2 dirty-label attacks, namely BadNets [21] and Blended [14], and 2 clean-label attacks, namely LC [66], and Sig [65]. In fact, UBA-Inf can be improved by advanced backdoor generation methods like Narcissus [75]. On the other hand, multiple backdoor defenses will be used to evaluate the resistance of UBA-Inf. We group them by defense techniques, namely anomaly detectors, including NC [67], Pixel-Backdoor [62], and A2EA [23], outlier filters, including Spectre [25], ABL [38], and D-BR [13], model reconstructors, including standard fine-tuning, Fine-pruning [40], CLP [81], and NAD [39]. All backdoor attacks and defenses are implemented by following the instructions in the original papers. However, since learning settings and scenarios are different, their performance may vary from the original results.

**Unlearning algorithms.** We use 4 advanced unlearning algorithms, including SISA [9], PUMA [70], GBU [69] and LIRF [74]. Table 2 demonstrates the applicable cases of these algorithms, which cover the most unlearning strategies and MLaaS scenarios. For all unlearning algorithms, we use the suggested settings in the original papers. Some unlearning algorithms rely on empirically set unlearning rates [69,70,74] tailored for MLaaS needs. Under these circumstances, all unlearning rates in this work fall within the recommended ranges from the original sources [69,70,74].

- **SISA** [9]. A popular exact unlearning algorithm based on training data separation, known as sharding and slicing, generates results through the aggregation of sub-models.
- **PUMA** [70]. An approximate unlearning algorithm based on data removal through samples’ influence and an optimized up-weighting strategy.
- **GBU** [69]. A first-order approximate unlearning algorithm by leveraging irrelevant samples with perturbations to overwrite unlearned samples.
- **LIRF** [74]. A recoverable unlearning algorithm specifically designed for CT-MLaaS, which fine-tunes the target model on randomly labeled unlearned samples with a combination of cross-entropy loss and filtered attention distillation loss.

Recently, defense methods have been proposed for unlearning [78]. We will deploy model-uncertainty (MU) for all unlearning scenarios as shown in Table 2.

**UBA-Inf configurations.** We separate 10% of the training dataset as an auxiliary dataset \(D_{atk} \), which has been widely used in related studies [39,40,67]. We use ConvNeXt-tiny [45] pre-trained on ImageNet [15] as an off-the-shelf surrogate model, which is publicly available on PyTorch website [53]. We set total iterations \( N = 8 \), tuning epochs \( E = 60 \), perturbation iterations \( n = 40 \), perturbation limit \( \varepsilon = 2/255 \), perturbation stepsize \( \alpha = 0.5/255 \). As for backdoor configurations, we assume that the total number of \( D_{atk} \) and \( D_{cm} \) is less than 5% of the total training data, while the ratio of camouflage samples to backdoor samples is no greater than 2. That means \( |D_{cm}| + |D_{bd}| < 0.05 \times |D_{trn}| \) and \( |D_{cm}|/|D_{bd}| \leq 2 \) if without any explanations. We compare UBA-Inf with related work BAMU [78], which is implemented based on BadNets for retraining based unlearning.

### 5.2 Effectiveness Evaluation

Unlike conventional backdoor attacks, UBA-Inf maintains a low ASR in a camouflage state and is expected to activate the backdoor by machine unlearning for fine-grained control. In brief, camouflage samples in UBA-Inf are used to enhance backdoor stealthiness and robustness, improve persistence in continual learning, and provide fine-grained backdoor activation control. Therefore, we will evaluate the camouflage effectiveness first and evaluate backdoor effectiveness in various unlearning scenarios as shown in Table 2.

![Figure 5: ASR (left figure) and NC anomaly index (right figure) of UBA-Inf for different numbers of backdoor and camouflage samples. Backdoors are detected by NC with an anomaly index below -2 [67].](image)

We first evaluate camouflage effectiveness by checking the ASR of UBA-Inf with BadNets (left of Figure 5). We train CIFAR-10 models in 25 settings (5 amounts of backdoor samples times 5 amounts of camouflage samples). The ASR remains at 31.94% even with 5 times more backdoor samples. By increasing the camouflage sample amount, UBA-Inf can achieve ASR as low as 2.34%.

NC [67] detects backdoors with an anomaly index below -2. The right of Figure 5 shows UBA-Inf protects backdoors from detection with enough camouflage samples. Models with an ASR below 30% typically evade NC detection with an anomaly index greater than -2. We can conclude that UBA-Inf has better camouflage effectiveness and attack performance than existing work like [78].

#### 5.2.1 UBA-Inf Activation Effectiveness in FA-MLaaS

In FA-MLaaS, all training samples are accessible to the SP for unlearning. As indicated in Table 2, we can evaluate UBA-Inf through multiple unlearning algorithms in this setting, including full retrain, SISA, and PUMA.

Table 3 and 4 show the results of BA and ASR before and after the camouflage samples are removed by full retraining and SISA [9], respectively. Different backdoor attacks are evaluated. The ASR varies from 0.02% to 29.42% when

---

2The injection rate of evaluations can be found in Appendix A. We suppose all samples are exactly unlearned at once. Appendix D demonstrates evaluations on different unlearning batch sizes.
backdoors are concealed. After unlearning, backdoors are activated, and ASR rises sharply to nearly 100% in most cases.

Figure 6: Unlearn UBA-Inf camouflage (UBA-Inf) and Random clean samples (Rand) by PUMA [70] (left figure) and GBU (right figure) [69] with different unlearning rate on a CIFAR-10 model.

Figure 7: The ASR before unlearning (left figure) and after PUMA unlearning (right figure) with different UBA-Inf surrogate models and target models.

The evaluation results of UBA-Inf with PUMA are shown in Table 5. We find that for all cases after unlearning, the ASR rises above 80% with BA dropping less than 4%. This indicates that UBA-Inf can suit PUMA very well. Unlike full retrain and SISA, the unlearning rate in PUMA is an important hyper-parameter since it can affect PUMA performance significantly. Thus, we evaluate the effects of unlearning rates on BA and ASR for PUMA in the left of Figure 6. By observing the effects on BA when unlearning clean samples, we can tell that the unlearning rate should not exceed 3e-2, in which case ASR can keep above 90% if camouflage samples are unlearned.

5.2.2 UBA-Inf Activation Effectiveness in RA-MLaaS

In RA-MLaaS, the access to original training data during unlearning is highly restricted [29], and only data to be removed is available. In RA-MLaaS, GBU [69] is a gradient-based unlearning algorithm. By adopting GBU in RA-MLaaS, the data to be removed will be replaced by perturbed data for unlearning. The results of UBA-Inf with GBU are shown in Table 6. Similar to the results of UBA-Inf with PUMA, unlearning through GBU makes ASR increase from around 22% to above 80%, with BA dropping less than 4% in all cases. The right of Figure 6 presents the effects of unlearning rates for UBA-Inf with GBU. When the unlearning rate is no larger than 1e-4, unlearning clean samples has a negligible effect on BA, while unlearning camouflage samples can increase ASR to around 70%.

5.2.3 Effectiveness Comparisons with BAMU

Like UBA-Inf, BAMU [78] uses unlearning camouflage samples to activate backdoors. However, Table 7 shows UBA-Inf surpasses BAMU in camouflage effectiveness and activation effectiveness. With the same injection rate, UBA-Inf’s ASR is at least 10% lower than BAMU’s before unlearning, showing that UBA-Inf can provide better camouflage effectiveness. After exact unlearning like full retraining, the ASR after unlearning largely depends on the backdoor trigger instead of the camouflage-generating algorithm, so the ASR is similar for both methods. Meanwhile, BAMU doesn’t support approximate unlearning algorithms, so we reproduced it with PUMA and GBU following its original idea. After unlearning using PUMA [70] and GBU [69], UBA-Inf’s ASR is about 20% higher than BAMU’s, indicating UBA-Inf’s adaptability and superior attack performance in different unlearning strategies.

5.2.4 Evaluation of the Surrogate Model

We evaluate UBA-Inf with different surrogate model settings. Figure 7 demonstrates attack results of UBA-Inf on CIFAR-10 with different surrogate models and different victim models. The ASR before unlearning keeps lower than...
Table 4: Backdoor effectiveness evaluation for SISA. Two different numbers of training data shards are considered.

<table>
<thead>
<tr>
<th>Shards</th>
<th>BadNets(^a) BA(%)</th>
<th>ASR(%)</th>
<th>Blended(^b) BA(%)</th>
<th>ASR(%)</th>
<th>LC(^c) BA(%)</th>
<th>ASR(%)</th>
<th>Sig(^d) BA(%)</th>
<th>ASR(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CIFAR-10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>shard=3</td>
<td>conceal</td>
<td>90.76</td>
<td>12.26</td>
<td>90.62</td>
<td>22.72</td>
<td>90.43</td>
<td>23.54</td>
<td>90.06</td>
</tr>
<tr>
<td></td>
<td>unlearn</td>
<td>90.65</td>
<td>99.98</td>
<td>90.26</td>
<td>89.92</td>
<td>90.30</td>
<td>88.65</td>
<td>90.95</td>
</tr>
<tr>
<td>shard=5</td>
<td>conceal</td>
<td>88.74</td>
<td>19.01</td>
<td>88.30</td>
<td>23.88</td>
<td>88.62</td>
<td>27.12</td>
<td>88.82</td>
</tr>
<tr>
<td></td>
<td>unlearn</td>
<td>88.68</td>
<td>99.94</td>
<td>88.59</td>
<td>92.82</td>
<td>88.11</td>
<td>86.00</td>
<td>88.66</td>
</tr>
<tr>
<td>GTSRB</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>shard=3</td>
<td>conceal</td>
<td>99.58</td>
<td>6.58</td>
<td>99.70</td>
<td>25.03</td>
<td>99.66</td>
<td>0.28</td>
<td>99.63</td>
</tr>
<tr>
<td></td>
<td>unlearn</td>
<td>99.61</td>
<td>100.00</td>
<td>99.66</td>
<td>100.00</td>
<td>99.65</td>
<td>73.50</td>
<td>99.68</td>
</tr>
<tr>
<td>shard=5</td>
<td>conceal</td>
<td>99.64</td>
<td>1.90</td>
<td>99.67</td>
<td>18.33</td>
<td>99.56</td>
<td>0.38</td>
<td>99.56</td>
</tr>
<tr>
<td></td>
<td>unlearn</td>
<td>98.57</td>
<td>100.00</td>
<td>99.67</td>
<td>100.00</td>
<td>99.53</td>
<td>54.03(^1)</td>
<td>99.49</td>
</tr>
</tbody>
</table>

\(^a\) Similar to full retrain, LC does not work properly on GTSRB and Tiny, while Sig has problems with SISA on MNIST.

To avoid such a situation, the UBA-Inf adversary can choose a proper backdoor attack alternatively.

Table 5: Backdoor effectiveness evaluation for PUMA.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Models</th>
<th>BA(%)</th>
<th>ASR(%)</th>
<th>BA(%)</th>
<th>ASR(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CIFAR-10</td>
<td>PARN-18</td>
<td>93.26</td>
<td>21.94</td>
<td>93.50</td>
<td>82.64</td>
</tr>
<tr>
<td></td>
<td>ResNet-34</td>
<td>93.47</td>
<td>22.10</td>
<td>89.91</td>
<td>80.60</td>
</tr>
<tr>
<td></td>
<td>VGG-16</td>
<td>90.71</td>
<td>22.24</td>
<td>89.52</td>
<td>89.68</td>
</tr>
<tr>
<td>MNIST</td>
<td>PARN-18</td>
<td>99.50</td>
<td>29.42</td>
<td>98.27</td>
<td>83.51</td>
</tr>
<tr>
<td>GTSRB</td>
<td>PARN-18</td>
<td>98.34</td>
<td>22.45</td>
<td>98.19</td>
<td>81.40</td>
</tr>
<tr>
<td>Tiny</td>
<td>PARN-18</td>
<td>55.56</td>
<td>16.37</td>
<td>80.06</td>
<td>77.22</td>
</tr>
</tbody>
</table>

Table 6: Backdoor effectiveness evaluation for GBU.

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Models</th>
<th>BA(%)</th>
<th>ASR(%)</th>
<th>BA(%)</th>
<th>ASR(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CIFAR-10</td>
<td>PARN-18</td>
<td>93.26</td>
<td>21.94</td>
<td>90.53</td>
<td>83.60</td>
</tr>
<tr>
<td></td>
<td>ResNet-34</td>
<td>93.47</td>
<td>22.10</td>
<td>90.19</td>
<td>86.25</td>
</tr>
<tr>
<td></td>
<td>VGG-16</td>
<td>90.71</td>
<td>22.24</td>
<td>89.28</td>
<td>89.96</td>
</tr>
<tr>
<td>MNIST</td>
<td>PARN-18</td>
<td>99.50</td>
<td>29.42</td>
<td>98.28</td>
<td>89.01</td>
</tr>
<tr>
<td>GTSRB</td>
<td>PARN-18</td>
<td>98.34</td>
<td>22.45</td>
<td>95.18</td>
<td>80.20</td>
</tr>
<tr>
<td>Tiny</td>
<td>PARN-18</td>
<td>55.56</td>
<td>16.37</td>
<td>80.06</td>
<td>77.22</td>
</tr>
</tbody>
</table>

Table 7: The comparison between the camouflage and activation effectiveness of BAMU [78] and UBA-Inf.

<table>
<thead>
<tr>
<th>State</th>
<th>Method</th>
<th>BA(%)</th>
<th>ASR(%)</th>
<th>BAMU BA(%)</th>
<th>ASR(%)</th>
<th>UBA-Inf BA(%)</th>
<th>ASR(%)</th>
<th>GTSRB BA(%)</th>
<th>ASR(%)</th>
<th>Tiny BA(%)</th>
<th>ASR(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>before unlearn</td>
<td>UBA-Inf</td>
<td>99.76</td>
<td>102.34</td>
<td>99.90</td>
<td>102.52</td>
<td>99.94</td>
<td>100.77</td>
<td>99.74</td>
<td>100.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>BAMU</td>
<td>93.19</td>
<td>96.71</td>
<td>94.47</td>
<td>96.39</td>
<td>94.58</td>
<td>96.65</td>
<td>94.75</td>
<td>96.57</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>after full unlearn</td>
<td>UBA-Inf</td>
<td>99.50</td>
<td>100.68</td>
<td>99.58</td>
<td>100.90</td>
<td>99.68</td>
<td>101.10</td>
<td>99.78</td>
<td>100.00</td>
<td></td>
</tr>
<tr>
<td></td>
<td>BAMU</td>
<td>93.12</td>
<td>100.00</td>
<td>99.58</td>
<td>100.00(^1)</td>
<td>99.62</td>
<td>100.00</td>
<td>99.69</td>
<td>100.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>after PUMA</td>
<td>UBA-Inf</td>
<td>99.97</td>
<td>100.00</td>
<td>99.39</td>
<td>100.00</td>
<td>99.42</td>
<td>100.00</td>
<td>99.42</td>
<td>100.00</td>
<td></td>
</tr>
<tr>
<td></td>
<td>BAMU</td>
<td>93.54</td>
<td>100.00</td>
<td>93.27</td>
<td>100.00</td>
<td>93.31</td>
<td>100.00</td>
<td>93.31</td>
<td>100.00</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

30% while rising to at least around 75% after PUMA unlearning, which means UBA-Inf achieves satisfactory camouflage effectiveness and activation effectiveness under different surrogate model settings. In other words, the attack performance of UBA-Inf is not depended on a specific surrogate model setting.

5.3 Stealthiness Evaluation

Having noticed backdoor threats, the SP deploys backdoor defenses to protect MLaaS from suspicious backdoor samples, including outlier filter defenses [13, 25, 38] and model scanner defenses [23, 62, 67]. Furthermore, recent studies provide the SP with defenses against UBA [78] in particular. We will demonstrate the stealthiness of our UBA-Inf by evaluating the deceiving result of conventional backdoor defenses and UBA defenses in comparison with BAMU [78]. In previous experiments, we have evaluated different backdoor generation algorithms on multiple datasets, from which we can conclude that BadNets is suitable for further evaluation as a typical generation method to simplify the discussion.

5.3.1 Evaluation of Outlier Filter Defense

Outlier filters defend MLaaS against backdoor attacks by filtering out suspicious samples in the training and inference processes. Three popular outlier filters, Spectre [25], D-BR [13], and ABL [38], are used for evaluating the stealthiness of camouflage samples in UBA-Inf. We use outlier filters to detect suspicious samples and present the result of poisoning samples in Figure 8. It shows that Spectre, ABL (with isolation rate equal to 10%), and D-BR filter about half of and almost backdoor samples generated by naive BadNets, respectively. However, only about 10% UBA-Inf backdoor samples under camouflage are correctly detected by Spectre and ABL. In the worst case, D-BR detects about 30% UBA-Inf backdoor samples on GTSRB. Even so, the rest samples are enough for the attack according to the effectiveness evaluation. We find that UBA-Inf’s ASR is around 20% before unlearning and rises to over 85% after unlearning under outlier filters like Spectre and D-BR. UBA-Inf also protects more poisoning samples from detection than BAMU [78], providing better stealthiness.

5.3.2 Evaluation of Model Scanner Defense

Model scanners verify whether the model has potential backdoor threats and attempt to reverse-engineer the backdoor trigger. Three popular model scanner defenses and corresponding anomaly indexes are used for the evaluation, i.e.,
The camouflage of UBA-Inf is more effective. Figure 11 demonstrates that BadNets-based UBA-Inf is vulnerable to post-unlearning defenses, UBA-Inf with Narcissus effectively eludes these scanners with anomaly indexes above -0.67 or even positive. This suggests UBA-Inf’s resilience to model scanning persists even after unlearning, leveraging suitable backdoor generating methods.

Figure 12 indicates that MU fails to distinguish UBA-Inf samples from clean ones and reject suspicious unlearning requests. Table 8 shows UBA-Inf effectiveness when defenses, which is around 60% in most cases. This concludes that UBA-Inf is more stealthy and effective compared with BAMU, and MU cannot prevent UBA-Inf effectively.

Experimental results of SMS defense are given in Figure 13, showing the variance of the predicted value of SISA models are calculated to distinguish malicious samples from clean ones and reject suspicious unlearning requests. In a recent study, defenses dedicated to UBA have been proposed. In particular, model uncertainty (MU) for deep learning models and sub-model similarity (SMS) for SISA models are calculated to distinguish malicious samples from clean ones and reject suspicious unlearning requests. MU allows 10% false negative, which means 90% clean samples can pass MU defense, a large portion of malicious samples can also escape the defense and increase the ASR to over 80% in most cases through unlearning. Meanwhile, MU defenses cast more BAMU camouflage samples with the same 10% false negative. After unlearning, BAMU reaches lower ASRs against MU defenses, which is around 60% in most cases. This concludes that UBA-Inf is more stealthy and effective compared with BAMU, and MU cannot prevent UBA-Inf effectively.

When SP scans the model after unlearning, UBA-Inf with BadNets may be detected by backdoor scanners. However, UBA-Inf offers better flexibility with diverse backdoor generating algorithms and can evade detection by employing appropriate methods like Narcissus. We compared BAMU with UBA-Inf using BadNets and UBA-Inf using Narcissus.
samples. Thus, most malicious samples generated by UBA-Inf can escape SMS defense when considering a reasonable false negative ratio. However, UBA-Inf malicious samples on MNIST and GTSRB can be effectively distinguished by SMS, which means most malicious samples generated by UBA-Inf will be rejected by SMS. Table 9 gives UBA-Inf effectiveness when considering stealthiness under SMS defense. The backdoor can be successfully activated and exploited on CIFAR-10 and Tiny while probabilistically activated on MNIST and GTSRB when using 5 shards for SISA. In the worst case, UBA-Inf can hardly succeed on GTSRB when using 3 shards for SISA. While most unlearning requests are rejected by SMS. We have observed that UBA-Inf effectiveness under SMS defense gets better when the shard number increases. Actually, practical applications commonly use more shards way beyond demo cases, which means UBA-Inf can cause practical threats when SISA uses more than 5 shards.

5.4 Evaluation of Resistance to Reconstruction

Model sanitizing or transforming modifies model parameters to eliminate potential backdoor threats. Such model reconstruction may affect the activation of UBA-Inf. Three model reconstructors are used for UBA-Inf resistance evaluation, i.e., naive fine-tuning (FT), fine-pruning (FP) [40], and neural attention distillation (NAD) [39]. Please note that since exact unlearning algorithms retrain model parameters on contaminated datasets, they invalidate previous model reconstruction defenses. Thus, we will focus on the evaluation of approximate unlearning like PUMA and GBU. Like model scanning, SP can employ a model reconstructor before or after model updating. However, reconstruction defenses after each unlearning inevitably bring significant time overheads.

Table 10: UBA-Inf evaluation after model reconstruction.

<table>
<thead>
<tr>
<th>Defense</th>
<th>before unlearn</th>
<th>PUMA unlearn</th>
<th>GBU unlearn</th>
</tr>
</thead>
<tbody>
<tr>
<td>BA (%)</td>
<td>ASR (%)</td>
<td>BA (%)</td>
<td>ASR (%)</td>
</tr>
<tr>
<td>CIFAR-10 FT</td>
<td>93.28</td>
<td>8.18</td>
<td>85.82</td>
</tr>
<tr>
<td>MNIST FP</td>
<td>93.18</td>
<td>5.00</td>
<td>85.53</td>
</tr>
<tr>
<td>Tiny NAD</td>
<td>92.97</td>
<td>18.47</td>
<td>86.62</td>
</tr>
<tr>
<td>GTSRB FT</td>
<td>90.56</td>
<td>11.85</td>
<td>95.79</td>
</tr>
<tr>
<td>Tiny NAD</td>
<td>90.56</td>
<td>11.85</td>
<td>95.79</td>
</tr>
</tbody>
</table>

Table 11: Backdoor evaluations of BAMU, UBA-Inf(BadNets), and UBA-Inf(Narcissus) against FT, FP, and NAD defenses after full retrain, PUMA, GBU unlearning, respectively.

As discussed in model scanning, when SP will perform defenses at any cost after unlearning, UBA-Inf using BadNets can be mitigated. In this case, UBA-Inf can use suitable triggers like Narcissus to resist post-unlearning model reconstruction. We compared BAMU with UBA-Inf using BadNets and UBA-Inf using Narcissus. Table 11 shows UBA-Inf’s resilience to defenses after unlearning. While BAMU’s ASR drops to around 10%, UBA-Inf maintains at least 50% ASR by switching the trigger from BadNet to Narcissus. For models with full retraining, UBA-Inf’s ASR stays above 80% with Narcissus. This suggests that UBA-Inf can withstand model...
reconstruction even after unlearning when leveraging proper backdoor triggers.

5.5 Persistence Evaluation

Unlike OT-MLaaS, CT-MLaaS continuously updates the on-cloud model with newly coming training data [58, 59]. Thus, we should consider the persistence of the injected backdoor. The adversary of UBA-Inf expects the injected backdoor to keep away from backdoor vanishing caused by catastrophic forgetting [68]. We will evaluate the backdoor persistence after being activated using two unlearning methods as indicated in Table 2, i.e., GBU [69] and LIRF [74].

Assuming new training data comes in tasks, we use CIFAR-10 for continuous learning in the same domain [52], and Rotated-MNIST [46] for domain incremental learning where training data in different tasks comes from different domains [68, 82]. In either case, we train a PRAN-18 model with clean samples for 10 tasks (200 epochs) before injecting malicious samples and with malicious samples for 2 tasks (40 epochs), after which the model will learn continuously with only clean samples. For naive BadNets, the adversary injects 400 backdoor samples in 2 tasks (epoch 200 to 240). As for UBA-Inf, 400 backdoor samples are injected in the same way, while 200 camouflage samples will also be injected from epoch 200 to 220. UBA-Inf achieves backdoor activation through unlearning instead of learning. Hence, the criteria is timing for unlearning. Better ASR is achieved with earlier unlearning before catastrophic forgetting. UBA-Inf can significantly prolong the backdoor effect even if unlearning occurs when the ASR drops to 50%, which corresponds to epoch 260 for CIFAR-10 and epoch 280 for Rotated-MNIST.

The first row of Figure 14 and Figure 15 demonstrates the ASR trends of naive BadNets in continuous learning on CIFAR-10 and Rotated-MNIST respectively, which drop below 50% in about 20 epochs after backdoor samples have been injected. The last two rows of Figure 14 and Figure 15 show the ASR of UBA-Inf with GBU unlearning and the ASR of UBA-Inf with LIRF unlearning, respectively. ASRs of the last two rows share a similar dropping to below 50% before unlearning, just like the naive BadNets. However, when the adversary activates the backdoor through unlearning camouflage samples, ASRs of UBA-Inf rise to a new peak immediately. Moreover, ASRs of UBA-Inf remain around 70% to 80% and drop below 50% after 80 epochs, which significantly extends the persistence of the backdoor’s effect. Compared with the conventional backdoor attack, UBA-Inf enhances the backdoor persistence after activation by about 4 times.

6 Related work

6.1 Backdoor Attacks and Defenses

Neural backdoor attack embeds backdoors into DNNs to induce twisted predictions evoked by the trigger pattern. [44]. BadNets [21] leverages a small patch as the trigger pattern. LC [66] combines BadNets with adversarial perturbations to perform a clean-label attack effectively. Blended [14] directly blends a cartoon image or a random pattern with the input. Sig [65] injects a sinusoidal signal pattern on images, which is a strip-like pattern. Narcissus [75] optimizes the trigger pattern in a way that points towards the inside of the target class. More backdoor generating methods have been proposed for better effectiveness and stealthiness [37, 76].

Recent works have shown the worrying threat of more complicated backdoor attack workflows. For example, latent backdoor attacks conceal backdoors initially but then activate it with fine-tuning [50] or exact machine unlearning [78]. The comparison between recent backdoor activation approaches is given in Table 12. Existing approaches either require full control of the training process for poisoning [32, 50] or depend on replayed backdoor injection [82]. Meanwhile, recent works also expose the backdoor vanishing problem in continuous learning [32, 82]. However, UBA-Inf can achieve the same adversarial goals under more restrictions, including continuous learning, making it a more disturbing attack on MLaaS.

Various defenses have been proposed against backdoor attacks. Generally, backdoor defenses can be categorized as 1) model scanners [23, 62, 67], which conduct reverse engineering to decide whether a certain class has been poisoned and identify the potential backdoor triggers, 2) outlier filters [13, 25, 58], which detect malicious training data and gives them up during training or fine-tunes the model to mitigate backdoor after training; and 3) model reconstructors [39, 40, 81], which reconstruct the victim model through
methods like neuron pruning [40] or channel shuffling [81]. We will show that UBA-Inf in the camouflage state is immune to these defense solutions, calling for more robust backdoor defenses and more secure MLaaS mechanisms.

### 6.2 Machine Unlearning

Machine unlearning aims to remove sensitive samples from the MLaaS model [72]. Intuitively, full retraining is the most naive solution, but it costs too much time and resources [29].

Exact machine unlearning is based on model retraining. SISA [9] reorganizes the training data in sharding and slicing to reduce the execution time of retraining. It aggregates the results of sub-models as the final result. Many exact unlearning solutions inherit SISA. ARCANE [73] designed an efficient architecture for exact unlearning. A study [10] introduced SISA into recommendation systems. Another work [12] adopted SISA to graph data. All of these exact unlearning algorithms require full access to the training dataset.

Approximate unlearning algorithms exploits feasible ways to speed up the unlearning process [72]. Some works exploit the second-order Hessian matrix, which requires full access to training data for unlearning. For instance, PUMA [70] relies on influence functions [33] and re-weighting methods to remove data without compromising model performance. Some works exploit first-order gradients [63, 69] or tailored loss functions [74] instead. Gradient-Based Unlearning (GBU) [69] replaces a data sample with the adversarially perturbed one through first-order or second-order gradient-decent optimization. Fine-tuning has been widely used as an empirical unlearning baseline in existing works [19, 63, 72]. Besides, LIRF [74] is tailored to recoverable knowledge removal in continual learning. It assumes that the upper layers have completely transferred to new knowledge and only modifies the lower layers through a tailored loss function combined with the cross-entropy loss and the filtered attention distillation loss on randomly labeled samples.

Recent studies have exposed vulnerabilities in machine unlearning, such as slowdowns caused by malicious data removal [49], degradation in model performance on clean data [29, 54], and latent attacks that confuse defenders [16, 78]. Some solutions have been proposed to counter malicious unlearning. For instance, Zhang et al. [78] utilized Gini impurity and sub-model similarity to identify malicious unlearning, assuming that malicious samples exhibit larger prediction uncertainty and poor generalization across sub-models. Additionally, other defenses like hashing [29] or medoid optimization [54] have been explored. However, we demonstrate that our UBA-Inf method can bypass these defenses, underscoring the need for more robust and effective unlearning defenses.

### 7 Conclusion

Our work presents a novel approach to implementing effective and stealthy backdoor attacks on MLaaS platforms using machine unlearning. We introduce an influence-enhanced unlearning-activated backdoor attack method, which can not only strengthen backdoor robustness but also improve backdoor persistence in continuous learning, thus shedding light on the vulnerabilities of current unlearning procedures in MLaaS contexts. Through extensive evaluations, we demonstrate UBA-Inf’s resistance to defenses across various MLaaS scenarios, achieving high attack success rates with improved stealthiness and robustness compared to existing approaches.

Note that our work gives an alternative backdoor approach with fine-grained control of backdoor activation. However, dedicated backdoor designs are orthogonal to our work, which means this approach can also be applied to advanced backdoor triggers in the future. Meanwhile, we should also note that novel defenses may mitigate UBA-Inf in the future. In this case, the adversary could take novel defenses into camouflage optimization process as constraints if defense strategies are known. Moreover, UBA is an example of leveraging unlearning for attacks. Other types of attacks, like poisoning and inference, may be of interest in future work.
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Table 13 gives injection ratios used in full retrain (shard=1), and approximate unlearning algorithms (e.g., PUMA and GBU). Please note these injection ratios are relatively lower than existing studies.

APPENDIX

A Discussion of Injection Ratio

Intuitively, a high injection ratio of backdoor samples to camouflage samples brings a high ASR. However, this is bad for backdoor stealthiness. Thus, UBA-Inf aims at low injection ratios of both backdoor samples and camouflage samples. Table 13 gives injection ratios used in full retrain (shard=1), SISA (shard=3,5), and approximate unlearning algorithms (e.g., PUMA and GBU). Please note these injection ratios are relatively lower than existing studies.

Table 13: Injection ratios of backdoor(b) and camouflage(c) samples.

<table>
<thead>
<tr>
<th>Shards</th>
<th>BadNets b(%) c(%)</th>
<th>Blended b(%) c(%)</th>
<th>LC b(%) c(%)</th>
<th>Sig b(%) c(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CIFAR-10</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>shard=1</td>
<td>1.20 0.40</td>
<td>0.50 1.00</td>
<td>6.00 1.00</td>
<td>1.20 0.40</td>
</tr>
<tr>
<td>shard=3</td>
<td>1.20 0.60</td>
<td>1.20 2.40</td>
<td>6.00 1.80</td>
<td>1.20 0.40</td>
</tr>
<tr>
<td>shard=5</td>
<td>2.00 1.00</td>
<td>2.00 4.00</td>
<td>10.00 3.00</td>
<td>3.00 1.00</td>
</tr>
<tr>
<td>MNIST</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>shard=1</td>
<td>0.40 1.00</td>
<td>0.40 0.80</td>
<td>8.00 1.00</td>
<td>8.00 1.00</td>
</tr>
<tr>
<td>shard=3</td>
<td>0.40 1.00</td>
<td>0.40 0.80</td>
<td>8.00 1.00</td>
<td>8.00 1.00</td>
</tr>
<tr>
<td>shard=5</td>
<td>0.40 1.00</td>
<td>0.40 0.80</td>
<td>8.00 1.00</td>
<td>8.00 1.00</td>
</tr>
<tr>
<td>GTSRB</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>shard=1</td>
<td>0.80 0.25</td>
<td>0.80 2.00</td>
<td>0.95 0.10</td>
<td>0.95 0.10</td>
</tr>
<tr>
<td>shard=3</td>
<td>0.80 0.25</td>
<td>0.80 2.00</td>
<td>0.95 0.10</td>
<td>0.95 0.10</td>
</tr>
<tr>
<td>shard=5</td>
<td>1.00 0.50</td>
<td>0.80 2.00</td>
<td>0.50 0.50</td>
<td>0.50 1.00</td>
</tr>
<tr>
<td>Tiny</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>shard=1</td>
<td>1.00 0.50</td>
<td>0.80 2.00</td>
<td>0.50 0.50</td>
<td>0.50 1.00</td>
</tr>
<tr>
<td>shard=3</td>
<td>1.00 0.50</td>
<td>0.80 2.00</td>
<td>0.50 0.50</td>
<td>0.50 1.00</td>
</tr>
<tr>
<td>shard=5</td>
<td>1.00 0.50</td>
<td>0.80 2.00</td>
<td>0.50 0.50</td>
<td>0.50 1.00</td>
</tr>
</tbody>
</table>

For UBA-Inf, Table 14 shows second-order GBU effectiveness evaluation for different datasets.

Table 14: Backdoor effectiveness evaluation for Second-Order GBU.

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Models</th>
<th>conc</th>
<th>ASR (%)</th>
<th>BA (%)</th>
<th>ASR (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CIFAR-10</td>
<td>PARN-18</td>
<td>93.26</td>
<td>21.94</td>
<td>97.12</td>
<td>86.60</td>
</tr>
<tr>
<td></td>
<td>ResNet-34</td>
<td>93.47</td>
<td>22.10</td>
<td>97.00</td>
<td>87.25</td>
</tr>
<tr>
<td></td>
<td>VGG-16</td>
<td>90.71</td>
<td>22.24</td>
<td>89.92</td>
<td>85.06</td>
</tr>
<tr>
<td>MNIST</td>
<td>PAR-18</td>
<td>88.89</td>
<td>22.15</td>
<td>95.15</td>
<td>85.23</td>
</tr>
<tr>
<td>GTSRB</td>
<td>PAR-18</td>
<td>88.89</td>
<td>22.15</td>
<td>95.15</td>
<td>85.23</td>
</tr>
<tr>
<td>Tiny</td>
<td>PAR-18</td>
<td>88.89</td>
<td>22.15</td>
<td>95.15</td>
<td>85.23</td>
</tr>
</tbody>
</table>

B Effectiveness on Second-Order GBU

In 5.2.2, we evaluate the effectiveness of UBA-Inf in RA-MlaaS with the first-order GBU unlearning algorithm [69]. The first-order GBU uses a first-order Taylor Series of model θ* to derive the gradient updates. Here, we use D_trn ⊂ D_trn to denote the set of targeted unlearning data and D_trn = \{ z \} where z = (x + δ, y), (x, y) ∈ D_trn where x + δ compose a perturbed version for unlearning. Then the model parameters are modified as θ' → θ* − η(∑z∈D_trn ∇f(z, θ* − z) ∈ D_trn(z, θ*)) where η is a pre-defined unlearning rate, f is the loss function and θ* denotes the unlearned model. Meanwhile, work [69] also proposed a second-order GBD algorithm. This second-order method uses the inverse Hessian matrix of the second-order partial derivatives to change the original model’s parameters to obtain the unlearned model. The unlearned model can be formulated as θ' → θ* − H_θ⁻¹(∑z∈D_trn ∇f(z, θ*) − z) ∈ D_trn(z, θ*)) where H_θ⁻¹ is the inverse Hessian matrix. Table 6 demonstrates, Table 14 indicates second-order GBU unlearning camouflage samples make ASR increases from around 22% to above 80% with BA dropping less than 4% in all cases. As a result, we claim UBA-Inf can work with both first-order and second-order GBU algorithms.
the medoids of each class in the gradient space. Such medoid-based defense fails to defeat UBA-Inf because camouflage samples share a similar gradient distribution with clean samples. Figure 16 indicates the t-SNE of clean and camouflage samples in the gradient space generated by both the bottom and top layers. The camouflage samples are completely mixed with clean samples in the gradient space, and one cannot separate them for successful medoid-based defenses.

In conclusion, there are few effective defenses against UBA-Inf, and the design of robust unlearning defenses is worryingly difficult. Firstly, recent unlearning defenses are particularly targeted at one specific risk, and such defenses often fail to defeat different unlearning attacks. This emphasizes the urge to design universal solutions to defend against various unlearning attacks. Secondly, recent defenses rely heavily on some important parameters like the threshold in [78] and the number of medoids in [54]. Setting such hyper-parameters requires a subtle balance between usability and security, which requires careful parameter tuning in real practice.

D Discussion of Unlearning Batch Size

In machine unlearning services, users remove certain data by unlearning requests. In former evaluations, we assume SP performed unlearning completely as the adversary requested, exactly removing all camouflage samples altogether. However, in some cases, SP may remove samples by batches [9,72]. SP aggregates several small requests and divides large requests into batches for unlearning.

In exact unlearning, which is based on model re-training, batch size has little influence on UBA-Inf effectiveness because the unlearned model is essentially trained on the dataset with camouflage samples removed. However, different removal ratio (RR) of camouflage samples affects the UBA-Inf effectiveness. Table 15 demonstrates that when more camouflage samples are unlearned from the model, ASR becomes higher. When camouflage samples are completely removed, the ASR reaches nearly 100%. For better UBA-Inf effectiveness, the adversary should remove as many camouflage samples as possible.

In approximate unlearning like PUMA [70] and GBU [69], batch size of unlearn requests affects the removal of camouflage samples. If the unlearned batch size is large, camouflage samples are unlearned together with some extra clean samples.

Figure 16: The t-SNE of clean and camouflage samples in the gradient space generated by the bottom layer (left one) and the top layer (right one) in the target model.

Table 15: UBA-Inf effectiveness evaluation for full retrain with different removal ratios.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>CIFAR-10 [35]</th>
<th>MNIST [36]</th>
<th>GTSRB [60]</th>
</tr>
</thead>
<tbody>
<tr>
<td>RR</td>
<td>BA(%) ASR(%)</td>
<td>BA(%) ASR(%)</td>
<td>BA(%) ASR(%)</td>
</tr>
<tr>
<td>0</td>
<td>93.26 21.94</td>
<td>99.50 22.42</td>
<td>99.34 18.15</td>
</tr>
<tr>
<td>0.1</td>
<td>93.37 18.31</td>
<td>99.52 23.43</td>
<td>98.15 29.37</td>
</tr>
<tr>
<td>0.2</td>
<td>93.51 24.26</td>
<td>99.53 28.37</td>
<td>98.24 35.31</td>
</tr>
<tr>
<td>0.3</td>
<td>93.03 26.45</td>
<td>99.47 34.92</td>
<td>98.45 37.07</td>
</tr>
<tr>
<td>0.4</td>
<td>93.28 29.36</td>
<td>99.47 47.65</td>
<td>98.37 40.86</td>
</tr>
<tr>
<td>0.5</td>
<td>93.68 32.81</td>
<td>99.43 58.76</td>
<td>98.11 46.67</td>
</tr>
<tr>
<td>0.6</td>
<td>93.12 36.36</td>
<td>99.53 63.55</td>
<td>98.62 57.81</td>
</tr>
<tr>
<td>0.7</td>
<td>93.33 52.27</td>
<td>99.61 64.74</td>
<td>98.22 61.55</td>
</tr>
<tr>
<td>0.8</td>
<td>93.29 70.59</td>
<td>99.56 72.21</td>
<td>98.30 77.71</td>
</tr>
<tr>
<td>0.9</td>
<td>93.19 86.92</td>
<td>99.53 88.00</td>
<td>98.07 86.92</td>
</tr>
<tr>
<td>1.0</td>
<td>93.48 100.00</td>
<td>99.64 100.00</td>
<td>97.85 99.89</td>
</tr>
</tbody>
</table>

Table 16 indicates the UBA-Inf effectiveness with different unlearning batch sizes. There are 200 camouflage samples in total, and other unlearned data are randomly sampled from the clean samples. Statistics show that the UBA-Inf backdoor is successfully activated by unlearning camouflage samples mixed with some extra clean data, with ASR over 70% and BA over 85%. However, with a larger unlearning batch size, the ASR and BA become lower after unlearning.

Table 16: UBA-Inf effectiveness evaluation with different unlearning batch sizes.

<table>
<thead>
<tr>
<th>Unlearn times</th>
<th>PUMA [70]</th>
<th>GBU [69]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unlearn times</td>
<td>BA(%) ASR(%)</td>
<td>BA(%) ASR(%)</td>
</tr>
<tr>
<td>200</td>
<td>89.50 80.44</td>
<td>90.53 83.60</td>
</tr>
<tr>
<td>400</td>
<td>88.71 75.59</td>
<td>89.25 83.50</td>
</tr>
<tr>
<td>600</td>
<td>88.37 75.29</td>
<td>88.89 80.98</td>
</tr>
<tr>
<td>800</td>
<td>88.41 72.75</td>
<td>88.96 75.42</td>
</tr>
<tr>
<td>1000</td>
<td>88.08 74.83</td>
<td>88.56 67.71</td>
</tr>
<tr>
<td>2000</td>
<td>88.59 72.68</td>
<td>86.60 53.50</td>
</tr>
<tr>
<td>5000</td>
<td>85.55 67.13</td>
<td>84.51 19.71</td>
</tr>
</tbody>
</table>

Table 17: UBA-Inf effectiveness evaluation for multiple unlearning with small batch size.

<table>
<thead>
<tr>
<th>GBU [69]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unlearn times</td>
</tr>
<tr>
<td>0</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
</tbody>
</table>

Meanwhile, when the unlearning batch size is too small, the camouflage samples need to be unlearned multiple times. If the batch size is 50, then the 200 camouflage samples should be removed in 4 batches. We evaluate the UBA-Inf effectiveness each time 50 camouflage samples are unlearned, and the results are displayed in Table 17. The UBA-Inf backdoor is activated after 4 times unlearning, with BA over 90% and ASR over 75%. In conclusion, UBA-Inf can be activated with different unlearning batch sizes, making it a more risky threat in practical MLaaS applications.