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Abstract

Voltage Fault Injection (VFI), also known as power glitching, has proven to be a severe threat to real-world systems. In VFI attacks, the adversary disturbs the power-supply of the target-device forcing the device to illegitimate behavior. Various countermeasures have been proposed to address different types of fault injection attacks at different abstraction layers, either requiring to modify the underlying hardware or software/firmware at the machine instruction level. Moreover, only recently, individual chip manufacturers have started to respond to this threat by integrating countermeasures in their products. Generally, these countermeasures aim at protecting against single fault injection (SFI) attacks, since Multiple Fault Injection (MFI) is believed to be challenging and sometimes even impractical.

In this paper, we present µ-Glitch, the first Voltage Fault Injection (VFI) platform which is capable of injecting multiple, coordinated voltage faults into a target device, requiring only a single trigger signal. We provide a novel flow for Multiple Voltage Fault Injection (MVFI) attacks to significantly reduce the search complexity for fault parameters, as the search space increases exponentially with each additional fault injection. We evaluate and showcase the effectiveness and practicality of our attack platform on four real-world chips, featuring TrustZone-M:

1. The first two have interdependent backchecking mechanisms, while the second two have additionally integrated countermeasures against fault injection. Our evaluation revealed that µ-Glitch can successfully inject four consecutive faults within an average time of one day. Finally, we discuss potential countermeasures to mitigate VFI attacks and additionally propose two novel attack scenarios for MVFI.

1 Introduction

Fault Injection (FI) has proven to form a powerful threat to various computing platforms. All fault injection methods temporarily disturb the physical runtime environment of the Device under Test (DuT) to cause specific misbehavior. Common FI attacks are, e.g., conducted by disturbing the supply voltage [3], generating malicious clock signals [49], rapidly changing the electromagnetic environment [28], or inducing a light pulse at the decapsulated Integrated Circuits (ICs) [59]. The possible consequences from injecting a certain type of fault are described by a FI method’s Fault Model. Depending on the specific FI method used, the corresponding Fault Model may, e.g., be defined as skipping of machine instructions [41], corrupting the instruction decoding [55] or altering the data stored on a device’s internal memory [33]. Hence, FI attacks are capable of introducing vulnerabilities. As an example, this kind of attacks have been successfully launched on Trusted Execution Environments (TEEs) [16, 36], embedded devices [40, 63], smart cards [59] and recently even against workstation processors [14, 23].

A popular class of FI and the focus of this paper is Voltage Fault Injection (VFI), as this approach is very versatile while exhibiting a high-impact attack vector. VFI disturbs a DuT’s power supply to provoke a specific malfunction. To address VFI attacks, a variety of software- [4, 5, 32, 48] as well as hardware-based [50, 61] countermeasures have been proposed over the years.

Fortunately, the industry has recognized the severity of fault injection attacks and individual manufacturers are reacting to it by integrating countermeasures into their products. For instance, NXP recently released multiple ARMv8-M series Microcontroller Units (MCUs), which feature an instruction-level FI countermeasure to protect some of their security-critical registers from FI attacks. Moreover, ARMv8-M MCUs that feature TrustZone-M (e.g., STM, Atmel, NXP) are equipped with a novel hardware unit on the internal bus system, performing additional checks on every bus access in order to ensure the security properties of the TEE. Although not explicitly aimed to mitigate FI attacks, this backchecking mechanism has complex interdependencies which make FI attacks targeting TrustZone-M highly difficult [46]. Typically, FI attacks and countermeasures are dedicated to Single Fault Injection (SFI), although Multiple Fault Injec-
tion (MFI) seems to be much more powerful. In MFI, multiple coordinated faults of a certain type are injected after a single synchronizing trigger signal, in order to attack multiple target instructions during a single execution. MFI could theoretically be used against instruction-level based countermeasures [4, 32], however, as stated by previous work conducting those attacks, especially Multiple Voltage Fault Injection (MVFI) are considered highly impractical due to the lack of precise and affordable MFI tools [4, 46] and efficient parameter search algorithms. Even though, commercial equipment for MFI is available, devices from e.g., Alphanov\(^1\) and Riscure\(^2\) were shown only to conduct Multiple Laser Fault Injection (MLFI) which is much more resource intensive than MVFI. In addition, off-the-shelf VFI devices from NewAE [44] are incapable of injecting multiple faults based on a single trigger.

In this paper, we address this open problem by providing a highly precise MVFI tool and the corresponding efficient parameter search algorithms, which enable an adversary to inject multiple, coordinated and consecutive voltage faults into any target device in order to attack any software-based SFI protection on the instruction-level.

We show that our tool is able to successfully perform a parameter search for up to four consecutive voltage faults and perform MVFI to skip the corresponding instructions in about one day.

To realize this, we had to overcome a number of challenges: First, to the best of our knowledge, there exists no tool to conduct MVFI, so we designed and built our framework, coined µ-Glitch. Second, the timely effort required to search for multiple fault parameters grows exponentially with each additional fault, if a traditional fault parameter search (i.e., an exhaustive search) is used. Hence, we designed, implemented and evaluated novel approaches, to search for multiple fault injection parameters, which are efficient enough for MVFI setups.

Even though our approach can be used to attack arbitrary devices, we focus on attacking TrustZone-M (TZM), as TEEs form highly secure targets, which, when compromised, have shown to lead to the disclosure of highly sensitive information [47]. While principally µ-Glitch can defeat many VFI research proposal countermeasures, as discussed in Section 9. However, we evaluate µ-Glitch on four real-world example MCUs as most academic proposals are not open-sourced. As a Proof-of-Concept (PoC), we attack two TZM MCUs which have protections explicitly protecting against FI attacks. Therefore, it cannot be successfully attacked through SFI. We also attack two other ICs with a subset of protections. Our main contributions are as follows:

**Novel MFI Framework** We present µ-Glitch, a novel fault injection framework, which is capable of injecting multiple, coordinated voltage faults into any DuT, in order to overcome FI countermeasures implemented on the instruction level.

**Parameter Search Algorithm** We explore the impact of additional faults on the search space spanned by the combinations of multiple fault’s parameters and present a novel and effective multiple fault parameter search to overcome the exponential increase in needed resources introduced by conventional algorithms. Our approach exhibits a 50 times speedup when searching for two consecutive voltage fault’s parameters and an 8.3-time speedup when searching for four voltage fault’s parameters.

**Real-world Attack** We use µ-Glitch in order to inject multiple voltage faults into NXP’s LPC55SXX and RT6XX MCU and hereby successfully circumvent all FI protections. By this, we are able to fully compromise the security introduced by TZM, by accessing the secure memory from within non-secure firmware. We show that this attack can be performed within an average time of one day. Further, we show that other TZM ICs can be broken using a subset of faults required for NXP ICs.

**Possible Countermeasures** We propose a software-level enhancement to the existing countermeasures, which is capable to protect from MFI attacks by eliminating the possibility of searching for MFI parameters.

**Responsible Disclosure** The results of this work have been responsibly disclosed to NXP Semiconductors Ltd. A response acknowledging our findings has been received. In follow-up communication, the authors are collaborating with NXP Semiconductors Ltd. on finding a security patch.

## 2 Background

In the following, we provide the background necessary in order to understand this work.

### 2.1 Voltage Fault Injection

Voltage Fault Injection (VFI) is a specific Fault Injection (FI) method to inject disturbances into the power supply line of an Integrated Circuit (IC) and hence, violates the IC’s specified operating conditions for a certain, controlled period. Most ICs, like Microcontroller Units (MCUs), expect their supply voltage to be stable and steady, i.e., there should be no point during runtime at which the supply voltage is interrupted or leaves a specified operating range.

Figure 1 depicts a single voltage fault injected into the supply line of an IC running at 3.3V. Here the specified operating supply voltage range is highlighted green (3.0V to 3.5V), whereas the red highlighted range (0.0V to 2.9V) indicates that the operating conditions are violated. The fault voltage level is most commonly defined as the Ground (GND) reference, however, this may be optimized with respect to either reliability and repeatability [9] or timely resolution [24]. A


\(^2\)https://www.riscure.com/blog/security-highlight-multi-fault-attacks-are-practical
voltage fault is parameterized by its Offset w.r.t. a synchronization point, and its Width [40]. In every VFI experiment, the most complex part is to find the best fault parameters in order to provide a reliable and repeatable attack [12].

**The Fault Model** of VFI on MCUs consists of four different behaviors, which all arise from the effects of VFI on the processor’s internal pipeline stages, namely, skipping of machine instructions, corrupting data fetches, corrupting instruction decodes and corrupting write-backs. Throughout this work, we focus on applying VFI in order to skip machine instructions. In this context, we further define the Fault Target as the machine instruction the adversary aims to skip in order to cause a specific misbehavior. Moreover, a Fault Target is assumed to be hit once it is successfully attacked by injecting a fault.

**Fault Injection Setups** can be divided into two main classes of Cooperative FI and Non-Cooperative FI [42]. In the former, the attacker is able to reprogram the Device under Test (DuT). Here, the attacker commonly implements a protocol to communicate with the device. By this, it is possible to, e.g., call a subroutine on the device that shall be tested against FI, by issuing a corresponding command. In addition, in cooperative FI, the DuT is notifying the FI framework when entering the code region to be tested by asserting the synchronizing signal, referred to as Trigger. Cooperative setups are commonly encountered in Proof-of-Concepts (PoCs). In the latter, the adversary is unable to reprogram the DuT. Non-Cooperative FI is commonly encountered in attack scenarios, which focus on attacking proprietary targets.

## 3 Adversary Model

The adversary model includes a physical access attacker. Further, the adversary is capable of performing slight modifications to the DuT in order to make VFI possible, similar to related literature [40] (e.g., attaching copper wires, detaching bypass-capacitors). In order to define Fault Targets, the adversary has some knowledge about the targets firmware, which may be, e.g., through the use of a public library [41] or a previous binary firmware disclosure [60].

## 4 μ-Glitch Design

In this section, we present our novel Multiple Fault Injection (MFI) design, named μ-Glitch. Similarly to Single Fault Injection (SFI) attacks, we adopt the high-level flow, which consists of defining the experiment success function, performing fault injection by exhaustively searching the fault’s parameters and analyzing and comparing success rates.

The complexity of searching multiple fault parameters at once increases exponentially with every additional fault, using conventional parameter search algorithms. Therefore, we introduce our novel, efficient sweeping approach to be used in MFI setups.

The overall attack flow is depicted in Figure 2:

1. **Define Overall Success Function:**
   In order to decide about the outcome (i.e. overall success or failure) of a MFI attempt, a Success Function (SF) has to be defined. This is a binary function that is evaluated in later steps in order to indicate either a success, if and only if all the Fault Targets are hit at once or a failure in all other cases.

2. **Define Partial Success Functions:**
   The parameter search needs to distinguish between hit Fault Targets. This is achieved by defining Partial Success Functions (PSFs), which are needed to recognize, if some, but not all, Fault Targets have been hit, whereas the SF only allows determining, if all the Fault Targets have been faulted during a single, consecutive execution.

3. **Perform Multiple Parameter Search:**
   The goal of performing the Multiple Parameter Search is equal to this of the Parameter Search in SFI, i.e. valid
fault parameters have to be discovered, which lead to an experiment success. Even though there are multiple such parameter pairs to be discovered throughout this step, the process of finding the right parameters is similar to the one in SFI: The adversary uses a single fault in order to search in an increased space, spanned by all Fault Targets parameters. We refer to this process as sweeping. As PSFs have previously been defined, when the injected fault hits one of the Fault Targets, it will be detected by evaluating the corresponding PSF.

As there is only a single fault per execution injected, the SF is not evaluated during this step. The result is a set of sets of absolute parameters, i.e., one set per Fault Target, absolute to a common synchronization Trigger.

4. Translating Absolute Parameters:
The previously discovered absolute fault parameters need to be translated into relative parameters (i.e., relative to the preceding fault), by using the inductive definitions in Equation 1 and Equation 2.

\[ R_0 = A_0 \] (1)
\[ R_n = A_n - (A_{n-1} + W_{n-1}) \] (2)

That is, the first faults relative Offset \( R_0 \) is always equal to the first absolute Offset \( A_0 \) found by our sweeping approach. Every additional fault’s relative Offset \( R_n \) is defined recursively in terms of its absolute Offset \( A_n \), its previous global Offset \( A_{n-1} \) and the previous fault’s width \( W_{n-1} \). All the fault’s Widths may be directly adopted.

5. Fuzzyfying Parameters:
Due to the non-deterministic behavior of the Device under Test (DuT) in the presence of voltage faults, every preceding fault may affect its succeeding ones parameters in unpredictable ways. In order to address this uncertainty, slight modifications have to be applied to the relativeOffsets. We refer to this process as fuzzyification. Here, every fault’s Offset is not considered a single value, but rather a very small interval bound by \( \pm \Psi : \Psi \in \mathbb{N} \). The hereby generated intervals serve as input for the following integration step.

6. Integrate Fuzzyfied Parameters:
As the uncertainty and hence the provided sets are considered to be very small, it is viable to perform an exhaustive search on multiple fault’s parameters. As all the required voltage faults are hereby injected at once, this represents the first step in which the actual attack is performed. Therefore, each MFI attempt is evaluated based on the overall SF, instead of the PSFs.

7. Evaluate and Analyze Repeatability:
Finally, analyzing combinations of multiple fault’s parameters, which in combination led to an overall success, is needed. Further, if there are multiple such combinations available, the different combinations have to be qualified and compared w.r.t. their success rates.

4.1 Transforming Non-Cooperative Setups
\( \mu \)-Glitch is also able to cope with non-cooperative setups, in which there are no PSFs definable, by transforming non-cooperative setups to cooperative ones.

In general, an adversary can perform a parameter search on a physically identical but cooperative setup, before transferring the identified parameters to the non-cooperative setup, as in this case, defining PSFs is easy [43]. This approach is feasible whenever the firmware can (partly) be reproduced and the offset in between Fault Targets remains constant.

As every Integrated Circuit (IC) manufacturer (e.g., STM, Atmel and NXP) provide their own Software Development Kit (SDK) in order to generate the machine instructions for the target device, and it is considered to be best practice and highly encouraged by the manufacturers to use this example code to set up TrustZone-M (TZM), every non-cooperative setup using these public SDKs can be transformed to a cooperative one in the sense of the parameter search.

Therefore, in such a scenario, it is possible to transfer the parameters of several Fault Targets to a non-cooperative setup, thus reducing complexity drastically and enabling attacking proprietary black-box software on these devices.

5 \( \mu \)-Glitch Attack on TrustZone-M

In this section, we describe a real-world attack on TrustZone-M (TZM) using \( \mu \)-Glitch, as compromising these highly secured environments usually leads to the disclosure of sensitive information.

The goal of our attack is to leak secrets stored in secure memory of the TZM from within non-secure firmware. Even though \( \mu \)-Glitch is able to circumvent all duplication-based instruction-level countermeasures, as stated in Section 9, we chose to attack the duplication-based protection of NXP. NXP is an Integrated Circuit (IC) manufacturer, which recently adapted Fault Injection (FI) countermeasures similar to protections proposed by academia in their real-world threat modeling processes for their ARMv8-M series Microcontroller Units (MCUs). The chips are protected by implementing a modified version of the duplication-based approach of Barenghi et al. [4], which is referred to as Duplicate Registers [38, 39]. We will elaborate on this in more detail in Section 5.2.1. We also evaluate this attack on other ARMv8-M MCUs (namely, STM32L5 and Atmel SAML11) which can be compromised with a subset of Fault Targets of this attack. First, we provide preliminary background on TZM.
5.1 TrustZone-M Background

TZM is a Trusted Execution Environment (TEE) for embedded processors, i.e., it introduces system-wide hardware-enforced computation and memory isolation mechanisms, which are built directly into the processor. The TZM platform is configured by different memory attribution units, which are elaborated in the following and depicted in Figure 3.

The Security Attribution Unit (SAU) is specified and designed by ARM. Here, it is possible to define up to eight different memory regions, which can be either Secure (S), Non-Secure (NS) or Non-Secure Callable (NSC). The final security state of a memory region is defined in conjunction with the Implementation Defined Attribution Unit (IDAU).

The Implementation Defined Attribution Unit (IDAU) is specified by the corresponding IC manufacturer. It defines memory regions to be either S or NS. Defining NSC is a privilege granted exclusively to the SAU. On most of the commercially available ARMv8-M TZM processors, the IDAU is implemented to perform a bit check on the 28th bit of a requested address. For an arbitrary address, the IDAU returns S if the 28th bit is set, otherwise NS.

The final Security State is determined by the strongest output security state from SAU and IDAU for a requested address, where the partial order of $S > NSC > NS$ holds.

The Transition between S and NS takes place based on novel ARMv8-M instructions.

To switch from NS to S, it is required to take a detour through calling a veneer function in a NSC region, which consists of a Secure Gateway (SG) instruction.

To switch from S to NS, it is necessary to use either the Branch with eXchange to Non-Secure state (BXNS) or the Branch with Link and eXchange to Non-Secure state (BLXNS) instruction. Here it is important to note that the security level transition will only happen, if the Least Significant Bit (LSB) of the NS address is unset.

The Backchecking Mechanism represents a TEE protection available on MCUs featuring TZM, which ensures confidentiality and integrity on a system level. In this concept, additional integrity checks are realized by introducing new hardware units on the internal system bus, referred to as Advanced High-Performance Bus (AHB).

The three novel hardware units residing on the AHB matrix are:

5.2 Attack Internals

Throughout this section, we describe our concrete attack against NXP-based implementations of the TrustZone-M and their FI countermeasures.

5.2.1 NXP’s Duplicate Register

NXP’s FI countermeasure, referred to as the Duplicate Registers method, deploys for every security-critical register a second, equally structured register in memory space. If active, both of these registers are written sequentially in firmware. Once Single Fault Injection (SFI) is applied in order to skip or modify an assignment to a secured register, its duplicate register would afterward still be written as intended. Based on the introduced inconsistency between the original register and
its duplicate register, any SFI attempt is detected in hardware. This advanced countermeasure is, e.g., encountered in NXP’s LPC55S6X [38] and RT6XX [39] series MCUs. We have identified Duplicate Registers being used in Debugging Features, Physical Uncloneable Function (PUF) Index Configuration and the Activation of the Secure AHB Controller.

5.2.2 Interdependency of Protections

As the checks performed by SAU and IDAU and the checks performed by NXP’s Secure AHB Controller are performed sequentially, attacking only one of these checks would always be detected by the respective counterpart. In addition, the activation of the Secure AHB Controller is further protected by Duplicate Registers. Hence, in order to succeed, all of these have to be successfully attacked during one consecutive execution. While conducting our experiments, NXP processors seem to lock themselves into erroneous states when the TrustZone-M specific instructions to switch the security context are issued, whenever the SAU is not active. Moreover, the activation of the IDAU cannot be skipped, as it is active by default after Power-On Reset (POR).

5.2.3 Fault Targets

With the FI countermeasure and interdependencies of the TZM protections in mind, we define the following Fault Targets and their technical details, which are represented by a flash symbol in Figure 3.

**Activation of the Security Attribution Unit (SAU)** The SAU is activated in the TZM setup routine, a system routine that is executed before the trusted and secure user code is executed. The relevant Fault Target is depicted in line 6 of Listing 1, and is commented with `SAU_CTRL`. Once the Fault Target is hit, i.e. the `STR` instruction is skipped, the SAU is disabled. As later on the Secure AHB Controller is setup as intended, it would detect any invalid bus accesses due to a mismatch of the configuration of both hardware units. This inconsistency between the Secure AHB Controllers configuration and TZM configuration is what prevents a successful attack at this point.

**Activation of Secure AHB Controller** To resolve this inconsistency, the adversary must prevent the Secure AHB Controller from being activated. The Fault Target that needs to be hit in order to prevent activation is shown in line 15 of Listing 1 and is commented with `Original`. Once this store instruction is skipped, the Secure AHB Controller is kept deactivated. Due to the use of Duplicate Registers however, any successful FI attempt will still be detected.

**Duplicate Register for Secure AHB Controller** At this point, the processor would be able to detect an inconsistency between the deactivated Secure AHB Controller and its active Duplicate Register. Hence, the assignment to the Duplicate Register forms another Fault Target, which is shown in line 13 of Listing 1 and is commented with `Duplicate`.

**Prevent Switching of Security Context** After the previous Fault Targets are all hit, the SAU and all the TZM protections are fully disabled. After the boot process, the bootloader passes execution to S firmware, in which the TZM is configured. Afterward, the main function of the user-defined code sets up the system and peripherals, before ultimately passing the execution to NS code, which at this point is invalid and therefore the IC would lock itself into an erroneous state. This transition is performed by the TZM specific `BXNS` instruction.

In Listing 2, we present the relevant disassembled parts of the binary, generated by Gnu Compiler Collection (GCC) for transitioning from S to NS. In order to prevent the internal security context switch from S to NS, it is sufficient to skip the shift-out shift-in operation, implemented by the `LSRS` and `LSLS` instructions defined in

---

Listing 1: Simplified version of NXP’s TrustZone-M Setup Routine

```assembly
BOARD_InitTrustZone:
  ; configure secure regions
  ...
  ; activate SAU
  MOVW R2, #1
  STR R2, [0x800EDDD0]; SAU_CTRL
  ; configure secure AHB controller
  ...
  ; activate secure AHB controller
  MOVW R2, #0xA4A5
  STR R2, [0x500ACFF8]; Duplicate
  ...
  MOVW R2, #0xA4A5
  STR R2, [0x500ACFFC]; Original
```

Listing 2: GCC generated Code to switch the Security Context

```assembly
__gnu_cmse_nonsecure_call:
  ; clear all registers, prevent leaks
  ...
  ; transition to non secure world based on parameter R4
  BXNS R4
  ; secure main function
  main:
  ...
  ; Set up system and peripherals
  ...
  ; Execute user specific code
  ...
  ; Unset the LSB by shift-out-shift-in
  ; R4 is storing the NS destination address
  LSRS R4, R4, #1
  LSLS R4, R4, #1
  ; clear unbanked registers, prevent leaks
  ...
  ; transition to NS will be handled here
  BL __gnu_cmse_nonsecure_call
  ; endless loop, should never be reached
```

---

line 16 and 17. As this code is executed in S state, the LSB is always set.

It is worth noting that even though we have been using NXP’s toolchain to generate the firmware, the herein-described privilege escalation can be performed on almost every commercial available TZM MCU, as most IC manufacturer release their toolchains based on GCC. Moreover, in ARM-based compilers clearing the LSB is performed by a single bit clear (BIC) instruction.

5.3 µ-Glitch Hardware Framework

The Fault Targets in the Multiple Fault Injection (MFI) attack, need to be successfully hit all at once, in one continuous execution in order to fully break the security granted by NXP’s TZM implementation. A lack of suitable commercial MFI tools led to the development of our µ-Glitch MFI framework, which will be introduced throughout this section.

Our custom MFI framework consists of six components, namely the Clock Generation Unit, the Host Communication Unit, the I/O Buffer Unit, internal Configuration Registers, the Multiple Voltage Fault Unit and the Serial Target I/O Unit. In the following, we elaborate on the Multiple Voltage Fault Unit in more detail, as it represents one of the main parts of our framework. However, in order to introduce our MFI hardware, it is important to first understand the Single Fault Unit (SFU) design, which is commonly encountered in SFI setups.

Figure 4 shows a block diagram of a typical SFU. Similar designs are commonly used to inject a single voltage fault into a Device under Test (DuT). A voltage fault is defined by its Width and its Offset, w.r.t. a synchronization point referred to as the Trigger (cf. Section 2.1). In our SFU design, the Width and Offset are both defined as 32–Bit inputs. A SFI is initiated, once the single bit Trigger input signal is asserted. Starting with this external Trigger event, the hardware starts counting, using the reference Clock signal. Once the defined Offset has been reached, the Fault Out signal is set high and remains high for exactly Width clock cycles. The Fault Out signal is routed directly into the gate of an N-Channel metal–oxide–semiconductor field-effect transistor (MOSFET), with its source connected to the fault voltage level and its drain connected to the power supply line of the DuT. This circuit is referred to as the Crowbar-Circuit [40] and represents the state-of-the-art method used to inject a voltage fault. To indicate that the fault attempt has been processed, an additional output signal named Fault Done is asserted for a single clock cycle.

5.3.1 Multiple Fault Injection Hardware

The SFU discussed previously builds the base for the design of our MFI unit. By chaining multiple SFUs together, we are able to inject multiple, coordinated faults using a single trigger. For this purpose, the Trigger input of a unit is connected to the Fault Done signal of its predecessor, whereas the first SFU’s Trigger is directly connected to the external Trigger signal, forming a chain of units. The Fault Out lines are combined by using the logical Or operator, whereas the signal indicating the termination of each MFI attempt is solely defined by the last SFU’s Fault Done signal. By chaining SFUs a single trigger signal can be used to perform MFI.

While this approach is capable of injecting multiple, coordinated faults into a DuT, the number of injected faults is fixed by design. Once there are \( n \in \mathbb{N} \) SFUs downloaded to the Field Programmable Gate Array (FPGA), the framework is determined to generate exactly \( n \) voltage faults, each time it gets triggered.

With respect to our attack flow described in Section 4, the dynamical configuration of the number of injected faults is desirable. Hence, we propose a slightly more complex design, which enables the dynamic activation and deactivation of SFUs, even after the hardware has been downloaded to the FPGA. By introducing multiplexers in between each of the SFUs, as shown in Figure 5, the design is dynamically configurable.

In this depiction, the routing of the Clock, Offset and Width signals of each SFU are intentionally omitted, in order to focus on the interconnection of multiple SFUs. In addition, all the Fault Out signals (Fault 0, Fault 1, . . .) are assumed to be combined using the logical Or operator. The hereby generated signal controls the gate of the MOSFET of our Crowbar circuit implementation. The blocks labeled 1:2 Demux are demultiplexers, i.e., hardware units that forward an input signal (In) to one of the multiple output signals (Out1 or Out2), depending on the state of another input signal (Sel). The selection lines (Sel = SFU0, Sel SFU1, . . .) may be modified by the controlling host system, by updating the MFI framework’s internal registers. The first demultiplexer, which routes its input to Out1 asserts one of the Done signals, which indicates the end of this MFI attempt and interrupts the forwarding of Done-Signals to succeeding SFUs. Each of the Fault Done signals (i.e. Done 0, Done 1, Done 2, . . .) are also combined using the logical Or operator, to form a single output signal.
We conclude our evaluation by performing our real-world
implementation of this countermeasure. When aiming at attacking such successive instructions.

To show the feasibility of circumventing the Duplicate Register Fault Injection (FI) countermeasure, we first define two functions, which are used for the different MFI setups (i.e., cooperative and non-cooperative), and whose source code is provided as a reference in the Appendix in Listing 4 and Listing 5. In both functions two, zero-initialized variables are defined. These represent our Fault Targets, i.e., a register to be protected and its duplicate register. After their definitions, these are written sequentially with the same, non-zero value.

The goal of the adversary is to skip both assignments in one execution, hence compromising the protection introduced by the Duplicate Registers method.

In our cooperative simulation Partial Success Functions (PSFs) are defined, which allows the use of our efficient approach, as described in Section 4. For comparison, in the non-cooperative simulation, PSFs are assumed to be impossible to define, and an optimized exhaustive search is performed. We chose to use the exhaustive search approach as proposed by NewAE, as it represents the state-of-the-art in Single Fault Injection (SFI) attacks\(^8\)

Each assignment to a Fault Target is preceded with a random delay, which is determined during compile-time. Through this, the binary firmware exhibits exactly the same behavior during each execution. Once the firmware is re-compiled, another binary is generated which exhibits different timely behavior. This way we ensure that parameters discovered throughout one experiment are very unlikely to fit another experiment. In order to compare the different setups, the same delays for both setups have been used.

### 6.1.2 Parameter Search

The different search algorithms used to discover MFI parameters are performed several times based on the introduced random delays, before comparing the results of the different approaches to each other. Table 1 compares an exhaustive search (left) to our efficient sweeping approach (right). Each row represents a single comparison of an exhaustive search to

\(^8\)https://github.com/newaetech/chipwhisperer-jupyter/tree/92307484b155394a01c7021fd2113eefceee4aa/courses/fault101, which tests all possible combinations of FI parameters. This search requires no additional knowledge in contrast to other approaches which require time-consuming model training [64] for every glitch or the definition of a fitness function [12], which may not always be possible.
our cooperative approach, based on the depicted compile-time delays. The results for applying our sweeping approach are divided into the time to search the parameters based on PSFs (left) and their integration (right). It shows that our novel approach in a MFI context is much more efficient than the traditional exhaustive search. Here, for every comparison, our novel approach required approximately two percent of the time required by the exhaustive search.

### 6.1.3 Evaluation And Repeatability

For each of the previous MFI parameter searches, multiple combinations of MFI parameters have been returned, which have shown to evaluate the Success Function (SF) to success. Moreover, both parameter search algorithms yielded similar fault parameters, which exhibit only negligible differences. When performing an actual attack, an adversary would always choose the combination of parameters, which has the highest probability for an attack to succeed. Therefore, each previously determined successful combination has to be qualified by means of its reliability and repeatability.

For this, we first define the most promising attack parameters as the parameters, which show the highest success rate of our attack. To estimate the most promising parameters, we perform MFI 1,000 times based on different successful parameter configurations. Once the most promising attack parameters have been determined, 100,000 MFI attempts are performed. The experiment returned a success rate of 0.212 and a respective failure rate of 0.788. This means, that by using our highly precise MFI design about every fifth attempt of injecting two consecutive faults into our Device under Test (DuT) in order to overcome the Duplicate Registers simulation succeeded.

### 6.2 Attacking Successive Instructions

As mentioned in Section 5.2.3, besides skipping the activation of the Security Attribution Unit (SAU) and the activation of the Secure Advanced High-Performance Bus (AHB) Controller, an additional privilege escalation is required. The Fault Targets are two, directly succeeding shift instructions, which, under normal circumstances, unset the Least Significant Bit (LSB) of the NS target address.

With the following simulation, we aim to evaluate if immediately successive instructions, as they are encountered in this

```c
#include <stdint.h>

uint32_t succeeding_fault_targets (void) {
  uint32_t a = 0x13;
  set_trigger(); // synchronization
  reset_trigger(); // purposes
  asm volatile {
    "lsls %[address],%[address],#1\n"
    "lsrs %[address],%[address],#1\n"
    : [address]="r"(a)
    : }
  return a;
}
```

Listing 3: Simulation of our privilege escalation. The inline assembler performs the shift-out-shift-in operation used by GCC to clear the LSB of the NS target address scenario, are best to be attacked by a single, wider fault or by multiple, narrow ones.

### 6.2.1 Fault Targets

Our Fault Targets are depicted in lines 10 and 11 of our cooperative firmware example in Listing 3. This simulation defines a variable labeled `a` and assigns it an odd value of 0x13, i.e., the LSB is set. Based on the returned value, an adversary is able to distinguish which Fault Targets have been hit. If e.g., only the left shift instruction has been skipped, then the returned value must be equal to 0x9. Under normal circumstances both shift operations are performed, clearing the LSB and resulting in a returned value of 0x12.

### 6.2.2 Parameter Search

Throughout this simulation, we assume that the most promising attack parameters are already known and computed by using our efficient search approach.

### 6.2.3 Evaluation And Repeatability

We evaluate performing both, a broad SFI as well as two narrow MFI on the previously introduced Fault Targets to demonstrate how MFI compares to SFI when attempting to attack instructions that immediately follow another. For this evaluation, 100,000 FI attempts have been performed. Throughout this experiment, we define the group of invalid results as these results, where the DuT is either not responding after performing MFI or which cannot be explained by either skipping of the shift instructions.

Using a single, wider fault in order to fault two successive shift instructions resulted in a success rate of 24%, whereas attacking the same instructions using two, narrow faults resulted in a success rate of 15%. Moreover, the group of invalid results increased by 9%. Hence, with respect to the success rate it is more reasonable for an adversary to inject a single fault, utilizing an increased width, in order to attack the two successive shift instructions. The complete results are shown in the Appendix in Table 4.
While the exhaustive approach led in only one of four parameter searches to a result within the given time limit, our sweeping approach has returned correct parameters for every single attempt. Moreover, the fastest exhaustive search has been shown to be eight times slower, than the corresponding sweeping approach. The results of the sweeping approach are again split into the time it took to search the single fault parameters (left) and the time it took to integrate the respective parameters (right). It is worth noting, that there is quite some variance contained in the depicted results, which can be explained by the non-deterministic behavior of FI, i.e., even if the parameters are perfectly set, the injected fault can never guarantee success.

Due to the non-deterministic discovery of fault parameters, we implemented our parameter searches to restart themselves, if either no total success has been observed for a non-cooperative setup, or not at least one partial success has been observed for every Fault Target, in a cooperative setup. Note, that in this attack scenario, it is possible to escalate a non-cooperative setup to a cooperative by using the parameter transfer described in Section 4.1.

### 6.3.2 Evaluation and Repeatability

After conducting the MFI parameter searches, for each setup a set of sets of fault parameter configurations has been returned, based on which the SF evaluated to success. As the parameter found by both search algorithms differ only negligibly we used the parameters returned by our efficient, MFI parameter search, in order to determine the most promising attack parameters. After these parameters are estimated, these are used to perform 1,000,000 MFI attempts, in order to compromise the TZM.

Moreover, this evaluation has been performed two times. The averaged results of both experiments are depicted in Table 3.

<table>
<thead>
<tr>
<th>Fault Targets</th>
<th>Success Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>SAU</td>
<td>0.451</td>
</tr>
<tr>
<td>SAU &amp; AHB CTRL</td>
<td>0.0251</td>
</tr>
<tr>
<td>SAU &amp; AHB CTRL &amp; DUPL</td>
<td>0.0023</td>
</tr>
<tr>
<td>SAU &amp; AHB CTRL &amp; DUPL &amp; PE</td>
<td>0.0000003</td>
</tr>
</tbody>
</table>

Table 3: Results of performing our MFI attack against NXP’s TrustZone-M. Results are given for an increasing amount of consecutive hit Fault Targets in one single execution.

The success rates when injecting exactly one (only disabling the SAU) up to four (completely disabling TZM) faults based on the most promising attack parameters are depicted. SAU is referring to the first Fault Target, i.e., the activation of the SAU, AHB CTRL is referring to the activation of the Secure AHB Controller, DUPL is referring to the Duplicate Register of the Secure AHB Controller and PE is referring to the privilege escalation. These results indicate that almost every second attempt (45.1%) to inject four faults into the DuT is deactivating the SAU. Moreover, 2.52% of the performed FI
We propose an Information Level Countermeasures (ILC), which helps in the end-to-end attack for disabling TZM, both on cooperative as well as non-cooperative Multiple Voltage Fault Injection (MVFI) setups, on different target Integrated Circuits (ICs), namely STMs STM32L5, Atmels SAML11 and NXP's LPC55S69 and RT6600 Microcontroller Units (MCUs). In the Appendix in Table 5 we show the attacked chips and the necessary Fault Targets to achieve disabling TZM per chip. In addition, we show the time for baseline exhaustive search (capped at 48h) in contrast to our sweeping approach and the combined success rate of all glitches combined. RT600 is conceptually similar to the LPC55S69 and can be attacked using the same Fault Targets. SAML11 configuration is stored in Non-Volatile-Memory (NVM) space and either modifying read information or glitching the bootloader is necessary. In order to disable the Brownout Detection (BoD) of the STM32L5, which may interfere with Voltage Fault Injection (VFI), glitching of the Phase Locked Loop (PLL) configuration is necessary, in order to run the chip with a clock frequency of $\leq 32MHz$ in case the chip is configured to run faster. According to our evaluation $\mu$-Glitch can successfully attack conceptually similar ICs.

7 Potential Countermeasure

Inspired by the insights of our evaluation we propose a potential countermeasure against Multiple Fault Injection (MFI) attacks.

We propose an Information Level Countermeasures (ILC), as this kind of countermeasure may also be applied on already deployed hardware, i.e., no novel hardware revision is required in order to deploy physical sensors. By attacking the Duplicate Registers method throughout this work, we have shown that single-fault injection protections on the instruction level may be overcome by injecting additional faults. This is possible due to the fact that the Fault Targets are located at always the same offsets. Hence, an adversary is able to conduct a multiple-parameter search and thus form a reliable attack. Our concept of randomizing the Duplicate Registers makes use of random delays, in order to strengthen the Duplicate

Register method against MFI attacks, by removing the possibility of searching for MFI parameters. For this, we propose the use of a compiler pass, which introduces a compiler attribute that can be used to security critical assignments. As the random delay is only introduced when the aforementioned attribute is encountered, the overhead on the computation, in general, is negligible.

The goal is to generate machine instructions, which force the processor to stall for a small, random period of time. With this, a parameter search can not be successfully carried out as the Offset of the Fault Targets varies on a per-execution base. However, a trade-off is introduced between increasing the parameter search space by introducing a large delay and the minimization of overhead in processor time by using a small delay. When conducting our experiments, the MFI framework’s internal frequency has been chosen to be up to 20 times higher than that of the Device under Test (DuT). Here we have observed, that a timing difference of less than a single DuT’s clock cycle leads to no successes. Hence we assume that the stall time can be kept low without compromising security.

As by this method, there is no possibility to conduct a parameter search, the best possible attack is to inject, random parameterized faults into the DuT, which leads to the impracticability of a MFI attack, by decreasing its success rate tremendously.

By utilizing this approach to attack two Fault Targets, which have a random preceding delay of 0-9 cycles, the probability of injecting two successful glitches is 100 times lower than without this protection.

8 Discussion

We argue $\mu$-Glitch to be applicable to most Microcontroller Units (MCUs) with TrustZone-M (TZM), as the adversary only needs to have access to the power supply of the IC, no need to supply the DuT’s clock signal by using oversampling and the TZM setup code of most MCUs is open source knowledge in form of Software Development Kits (SDKs). Naturally, $\mu$-Glitch is not limited to conduct attacks against TZM. Van den Herrewegen et al. [58] used Single Fault Injection (SFI) to deactivate debugging protections to exfiltrate data. In recent MCUs by NXP, the debug interfaces are protected by duplication-based approaches, therefore, SFI attacks cannot be used anymore. Hence, in order to overcome the debug features protection, $\mu$-Glitch Multiple Voltage Fault Injection (MVFI) approach becomes mandatory.

We also evaluated using $\mu$-Glitch to overcome the mitigating effects of Brownout Detection (BoD) against Voltage Fault Injection (VFI). Even though it is intended to be a safety feature to power down an embedded device whenever the battery-based voltage supply drops below a certain threshold, it has also been shown to detect the voltage drops caused by VFI. In sampling based BoD approaches, the supply voltage
is measured periodically, which is commonly encountered in embedded devices, as it has a relatively low power consumption. If the BoD sampling frequency is high enough, it may happen that a voltage fault can be detected. We, therefore, propose to split a single, wider voltage fault into several, narrower ones exhibiting a similar effect on the target. Based on this, we were able to overcome a sampling-based BoD by using two voltage faults, instead of a single fault which triggered the BOD. Unfortunately, the success rate of using two narrower glitches instead of one, is lower, as the chance to find a sweet spot is decreasing which each additional glitch. Exemplary, the original and the first of the split glitches have the same offset. The width of the original glitch is 400\(^{\text{ns}}\). A double-fault inheriting a similar experiment outcome is represented by the two widths of 170\(^{\text{ns}}\) and 140\(^{\text{ns}}\) with an in-between offset of 100\(^{\text{ns}}\). A graphic depiction can be seen in Figure 6.

![Figure 6: Oscilloscope recording of the original, wider fault and its corresponding double-fault representation.](image)

9 Related Work

In the following, we provide a summary of existing Fault Injection (FI) attacks, attacks on Trusted Execution Environments (TEEs) as well as FI countermeasures.

**Fault Injection Attacks:** Several FI attacks have been proposed over the last years, which we utilize in this work. Our work builds on top of Roth [46], who has attacked several implementations of the TrustZone-M by injecting a single voltage fault. The author aimed at hitting Fault Targets, which set the lower bounds of \( NS \) regions, therefore extending the regions to ultimately access sensitive, secure data. For this purpose, firmware examples were attacked, which did not activate the vendor-specific backchecking mechanisms of TrustZone-M implementations. In contrast to this, we focus on providing a reliable and repeatable procedure for conducting Multiple Fault Injection (MFI) attacks, which is able to circumvent all protections which are enabled by default in NXP’s Software Development Kit (SDK). Trichina et al. [56] propose two-fault attacks on protected CRT-RSA implementations running on an advanced 32-bit ARM Cortex M3 core. The authors performed two-fault Laser Fault Injection (LFI) on a protected cryptographic application, as LFI exhibits a high spatial resolution. Nashimoto et al. [35] combined stack based Buffer Overflow (BO) attacks with two-fault Clock Fault Injection (CFI), in order to prevent the BO from being detected. Colin O’Flynn [40] showed that Voltage Fault Injection (VFI) may exhibit a high temporal resolution based on his proposed Crowbar circuit, which we utilize in this work. We have shown that by using this circuitry, it is further possible to inject multiple voltage faults within a short period of time. Bozzato et al. [9] replaced the Crowbar circuit by a Digital to Analog Converter (DAC). This way, improving VFI by increasing transferability to other hardware, being able to attack Brownout Detection (BoD) enabled Integrated Circuits (ICs) and injecting faults based on arbitrary waveforms. While the authors mention being able to inject multiple faults, they fell short of showing MFI attacks using their hardware and provided no evaluation, as they focus in their work on increasing the reliability and repeatability of Single Fault Injection (SFI). Timmers et al. [55] performed VFI to corrupt the instruction decoding stages of the internal processor pipeline, with the goal of hijacking the control flow by setting the Peripheral Checker (PC) to predefined addresses stored in general purpose registers. In a later work, Timmers et al. [54] showed that in an embedded Linux Operating System (OS), the privileges could be escalated from user to system privileges by performing VFI. By performing VFI against AMD’s Secure Processor (SP), Buhren et al. [11] were able to control the key management and by this, compromise the security of AMD’s Secure Encrypted Virtualization (SEV). An overview of fault attacks on embedded devices is provided by Yuce et al. [65]. Werner et al. [62] generate fault models for LFI based on fault injection simulations.

The first Multiple Clock Fault Injection (MCFI) has been demonstrated by Blömer et al. [8], attacking two consecutive instructions during a single execution by directly modifying the clock signal. For this attack to succeed the external clock signal has to be fed directly into the processing part of the Device under Test (DuT). However, as of today, most ICs use Phase Locked Loops (PLLs), which were shown to gracefully protect against clock glitching. Further, MFI has been performed by Colombier et al. [15] using a LFI setup. Due to its sophisticated spatial and timely resolution, optical fault injection forms a promising candidate for MFI. LFI setups, however, are quite costly. A single LFI setup is commonly encountered in the magnitude of \$100.000\), whereas the cost for a multiple LFI setup is even higher. Moreover, in order to conduct LFI attacks, in general, a much more invasive preprocessing of the DuT is required, in comparison to VFI. Electromagnetic Fault Injection is commonly not considered to be used in MFI setups, as the internal capacitor banks take too much time in order to be recharged, thus, rapid successfully injected consecutive faults cannot be guaranteed. Commercial equipment for MFI, e.g., Alphanov’s double laser fault injection microscope (D-LMS) and Riscure’s VC Glitcher, are fairly expensive and only shown to conduct Multiple Laser Fault Injection (MLFI). Devices from NewAE [44] cannot conduct Multiple Voltage Fault Injection (MVFI) but
need a separate trigger for every glitch to be injected. In contrast, $\mu$-Glitch is capable of reliably performing MVFI based on low-cost hardware. We aim at attacking setups, in which commonly only a single, synchronizing trigger signal can be asserted. To the best of our knowledge, the possibility of conducting MVFI has not been studied before.

**Cryptographic Attacks:** Differential Fault Analysis (DFA) has first been described by Biham and Shamir [7]. It poses a cryptanalytic attack that exploits computational errors in order to disclose cryptographic keys. In recent years publications attacking today’s Advanced Encryption Standard (AES) [18, 51, 57], Rivest-Shamir-Adleman-Cryptosystem (RSA) [2], Data Encryption Standard (DES) [64], recent cryptographic Hash Functions [27, 29] and many more [6, 13, 20, 26] emerged.

**Trusted Execution Environment Attacks:** In recent years attacks utilizing different attack vectors against popular TEEs like ARM’s TrustZone (TZ) as well as Intel’s Software Guard Extension (SGX) were published.

Tang et al. [53] presented the CLKSCREW attack, which exploited an on-chip energy regulation mechanism in order to break the security promises by ARM’s TrustZone. Kenjar et al. [23] described another software-controlled, but hardware-based fault injection approach in which the authors were able to compromise any operating mode of Intel processors by modifying the frequency and voltage through privileged software interfaces. The authors showed that software management interfaces can be exploited to undermine the system’s security. Qui et al. [45] performed a software-based voltage fault injection by abusing the Dynamic Voltage and Frequency Scaling (DVFS) techniques for energy efficiency, allowing them to attack a secure software implementation of AES. Ryan [47] showed that ARM’s TZ is susceptible to cache-based attacks, which exhibit high temporal precision, high spatial precision and low noise. The author was able to fully recover a 256-bit private key from Qualcomm’s version of the hardware-backed keystore. Ning et al. [37] exploited security vulnerabilities in ARMs software debugging features to extract sensitive information from TZ. Jang et al. [21] performed a denial-of-service against SGX, in which the CPU could be shut down by performing a Rowhammer [34] attack. Lee et al. [25] found that it is indeed possible to circumvent the hardware protections provided by the SGX design by performing Return Oriented Programming (ROP) attacks.

Different attack vectors were used in the past to attack TEEs, including TZ, however, these attack vectors are not suitable for MVFI and therefore not able to overcome SFI based protection mechanisms such as utilized by LPC55SXX and RT6XX Microcontroller Units (MCUs).

**Fault Injection Countermeasures:** Due to the vast amount of proposed work in this field, we present an overview in the Appendix in Table 6, where we list several proposed FI countermeasures, which are further classified into Information Level Countermeasures (ILCs) [4, 5, 32, 38, 39, 48] and Hardware Level Countermeasures (HLCs) [10, 17, 19, 22, 30, 31, 50, 61]. Due to the higher abstraction of ILCs, these protect against a certain Fault Model, whereas the HLCs are generally deployed to protect against a certain type of FI. The last column determines whether or not this countermeasure is theoretically able to protect from voltage MFI attacks, as described throughout our work. A check (✓) indicates, that the respective countermeasure is able to protect from multiple voltage fault injection, whereas a cross (×) indicates, that it is not. Regarding the ILCs, these must be directed against Instruction Skipping in order to protect from our proposed MFI attack, whereas the HLCs must be deployed in order to detect VFI.

Moro et al. [32] proposed a duplication based ILC replacement approach for most Thumb-2 instructions. Moreover, Barry et al. [5] proposed a follow-up ILC, as not every instruction could be automatically replaced by the modified Low Level Virtual Machine (LLVM) based compiler and hence, required manual analysis.

The authors base their countermeasures on the assumption that attacking successive instructions using FI is hard. We showed in Section 6.2 that, in principle, $\mu$-Glitch is able to attack successive instructions. Therefore, we denote this with a checkmark in parenthesis in Table 6.

Vosoughi et al. [61] propose a HLC which is able to mitigate the effect of VFI on the IC. Naturally, it can also protect against MFI using VFI, but it depends on specific on-chip voltage regulators to be present in the IC, which is not present at all times. Similarly, Singh et al. [50] propose an application specific HLC, which has to be adapted to the specific application to be protected.

### 10 Conclusion

In this paper, we introduced a novel multiple voltage fault injection platform, coined $\mu$-Glitch, which is capable of injecting multiple, coordinated voltage faults into arbitrary target devices, in order to attack multiple fault targets during a single execution of the target’s firmware.

We proposed and evaluated a novel, efficient parameter search algorithm for multiple voltage fault injection attacks. By the hereby introduced attack vector, a novel threat model emerges, in which the adversary is capable of defeating most instruction-level countermeasures, as they are mostly implemented to protect from single fault injection attacks.

We have shown, that by using our novel approach a TrustZone-M implementation can be attacked, in which there are multiple, interdependent fault targets to overcome, including a specific fault injection protection.

Finally, we have discussed possible countermeasures to thwart multiple fault injection attacks.
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11 Appendix

11.1 Simulation 1

Listing 4: Simulation of Duplicate Registers: Non-distinguishable Fault Targets

```
enum res_t = {FAILURE, SUCCESS};
uint32_t some_register = 0x00000000;
uint32_t some_register_DP = 0x00000000;
extern uint32_t reg_value;

res_t experiment_DR(void) {
  DELAY_1
  some_register = reg_value;
  DELAY_2
  some_register_DP = reg_value;
  DELAY_3
  // In our setup, we made sure not to
  // glitch the if-statements
  if (!some_register && !some_register_DP) {
    return SUCCESS;
  }
  return FAILURE;
}
```

11.2 Simulation 2

Listing 5: Simulation of Duplicate Registers: Distinguishable Fault Targets

```
enum res_t = {FAILURE, FIRST, SECOND, SUCCESS};
uint32_t some_register = 0x00000000;
uint32_t some_register_DP = 0x00000000;
extern uint32_t reg_value;

res_t experiment_DR(void) {
  set_trigger(); // synchronization
  reset_trigger(); // purposes
  DELAY_1
  some_register = reg_value;
  DELAY_2
  some_register_DP = reg_value;
  DELAY_3
  // In our setup, we made sure not to
  // glitch the if-statements
  if (!some_register && !some_register_DP) {
    return SUCCESS;
  } else if (!some_register && some_register_DP) {
    return FIRST;
  } else if (some_register && !some_register_DP) {
    return SECOND;
  } else {
    return FAILURE;
  }
}
11.3 Attacking Successive Instructions

<table>
<thead>
<tr>
<th>#Faults</th>
<th>Result Distribution</th>
<th>Invalid</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>None (a=0x12)</td>
<td></td>
</tr>
<tr>
<td>Single wide fault</td>
<td>Only LSLS (a=0x9)</td>
<td>0.24</td>
</tr>
<tr>
<td></td>
<td>Only LSRS (a=0x38)</td>
<td>0.15</td>
</tr>
<tr>
<td>Two narrow faults</td>
<td>Both (a=0x13)</td>
<td>0.19</td>
</tr>
</tbody>
</table>

Table 4: Distribution of results when simulating the privilege escalation for either a single, wider fault or two, narrow ones to be injected in order to attack directly successive instructions.

11.4 Transferability

<table>
<thead>
<tr>
<th>Chip</th>
<th>FT1</th>
<th>FT2</th>
<th>FT3</th>
<th>FT4</th>
<th>Exhaustive Search</th>
<th>Sweeping Search</th>
<th>Successrate</th>
</tr>
</thead>
<tbody>
<tr>
<td>LPC55SXX</td>
<td>SAU</td>
<td>Secure AHB CTRL</td>
<td>DR</td>
<td>BXNS</td>
<td>&gt;48h</td>
<td>8.15h</td>
<td>0.0000003</td>
</tr>
<tr>
<td>RT6XX</td>
<td>SAU</td>
<td>Secure AHB CTRL</td>
<td>DR</td>
<td>BXNS</td>
<td>&gt;48h</td>
<td>8.34h</td>
<td>0.0000002</td>
</tr>
<tr>
<td>SAML11</td>
<td>SAU</td>
<td>Bootloader*</td>
<td>-</td>
<td>BXNS</td>
<td>&gt;48h</td>
<td>4h</td>
<td>0.0002566</td>
</tr>
<tr>
<td>STM32L5</td>
<td>SAU</td>
<td>Global TZ Configuration</td>
<td>-</td>
<td>BXNS</td>
<td>&gt;48h</td>
<td>47h</td>
<td>0.0034000</td>
</tr>
</tbody>
</table>

*TZ Configuration stored in Non-Volatile-Memory (NVM), which is loaded by bootloader

Table 5: Evaluation of Multiple Voltage Fault Injection (MVFI) attacks on the TrustZone-M (TZM) implementation of different chips and the Fault Targets to be hit.

11.5 Countermeasures

<table>
<thead>
<tr>
<th>Reference</th>
<th>ILC</th>
<th>HLC</th>
<th>Fault Model / FI Method</th>
<th>Protects against VMFI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Duplicate Registers [38, 39]</td>
<td>×</td>
<td></td>
<td>Instruction Skipping</td>
<td>×</td>
</tr>
<tr>
<td>Barenghi et al. [4]</td>
<td>×</td>
<td></td>
<td>Instruction Skipping</td>
<td>×</td>
</tr>
<tr>
<td>Sakamoto et al. [48]</td>
<td>×</td>
<td></td>
<td>Instruction Manipulation</td>
<td>×</td>
</tr>
<tr>
<td>Moro et al. [32]</td>
<td>×</td>
<td></td>
<td>Instruction Skipping</td>
<td>✓</td>
</tr>
<tr>
<td>Barry et al. [5]</td>
<td>×</td>
<td></td>
<td>Instruction Skipping</td>
<td>✓</td>
</tr>
<tr>
<td>Matsuda et al. [30]</td>
<td>×</td>
<td></td>
<td>Laser Fault Injection (LFI)</td>
<td>×</td>
</tr>
<tr>
<td>Wei et al. [19]</td>
<td>×</td>
<td></td>
<td>LFI</td>
<td>×</td>
</tr>
<tr>
<td>Breier et al. [10]</td>
<td>×</td>
<td></td>
<td>Electromagnetic Fault Injection (EMFI)</td>
<td>×</td>
</tr>
<tr>
<td>Deshpande et al. [17]</td>
<td>×</td>
<td></td>
<td>EMFI</td>
<td>×</td>
</tr>
<tr>
<td>Miura et al. [31]</td>
<td>×</td>
<td></td>
<td>EMFI</td>
<td>×</td>
</tr>
<tr>
<td>Jimenez-Naharro et al. [22]</td>
<td>×</td>
<td></td>
<td>Clock Fault Injection (CFI)</td>
<td>×</td>
</tr>
<tr>
<td>Vosoughi et al. [61]</td>
<td>×</td>
<td></td>
<td>Voltage Fault Injection (VFI)</td>
<td>✓</td>
</tr>
<tr>
<td>Singh et al. [50]</td>
<td>×</td>
<td></td>
<td>VFI</td>
<td>✓*</td>
</tr>
</tbody>
</table>

*Application specific

Table 6: List of general Information Level Countermeasures (ILCs) and Hardware Level Countermeasures (HLCs) and their capability to protecting against voltage Multiple Fault Injection (MFI) attacks