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Abstract

In software development, it is critical to detect vulnerabilities in a project as early as possible. Although, deep learning has shown promise in this task, current state-of-the-art methods cannot classify and identify the line on which the vulnerability occurs. Instead, the developer is tasked with searching for an arbitrary bug in an entire function or even larger region of code.

In this paper, we propose VulChecker: a tool that can precisely locate vulnerabilities in source code (down to the exact instruction) as well as classify their type (CWE). To accomplish this, we propose a new program representation, program slicing strategy, and the use of a message-passing graph neural network to utilize all of code’s semantics and improve the reach between a vulnerability’s root cause and manifestation points.

We also propose a novel data augmentation strategy for cheaply creating strong datasets for vulnerability detection in the wild, using free synthetic samples available online. With this training strategy, VulChecker was able to identify 24 CVEs (10 from 2019 & 2020) in 19 projects taken from the wild, with nearly zero false positives compared to a commercial tool that could only detect 4. VulChecker also discovered an exploitable zero-day vulnerability, which has been reported to developers for responsible disclosure.

1 Introduction

Software vulnerabilities are typically introduced into systems as a consequence of flawed security control designs or developer error during the implementation of the software specification. Such flaws and errors are unavoidable during the design and implementation phases of the software life cycle, particularly for large, complex, and interconnected software systems, such as distributed systems. In 2020, there were 18,352 vulnerabilities publicly reported in the Common Vulnerabilities and Exposures (CVE) database \cite{25}, and the total number of new vulnerabilities reported has been increasing every year. In reality, many more vulnerabilities exist and are being silently patched (e.g., \cite{29}), exploited by malicious actors (i.e., zero-days), or simply have yet to be discovered.

Detecting software vulnerabilities in the earliest stages of the software life cycle is critically important, primarily because vulnerabilities in deployed software can be exploited by an attacker to achieve a variety of malicious ends (e.g., data theft, ransom, etc.). Additionally, the cost to patch vulnerabilities at various points in the software life cycle increases dramatically; the cost to patch a vulnerability discovered in deployed software is exponentially higher than the cost to patch the vulnerability during implementation. As a result, detecting vulnerabilities in software source code has been a highly active area of both academic and commercial research and development for decades.

As such, static application security testing (SAST) tools have become pervasive in the software development process to help developers identify bugs and vulnerabilities in their source code. SAST tools typically employ static software analysis techniques (e.g., taint analysis, data-flow analysis) and/or libraries of vulnerability patterns, matching rules, etc., to scan source code, identify potential bugs or vulnerabilities, and report them for manual inspection. SAST reports are highly precise, yielding alerts that identify specific lines of source code as vulnerable to specific types of vulnerabilities, typically categorized as common weakness enumerations (CWEs).

Many SAST tools are available to developers, including both open source (e.g., Flawfinder \cite{5}, Infer \cite{7}, Clang \cite{3}) and commercial offerings (e.g., Fortify \cite{2}, Perforce QAC \cite{6}, and Coverity \cite{4}). SAST tools are typically employed during code reviews as part of continuous integration and development processes, or launched manually by developers.

Although SAST tools are powerful, they have several disadvantages. First, they often report false positives (i.e., misidentify code as vulnerable). In most cases this is a result of (1) limitations or incomplete rule/pattern matching algorithms, and (2) vulnerabilities that exist in unreachable code. Second, SAST tools struggle to detect complex and contextual vulnerabilities, resulting in high false negative rates (i.e., failing to identify vulnerable code). This is also a limitation of rule/pattern matching algorithms. For example, some program behaviors, such as integer overflows and...
underflows, are legitimate in some contexts (e.g., cryptography) and vulnerable to exploitation in others (e.g., memory allocation). Similarly, use-after-free vulnerabilities are highly context sensitive, sometimes requiring long sequences of (de)allocations over the program’s lifetime to manifest.

1.1 Recent Efforts

To overcome these limitations, researchers have recently turned to deep learning. Specifically, prior work has explored applications of convolutional (CNN) [19, 28, 38], recurrent (RNN) [20–23, 40], and graph neural networks (GNN) [9, 11, 13, 14, 30, 32, 35, 39] to detect vulnerabilities in source code. This is accomplished by representing the software as an annotated graph (G) to encode its data-flow (DFG), control-flow (CFG), and/or abstract syntax (AST).

While prior approaches have demonstrated good performance, software developers are unlikely to adopt or use these models in the same manner they currently use SAST tools. This is because (1) these methods make predictions over entire functions or code regions and/or (2) cannot classify the type of vulnerability found. Using such a tool would require developers to search through hundreds of lines of code for a vulnerability with no further information. This is even more problematic with tools that do not classify the vulnerability [9, 11, 28, 30, 32, 35, 39] since the developer has no indication of what they are looking for or what remediation approach is required. This issue is amplified in the presence of false positives, which are common occurrence in existing machine learning techniques.

Insight 1: To increase the precision of a prediction, the observation must relate directly to the location of the vulnerability.

Incomplete Code Representations. To convert G into a format that machine learning can understand, symbols derived from the AST and/or functions are either compressed [20–23, 28, 40] or embedded using methods like Word2Vec [9, 11, 19, 30, 32, 35, 39] as a preprocessing step. This method of representing software is compatible with machine learning techniques, but is suboptimal because it prevents the learner from directly reasoning about instruction and dependency semantics. Moreover, information from the AST is either (1) omitted, (2) included in manner that inhibits graph-based learning [9, 11, 30], or (3) is included incorrectly in a manner that harms code semantics and model efficiency [32, 39].

Insight 2: To enable effective graph-based learning in this task, a new code representation that properly incorporates the flow of AST information is required. Furthermore, instruction level semantics should be explicitly provided in G to enable efficient and effective learning.

Manifestation Distance. The manifestation of a vulnerability can occur hundreds of lines after its root cause. Current GNN approaches use models that can only propagate a node’s information one or two steps away. As a result, these GNN models cannot infer whether a potential root cause directly influences a potential manifestation point. Instead, these models are limited to identifying local patterns around either point (e.g., a missing guard branch prior to a memcpy is enough to raise an alarm).

Insight 3: To increase the model’s ability to identify vulnerabilities, the model must be able to identify causality across the entirety of Gi.

The Lack of Labeled Data. Deep learning requires thousands of samples for training. However, since it is hard and expensive to label vulnerabilities in real code at the instruction or even line level, large fine-grained datasets do not exist. Therefore, current work must either: (1) use synthetic datasets (e.g., NIST SARD [26]), which do not generalize to large projects or real world code, or (2) use datasets that only label code regions (program slices) or entire functions.

Insight 4: To enable cost effective high precision detection in source code, there is a need to develop data augmentation techniques to efficiently expand existing datasets.

Level of Program Representation. Source-level programming languages are designed for programmer ease and flexibility, and as such can capture several inter-related and high level operations in a single line of source code. Such rich instruction semantics are in stark contrast to the characteristics of software vulnerabilities, which are typically associated with atomic and machine-level instruction semantics (e.g., out-of-bounds buffer accesses, integer overflows). Most prior work extracts G from the source code without lowering or compiling it. As a result, these models are challenged with identifying low-level vulnerabilities from abstract program representations.

Insight 5: To improve the model’s ability to reason about vulnerabilities that have atomic machine-level characteristics, G should capture instruction semantics at lower levels rather than at source code.

1.3 The Proposed Solution

In this paper we propose VulChecker: a deep learning framework for detecting the precise manifestation point...
of software vulnerabilities in source code. To accomplish this, VulChecker first passes the program’s source code through a custom LLVM compiler toolchain to generate a GNN-optimized program representation, which we refer to as an enriched program dependency graph (ePDG).

ePDGs are graph structures in which nodes represent atomic machine-level instructions and edges represent control- and data-flow dependencies between instructions. ePDGs are well-conditioned for graph-based machine learning models since they more accurately capture the flow of the software.

To localize a given vulnerability, VulChecker searches the ePDG for potential vulnerability manifestation points, such as calls to a `free()` function for double free vulnerabilities (i.e., CWE-415). VulChecker then cuts a subgraph $G_i$ backwards from that point. By having every subgraph terminate at a potential manifestation point, the model obtains a stable and consistent view. This enables the model to flow information about any potential root causes in $G_i$ down to the singular manifestation point in question. During deployment, when a subgraph is predicted to be vulnerable with respect to a specific CWE, VulChecker alerts the developer to the exact location (line and instruction) of the manifestation point in source code and indicates the CWE type.

In order to give the model the ability to reason about causality, we chose a different GNN than previous approaches. In particular, we develop a model based on a message passing GNN called Structure2Vec (S2V) [15]. With this model, we are able to efficiently pass information over hundreds of hops from one side of $G_i$ to the other. Furthermore, by using S2V we are able to supply edge features (e.g., data type for data-flow dependencies) as well as consider a node’s features at every propagation iteration.

Finally, to mitigate the issue of obtaining fine-grained labeled datasets, we propose a data augmentation technique. The approach is to generate positive samples by injecting synthetic traces into projects taken from the wild. The approach is cheap because the synthetic traces are taken from open sourced labeled datasets like the Juliet C/C++ Test Suite [26] and $G$ is manipulated directly to avoid compilation issues. The approach is effective because we inject root causes at random distance away from the manifestation point. This improves generalization by forcing the model to search deeper into $G_i$ over real code.

We evaluated VulChecker on five distinct CWEs: integer overflow (CWE-190), stack overflow (CWE-121), heap overflow (CWE-122), double free (CWE-415), and use-after-free (CWE-416). We chose these CWEs because they are some of the most prevalent and exploitable types of memory corruption plaguing development in popular languages like C/C++. These CWEs cover both spatial and temporal memory safety issues, testing the flexibility of our approach. They are also featured in MITRE’s 2021 list of the 25 most dangerous CWEs.¹ When trained on only augmented data, VulChecker was able to detect 24 vulnerabilities (reported CVEs) in the 19 C++ projects we evaluated. This was significantly more than the baseline SAST tools, where even the commercial tool only detected 4 of the CVEs. We also had a vulnerability analyst review the top 100 results from a model trained on both augmented and CVE data. The analyst found that VulChecker has hit rate (precision) of 50-80% on the top 50 results. VulChecker was also able to detect a previously unknown vulnerability (zero-day), which has been reported to the developers for responsible disclosure. Overall, we found VulChecker to be a practical tool for developers because: (1) it is able to operate on large projects (such as libgit2 with over 300 files, 110k lines of code, and 18 million instructions), and (2) it has a comparatively low false positive rate.

1.4 Contributions
Overall the main contributions of this work are as follows:

- To the best of our knowledge, VulChecker is the first deep learning framework that can both detect vulnerabilities in source code with instruction and line-level precision and classify the type of CWE. This makes VulChecker the first practical deep learning-based SAST tool for developers, enabling them to quickly identify and remediate vulnerabilities in their code in the same manner as traditional SAST tools. Improving upon prior techniques, developers using VulChecker do not need to search hundreds of lines to find vulnerable code and/or determine what type of vulnerability is present.

- We introduce the use of message passing neural networks for the task of vulnerability detection to learn and identify the relationship (causality) between a vulnerability’s root cause and manifestation point in a PDG. Using this model, we are also able to explicitly assign features to edges in our ePDG, such as data type in the DFG component.

- We propose the ePDG, a novel graph-based machine-learning-optimized program representation that avoids the inefficiencies and drawbacks of others in prior work.

- We present a novel data augmentation approach that helps mitigate the lack of fine-grained datasets for GNN-based source code vulnerability detection, while still generalizing to real world software projects taken from the wild. The approach is simple and easy to implement, making it a practical way to boost the performance of future models in this research domain.

The source code, models, and datasets presented in this paper are available online.² A demo of VulChecker working as a plugin for Visual Studio Code is also available online.³

2 Related Works
In this section, we review the last three years of related work on deep learning techniques for detecting vulnerabilities in

¹cwe.mitre.org/top25/archive/2021/2021_cwe_top25.html
²https://github.com/ymirsky/VulChecker
³https://tinyurl.com/mucpt67x
source code and contrast them to VulChecker’s model, program representation, and application (summarized in Table 1).

### 2.1 Model

Early work in this area focused on CNNs and RNNs on linear (sequential) representations of the software’s data-flow graphs [19, 23, 28, 38,40]. However, a linear representation omits software structure, which prevents the model from learning and utilizing various contexts and semantics in its pattern recognition. These linear reductions also make it hard for the model to perform well on code from the wild where a vulnerability can manifest after hundreds of lines of noisy and complex code [11].

To overcome these issues, later work [14,39] [9, 11, 13, 30, 32, 35] used graph-based neural networks to consider the code’s structural semantics. They utilize a graph convolutional neural network (GCN) that propagates information to neighboring nodes to learn embeddings for each node, which are then averaged or summed prior to use in classification. However, GCNs do not recall (i.e., propagate) a node’s original feature vector at each iteration and struggle to learn long-distance relationships across the input structure. To remedy this, subsequent work [9, 30, 32] used gated graph recurrent neural networks (GRNN) that leveraged a recurrent layer to recall information passed to neighboring nodes at previous iterations. However, in these networks the number of layers dictated the number of propagation iterations, which was only one or two [13]. VulChecker’s model is based on Structure2Vec (S2V) [15], a message-passing neural network that can perform hundreds of iterations without needing additional layers. Consequently, VulChecker is better suited for vulnerability detection because it can identify connections between distant root cause and manifestation points.

### 2.2 Program Representation

Prior work used a variety of graph-based program representations (depicted in Figure 1), the simplest of which are control-flow graphs (CFG), data-flow graphs (DFG), and combined CFG/DFGs called program dependency graphs (PDG). These representations can be readily generated from source code (e.g., with tools like Joern [37]), but do not capture instruction semantics explicitly.

More advanced representations include code property graphs (CPG) [37] and natural code sequence CPGs (ncsCPG) such as in [39]. CPGs merge the source code’s PDG and AST by attaching each source line’s AST subtree under the corresponding node in the PDG. This indirectly captures instruction semantics along with control- and data-flow dependencies in a single structure. However, such representations are not well structured for GNN learning models since information from the AST cannot flow across the graph. Finally, an ncsCPG is a CPG in which the leaf nodes in each AST subtree are superficially linked to leaf nodes in the preceding or successive trees, as visualized with orange edges in Figure 1 [32, 39]. This enables information to flow from the AST during GNN learning; however it is suboptimal because semantically unrelated source code lines become linked, even if they share no data or control dependencies.

Finally, systems that use sequential models (i.e., CNNs and RNNs) represent code as a sequence extracted or flattened from one of the graphical forms above [19–23, 28, 38, 40]. While appropriate for the model type being used, these representations fail to leverage the inherently graph-like structure and operation of software.

Regardless of the program representation used, prior work relies on feature extraction to compress and express the contents of each token or node in G. Examples include one hot encodings and pre-processed embeddings (e.g., Word2Vec [24]) to capture the meaning of different symbols and calls (e.g., int, =, for, free(), etc.) In some cases entire portions of code are summarized using Doc2Vec [18]. The issue with these representations are that (1) nodes in G, would likely capture multiple

### Table 1: Summary of related works in comparison with VulChecker

| Year | Cite | Name            | Source Code | Structure | Line | Plane | Node | Edge | Input | Model | Utilizes Edge Type | Detection level | Year | Cite | Name            | Source Code | Structure | Line | Plane | Node | Edge | Input | Model | Utilizes Edge Type | Detection level |
|------|------|-----------------|-------------|-----------|------|------|------|------|-------|-------|-------------------|-----------------|------|------|-----------------|-------------|-----------|------|------|------|------|-------|-------|-------------------|----------------|----------|
| 2018 | [28] | Ravelle 18     |             |           |      |      |      |      |       |       |                   |                 |      |      | VulChecker      |             |           |      |      |      |      |       |       |                   |                 |          |
| 2018 | [23] | VulDeePecker    |             |           |      |      |      |      |       |       |                   |                 |      |      |                 |             |           |      |      |      |      |       |       |                   |                 |          |
| 2019 | [40] | sVulDeePecker   |             |           |      |      |      |      |       |       |                   |                 |      |      |                 |             |           |      |      |      |      |       |       |                   |                 |          |
| 2019 | [39] | Design          |             |           |      |      |      |      |       |       |                   |                 |      |      |                 |             |           |      |      |      |      |       |       |                   |                 |          |
| 2019 | [14] | VGDetector      |             |           |      |      |      |      |       |       |                   |                 |      |      |                 |             |           |      |      |      |      |       |       |                   |                 |          |
| 2019 | [31] | NW-LCS          |             |           |      |      |      |      |       |       |                   |                 |      |      |                 |             |           |      |      |      |      |       |       |                   |                 |          |
| 2020 | [19] | Li’20           |             |           |      |      |      |      |       |       |                   |                 |      |      |                 |             |           |      |      |      |      |       |       |                   |                 |          |
| 2020 | [38] | Zagane’20       |             |           |      |      |      |      |       |       |                   |                 |      |      |                 |             |           |      |      |      |      |       |       |                   |                 |          |
| 2020 | [32] | Funded          |             |           |      |      |      |      |       |       |                   |                 |      |      |                 |             |           |      |      |      |      |       |       |                   |                 |          |
| 2021 | [22] | SySeVR          |             |           |      |      |      |      |       |       |                   |                 |      |      |                 |             |           |      |      |      |      |       |       |                   |                 |          |
| 2021 | [20] | Li’21           |             |           |      |      |      |      |       |       |                   |                 |      |      |                 |             |           |      |      |      |      |       |       |                   |                 |          |
| 2021 | [21] | VulDeeReactor   |             |           |      |      |      |      |       |       |                   |                 |      |      |                 |             |           |      |      |      |      |       |       |                   |                 |          |
| 2021 | [35] | Wu 21           |             |           |      |      |      |      |       |       |                   |                 |      |      |                 |             |           |      |      |      |      |       |       |                   |                 |          |
| 2021 | [9]  | BGN2VAD         |             |           |      |      |      |      |       |       |                   |                 |      |      |                 |             |           |      |      |      |      |       |       |                   |                 |          |
|      | VulChecker     |                 |             |           |      |      |      |      |       |       |                   |                 |      |      |                 |             |           |      |      |      |      |       |       |                   |                 |          |
Figure 1: A comparison of different code representations. Most prior systems rely on CFG (green) and DFG (purple) edges alone, while more recent work includes ASTs (black) to capture the code better. However these trees are not conducive to graph-based learning due to their terminal leaf nodes. This is mitigated by connecting leaves with natural code sequence (NCS) edges (orange) [32, 39], but this results in arbitrary paths w.r.t. the data and control dependency edges.

operations in a single line of source code resulting in a loss in semantic precision and (2) the use of pre-processed embeddings prevents the model from learning the best representation to optimize the learning objective (i.e., classifying vulnerabilities). In contrast, our proposed ePDG explicitly defines node and edge features that encode relevant information (e.g., operations) while avoiding superficial features (e.g., variable names).

2.3 Application

Some recent works have proposed detecting vulnerabilities at the binary level. For example, in [36] the authors propose Gemini, a deep learning model which uses Structure2Vec and a Siamese network to measure the similarity of a given function’s CFG to that of a vulnerable one at the binary level. Other approaches such as DeepBinDiff [17], ASM2Vec [16], and Bin2Vec [8] all follow similar approaches for vulnerability detection where a repository of compiled vulnerable code snippets are checked against the binary in question. However, these approaches are limited since (1) the models search for instances of vulnerabilities (e.g., heartbleed) and not the general pattern (CWE), (2) they require binary disassembly, a process that is undecidable in the general case, and as such may miss bugs in code the disassembler fails to recover, and (3) the vulnerabilities identified using these methods indicate code regions and not specific lines.

Regarding vulnerability detection in source code, the related works listed in Table 1 cannot directly identify the line of a vulnerability because their representations of Gi do not anchor a specific code line. Instead, they cut graphs to include an entire function [9, 11, 28, 30–32, 35, 39] or the code surrounding a potential root cause point for any vulnerability [13, 14, 19, 20, 22, 23, 38, 40], which leads to very broad predictions over entire functions or larger code regions.

One exception is VulDeeLocator [21], a work developed in parallel to VulChecker. In this work the authors first find PoIs in the source code through the program’s AST and mark all library/API function calls, array definitions, pointer definitions and arithmetic expressions. Each marked PoI is then traced down to a lower level code representation (LLVM IR). Then, a forward and backward program slice is taken around the PoI and the slice is flattened into a sequence of 900 tokens (e.g., call, void, @, FUN1,’(,...). Next, each token in the sequence is embedded into a vector using Word2Vec and the sequence of vectors is passed to a bidirectional recurrent neural network (bRNN) which predicts which line is vulnerable.

However, similar to prior work [9,11,14,20,22,30,35,38,39], VulDeeLocator cannot indicate the vulnerability being detected. This leaves the developer to guess the vulnerability out of hundreds of CWEs. Moreover, selecting PoIs from ASTs is not suitable for spatial and temporal memory safety violations. In contrast our ePDG representation based on IR is closer to machine code and resolves ambiguities regarding data types, temporary variables, and storage locations. Furthermore, like other works, VulDeeLocator remove loops and flatten code into a sequence into a finite number of tokens which reducing the code’s semantics and patterns. Finally, many source code based systems like VulDeeLocator tailored to specific languages. However, VulChecker performs analysis at the IR level, making it somewhat language agnostic. Although we only evaluate on C and C++ projects in this paper, VulChecker has the potential to work on other languages such as Objective-C, Fortran, and Rust since LLVM can lower them as well. Further research is need to verify compatibility.

In summary, in contrast to the current state-of-the-art, VulChecker (1) can locate vulnerabilities at both line and instruction level, (2) can classify the type of vulnerability, (3) can better associate root cause and manifestation points by reaching deeper into program slices using a message passing GNN, and (4) may be generalized to a wider array of programming languages.

3 VulChecker

This section presents details on how the VulChecker framework functions. We start with an overview of the pipeline phases and important notation and then elaborate on each step. Overview. For each CWE (i.e., class of vulnerability), VulChecker trains a separate model and uses a different sampling strategy to extract observations (i.e., potential manifestation points). Each of VulChecker’s CWE pipelines follow the same four steps: (1) ePDG generation, (2) sampling, (3) feature extraction, and (4) model training or execution.

---

1 short concat(char *a, char *b, char **out) {
2   short al = strlen(a);
3   short bl = strlen(b);
4   *out = (char *) malloc(al+bl);
5   if (al)
6       memcpy(*out, a, al);
7   if (bl)
8       memcpy(*out+al, b, bl);
9   return al + bl;
}

---

https://llvm.org/
Figure 2: A diagram showing the steps of VulChecker’s pipeline for one CWE. Note that the real graphs are significantly larger than what is visualized (e.g., projects like libgit2-v0.26.1 have over 18 million nodes in \( G \)). Solid edges represent control-flow and dashed edges are data dependencies.

Figure 2 provides a visual summary of these steps.

1. **ePDG Generation**: Given a target program’s source code (denoted by \( S \)), we first compile it to LLVM IR (intermediate representation) and apply several optimizations. Next, we use a custom LLVM plugin specific to the CWE type of interest to analyze the IR, tag potential root cause and manifestation points, and produce an ePDG of \( S \) denoted by \( G \). This process is detailed in Section 3.1.

2. **Sampling**: Next, we scan \( G \) to locate potential manifestation points for the given CWE (Section 3.2) that were tagged during ePDG generation. A manifestation point is any node \( m \) (instruction) in \( G \) that is known to manifest that CWE (e.g., stack memory writes for stack overflow). For the \( i \)-th manifestation point in \( G \), we cut a subgraph \( G_i \) backwards from that point up to a given depth. \( G_i \) represents an observation upon which VulChecker predicts whether or not a vulnerability exists.

3. **Feature Extraction**: Using the same structure of \( G_i \), we create an annotated graph \( G'_i \) where each node contains a feature vector that explicitly captures the respective instruction in \( G_i \). Similarly, we add explicit features to the edges of \( G'_i \). Consequently, \( G'_i \) captures the code leading up to the \( i \)-th manifestation point in a manner that a graph-based machine learning model can understand (Section 3.3).

4. **Model Training/Execution**: VulChecker predicts whether the \( i \)-th manifestation point is vulnerable or not by passing \( G'_i \) through a S2V model \( M \) (Section 3.4). The S2V model is a binary classifier trained on a specific CWE. To train \( M \), we use many negative samples of \( S \), where each sample has been augmented with many positive synthetic examples (Section 4).

5. **Annotation** If \( M \) predicts \( G'_i \) as positive, then the debug symbols passed down from \( S \) to the \( i \)-th manifestation point in the ePDG are used to report line number and instruction to the developer.

### 3.1 ePDG Generation

The creation of an ePDG consists of two steps: (1) lowering the source code \( S \) to LLVM IR and (2) extracting \( G \) based on the structure and flows it contains.

#### 3.1.1 Lowering Code to LLVM IR

The first step in ePDG generation is compiling the source code \( S \) to LLVM IR, which provides a machine-level representation of the target program. This process greatly simplifies the program representation with respect to control-flow (e.g., complicated branching constructs in source code are reduced to conditional jumps that test a single condition), data-flow (e.g., definition-use chains are shorter and less complex as they are based on virtual register values rather than source code variables), and program semantics (IR instructions are atomic and directly translatable to instruction set architecture opcodes). To perform the initial lowering of source code, VulChecker uses LLVM’s C/C++ frontend, Clang (v11.0.0). During lowering, VulChecker instructs Clang to embed debug information in the IR, which enables traceability of IR instructions back to source code instructions. If \( S \) contains labels, then they are propagated to the LLVM IR using LLVM-provided debug information. These labels are later passed down to ePDG nodes at a later stage.

In addition to simplifying the program representation, VulChecker also uses semantic-preserving compiler optimizations provided by LLVM to simplify and better express the code in \( G \). Specifically, it applies: (1) function inlining to replace function call sites in the IR with a concrete copy of the called function body, (2) indirect branch expansion to eliminate indirect branching constructs, and (3) dead code elimination to reduce the size of the output graph. All together, these optimizations ensure that VulChecker can efficiently analyze our ePDGs interprocedurally in the domain of the original program, as the ePDGs contain fully-precise control- and data-flow information in a minimally sized, connected graph.
3.1.2 Generating the ePDG

With the simplified version of $S$ in LLVM IR form, the next objective is to generate an ePDG, $G$, that captures the target’s control-flow, data-flow, and instruction semantics with minimal loss. Concretely, $G$ is a multigraph defined as:

$$G := (V', E,q,r)$$

where $V'$ is a set of nodes (instructions), $E$ is a set of edges (flows), and both $q$ and $r$ are mappings of nodes and edges to classes and attributes. More formally, let $q$ be a mapping of nodes in $V'$ to a class of instruction, defined as

$$q: V' \rightarrow \{c,a\}: c \in C, a \in A_c$$

where $C$ is the set of all types of instructions in the LLVM instruction API (e.g., return, add, allocate, etc.) and $A_c$ is the set of all possible attributes for instruction $v \in V'$ of type $c$. Examples include static values in arithmetic operations, function names for call instructions, and root cause and manifestation tags. Let $r$ be a mapping of edges in $E$ to a pair of nodes defined as:

$$r: E \rightarrow \{(x,y),d,b\}: x,y \in V', d \in D, b \in A_d$$

where $D$ is the set of edge types (i.e., control-flow or data-flow) and $A_d$ is the set of flow attributes for a flow type $d$ (e.g., the data type of the data dependency).

To generate $G$ according to this definition, VulChecker uses a custom plugin for LLVM’s middle-end optimizer, Opt (v11.0.0). This plugin first invokes LLVM’s built-in control- and data-flow analyses, and then performs an instruction-by-instruction scan of the target code. For each instruction $I_j$, VulChecker creates a corresponding node $v_j \in V'$ and mapping $q_j \in q: V'$. Next, VulChecker uses LLVM’s API to extract semantic information about $I_j$ to populate the entry $\{c_j,a_j\}$ of $q_j$ (e.g., operation, if the instruction is a conditional branch, etc.). In addition to semantic information obtained directly from LLVM’s API, these attributes also include debug information (e.g., source file and line number), tags indicating potential root cause and manifestation points, and labels indicating actual root cause and manifestation points for model training.

Next, VulChecker performs a second instruction-by-instruction pass to generate control- and data-flow edges in $G$. This is determined using LLVM’s API for identifying an instruction’s predecessors/successors and values defined/used. For each of a given instruction’s predecessors and successors, a corresponding edge $e_{j,k} \in E$ is generated with the appropriate type and attributes. Control-flow edges are assigned a void data type, and data-flow edges are assigned a data type corresponding to the value definition in the origin node ($I_j$). After both passes over the IR instructions derived from $S$ finish, the ePDG generation is complete. VulChecker outputs $G$ in JSON format for the next step: sampling.

3.2 Sampling

Now that $S$ is lowered into $G$, VulChecker can extract observations from $G$ for the machine learning process. First, we identify the points of interest (PoI) in $G$, which are all potential manifestation points for a given CWE (denoted $m_i \in E$). VulChecker then cuts the subgraph $G_i$ from $G$ such that $m_i$ is anchored in $G_i$ as the termination node.

3.2.1 PoI Criteria

To extract samples from $G$, we first identify the nodes in $E$ where the given CWE can manifest itself. We identify a PoI, $m_i$, using a lookup list of potential manifestation IR instructions. This list is curated based on our domain expertise and related work. Specifically, for integer overflow (CWE-190), $m_i$ is any call to a function that passes integer arguments. While we acknowledge that this is a heuristic, it is well validated in prior work [33] to be an accurate criteria for distinguishing intended and unintended overflows. This is the only heuristic we use in our system. For stack and heap overflow (CWE-121,122), the PoIs are any store instructions to local or dynamically allocated memory, respectively. For use-after-free (CWE-416), PoIs are any memory accesses to dynamically allocated memory and for double free (CWE-415), any calls to the memory manager’s free function. Aside from CWE-190, these criteria are conservative, ensuring that all true positive manifestation points will have a corresponding PoI ($m_i$) in $G$.

For double free, notice how our design assumes that we already know which function in the program performs freeing. In practice, this information can be provided by a developer; our system’s intended end-user.

3.2.2 Program Slicing

For each potential manifestation point $m_i$ identified in $E$, VulChecker crawls $G$ backwards from $m_i$ using breath first search (BFS), up to a predefined depth $n_{depth}$, where $n_{depth}$ is a user defined parameter of VulChecker.

The resulting subgraph $G_i$ efficiently and effectively captures any guarding branches and root causes that may result in a positive or negative manifestation of $m_i$. This is because the BFS is performed over both control-flow and data-flow edges, indiscriminately. Consequently, instructions that may be far apart in terms of control-flow (i.e., intermediate basic blocks) can be closely linked by data-flow, which is useful for bug classes like use-after-free.

Finally, since $m_i$ is the termination node of $G_i$, the manifestation point in question is anchored to a static location, benefiting effective message passing and localization of the prediction—by obtaining the node’s metadata $q(m_i)$.

3.2.3 Labeling

For each $G_i$ extracted from $G$, we associate a label $y = \{\text{negative}, \text{positive}\}$ based on the ground-truth for the terminating manifestation point $m_i$ in $G_i$. Positive labels (vulnerable) are assigned to lines in the source code (for convenience) and then mapped down to IR using debug symbols. If a line of source code contains more than one potential manifestation point, we apply the label to the last

---

Example: int x = y * 5; return foo(x1);
relevant IR instruction in the statement. Conversely, any \( m_i \) not labeled as vulnerable receives a negative label in \( G \).

When labeling code projects taken from the wild, it is not possible to have the complete ground truth for all the vulnerabilities (exploitable \( m_i \)) contained in the code because there might be zero-day bugs. In practice, this means that our training labels may contain some false negatives. However, we observe good performance from our system in practice, which leads us to believe false negatives are rare and of minor consequence. We also note that correctly labeled negative samples will significantly outweigh mislabeled zero-day bugs in the training set, and deep neural networks are robust to noisy labels [27].

Finally, we clarify that VulChecker obtains its positive samples from synthetic datasets. Therefore, labeling of vulnerabilities in projects from the wild is only necessary to evaluate VulChecker (good performance can be obtained from augmented datasets described in section 4).

### 3.3 Feature Extraction

For each \( G_i \) extracted from \( G \), we make a machine learning observation \( G'_i \), which has the same graph structure as \( G_i \). The nodes and edges of \( G'_i \) are assigned feature vectors that express the respective instructions and flows. Table 2 summarizes the feature vectors, where `count` is the number of features. There are a total of 1352 node features and 8 edge features. A node’s feature vector captures the respective instruction using operational, structural, and semantic features. Edge features capture information regarding connectivity (control and data flows).

**Operational Node Features.** To capture the operation performed at a node (instruction), we extract features such as the static value, the operation type, the basic function, and whether or not the instruction is part of an `if` clause. The static values are important for recognizing guard checks implemented by the developer to gracefully prevent our target vulnerability classes. Knowing whether an instruction is part of an `if` clause is also a helpful context to identify bug-preventing checks or rare cases where a bug could manifest. The operation and function features are one-hot encodings that represent the action of a node (instruction). The categories for these features were collected by scanning several large software projects from the wild (over 40 million nodes). Some of the operations include: `add`, `load`, `store`, `allocate`, `unsigned_divide`, `logical_shift_right`, `get_element_pointer`, and so on. Some of the functions include: `malloc`, `free`, `fmemopen`, `printf`, and `lseek`, among others. We also reserve a category called `other` for operations which did not appear in the code collection, but may appear in training and testing. We chose to include an `other` category so that the network can apply a weight to these occurrences. To encourage the model to learn the patterns and avoid bias (cheating) we set the function feature of \( m_i \) to zero. We note that since VulChecker inlines all user functions during the ePDG lowering process and use an IR representation, there is no need to tokenize function names like in prior work. Therefore, the features of \( G'_i \) explicitly represent the information that best benefits the learning process.

**Structural Node Features.** Since \( G'_i \) is a directed graph, we use graph features to help the model understand the influence of each node as it propagates messages though the structure. For example, knowing the distance from the nearest potential root cause point \( r \) to the anchored potential manifestation point \( m_i \) gives the machine learning model implicit information on where relevant nodes are in the graph. We identify a potential root cause point \( r_j \) in \( G_i \) using domain expertise. Namely, integer arithmetic operations are potential root causes for integer overflow, stack and heap writes for stack and heap overflow, respectively, and calls to free memory for use-after-free and double free. We also use a feature called the between centrality measure (BEC) [34]: a score that measures how critical a node is for efficiently drawing paths between nodes in \( G'_i \). This is a common feature used in graph-based machine learning, and graph-based anomaly detection [12]. We use this feature because it provides the S2V model with implicit information on a node’s relative location in \( G'_i \). Later in section 3.4 we will explain how S2V uses these features to make decisions on how to pass messages across the for graph classification.

**Semantic Node Features.** In addition to marking the distance to the nearest root cause point, we also indicate if a node itself is a potential root cause or manifestation point. This helps the model locate potential vulnerability sources to propagate to \( m_i \) and other manifestation points that may be absorbing the signal prior to \( m_i \). We also note the output type of the node’s operation (e.g., `int`).

**Edge Features.** For edge feature vectors, we indicate the type of edge (control-flow or data-dependency) and capture the data type of the data-dependencies so that the model can capture what kind of data goes where. By knowing the flow of static values, external inputs (from certain functions), and their data types, the model has enough information to foresee (simulate) the impact of data on a program.

We represent the attributed graph \( G'_i \) as the tuple \((X_v,X_e,A,C)\): a matrix of node features, \( X_v \), a matrix of edge features, \( X_e \), its adjacency matrix, \( A \), and its incidence matrix, \( C \).

### 3.4 Model Training & Execution

VulChecker’s machine learning model consists of two components that are trained end-to-end: a graph embedding network \( M_G \) and a deep neural network (DNN) classifier \( M_C \). Our graph embedding network \( M_G \) is a adaptation of the Structure2Vec (S2V) model from [15]. The model uses a neural network to generate node embeddings by passing messages across the graph’s structure. The parameters of \( M_G \) are fitted to \( M_C \)’s classification learning objective such that \[ M_C \left( M_G(G'_i) \right) = y \] where \( y \) is the probability that \( m_i \) is a vulnerability.

The execution of \( M_G(G'_i) \) consists of a number of iterations of message passing from each node \( v_j \in V' \) to its neighbors \( v_j \in \Gamma(v_i) \), where a message from node \( v_j \) is in the form of the
vector (embedding) \( e_i \). At the start of each iteration, a neural network is used to predict what the next broadcast message of the \( i \)-th node should be, based on (1) its neighbors’ last messages and the feature vector stored in that node \( (x_{vi} \in X_v) \) and incident edges \( (x_{ej} \in X_e) \). This is formulated as

\[
e_i = \text{ReLU} \left( W_v x_{vi} + \sum_{j \in \Gamma(i)} W_e x_{ej} + \sigma \left( \sum_{j \in \Gamma(i)} e_j \right) \right)
\]

where \( W_v \) and \( W_e \) are matrices whose parameters are learned during training, and \( \sigma \) is a deep neural network. A single iteration can be computed in matrix form as \( E_i = \text{ReLU} (W_v X_v + CW_e X_e + \sigma (AE_{i-1})) \), where \( E \) is a matrix containing the current node embeddings. Following the suggestions of [36], we use the ReLU activations in \( \sigma \) to help model complex relationships in the graph.

After \( n_{iter} \) iterations (a user parameter), the node embeddings in \( E \) are averaged together to form a single embedding vector that is passed through a batch normalization layer before being passed to \( M_C \).

To train the model parameters of \( M_G \) and \( M_C \), we optimize the following learning objective function:

\[
\min_{W_v, W_e, \sigma_{M_G}, \sigma_{M_C}} \sum \text{LCE} \left( M_C (M_G (G_i^t)), y \right)
\]

where \( \text{LCE} \) is the standard cross-entropy loss function.

Because of the different feature sets, we train separate models for each CWE. We argue that having multiple models (one for each CWE) is reasonable since (1) it only takes 1-2ms to execute a model (2) other SAST tools (like Perforce QAC and Checkmarx) also require the user to select which CWEs to scan for since not all CWEs are important to the developer and each pattern adds complexity to the search, and (3) the models are very small (250KB each) making them very easy to store as well as execute well on a non-GPU system.

### 3.5 Hyperparameters

Aside from the network parameters (e.g., depth and width of \( M_C \) and \( M_G \)), VulChecker has two main hyperparameters:

- \( n_{depth}, n_{iter} \). Parameter \( n_{depth} \) cuts the subgraph backwards from a potential manifestation point \( (m_i) \), in hopes to include a potential root cause. Parameter \( n_{iter} \) controls how far information can be shared across the subgraph, in hopes to correlate the direct influence of potential root causes on \( m_i \). Regarding time performance, increasing \( n_{depth} \) has a polynomial time complexity depending on the branch factor of \( G \), whereas increasing \( n_{iter} \) has a linear impact. Regarding task performance, setting \( n_{depth} \) too large harms performance since more irrelevant information is included in \( G \). On control-flow edges, it is possible that the root cause for a positive \( m_i \) will be further than \( n_{depth} \) away from \( m_i \). However, we found that the data dependency edges in \( G \) can greatly reduce the distance between these points in wild code. We also found that increasing \( n_{iter} \) improves performance up to \( n_{depth} \) (the diameter of the network). To find the optimal hyperparameters for our CVE dataset, we used Bayesian parameter optimization [1]. For each trial, the optimiser trained a new model on a new dataset given the selected \( n_{depth}, n_{iter} \), and other DNN parameters such as depth and learning rate. In our case, the optimiser found \( n_{iter} = n_{depth} = 50 \) to be the optimal setting. In general, the issue of scooping a program slice is an open research problem, and slicing is currently the best way to extract concise samples from \( G \).

### 4 Data Augmentation

**Motivation.** To create a model that can operate on real projects, it must be trained on samples that reflect the real world, having large bodies of irrelevant code and benign patterns between root causes and manifestation points. Some line-labeled datasets exist, such as the Juliet C/C++ Test Suite from NIST [26]. However, they consist of short synthetic programs that do not reflect real-world code. In the absence of realistic line-labeled datasets, we propose a data augmentation technique that combines vulnerabilities from synthetic line-labeled datasets with real-world code to generate realistic training samples.

**Method.** To accomplish this, we augment a ‘clean’ ePDG from...
a real-world project\(^8\) from GitHub by splicing into it multiple Juliet ePDG subgraphs containing vulnerabilities. This generates a training sample with many positive manifestation points, each of which are extracted separately during program slicing.

Formally, given an ePDG of a real-world project \(G^{(w)}\) and a set of vulnerable subgraphs extracted from the Juliet dataset \(G^{(v)} \in J\), we augment \(G^{(w)}\) as follows (illustrated in Figure 3):

**Augmentation Procedure**

1. Select a \(G^{(J)}_i\) at random from \(J\)
2. Choose a random path of length \(n\), where \(3 \leq n \leq n_{\text{depth}}\)
3. Select a random path \(p\) in the control-flow of \(G^{(w)}\) with length \(n\)
4. If all nodes in \(p\) are unmarked AND \(p\) is at least \(s\) hops away from other marked nodes; Then
   a. Split \(G^{(J)}_i\) in the middle of its control-flow
   b. Insert and connect the first half at \(p[0]\) and the second half at \(p[n]\)
   c. Mark all nodes along \(p\)
5. Else; count = count + 1 //There was a collision
6. If count > limit; Then return \(G^{(w)}_i\)
7. Else; loop to Step 1

When VulChecker trains on the augmented \(G^{(w)}\), it will cut a sample \(G^{(w)}_i\) for every potential manifestation node, including the positive ones injected from Juliet (blue in the figure). However, since we place samples \(S\) steps away from nodes marked in red, \(G^{(w)}_i\) may sometimes overlap with \(G^{(w)}_j\) for \(i \neq j\). The reason for this is to help the model learn to focus on the target terminating manifestation point.

**Validity.** Since our augmentation process splices multiple ePDGs, it may produce samples where a vulnerability ePDG subgraph lies on an infeasible path (i.e., it is dynamically unreachable) in the augmented ePDG. As is typical of static analysis tools, VulChecker considers both feasible and infeasible paths in a program. Therefore, it can still learn from such samples provided (1) the augmentation maintains the vulnerabilities’ data-flow and static reachability properties, and (2) splicing ePDGs does not otherwise invalidate inserted vulnerabilities. To ensure (1), our augmentation process preserves the data-flow and static reachability of \(G^{(w)}\) and \(G^{(J)}\). This is illustrated in Figure 3 where (A) the augmented ePDG still contains the same data-flow edges found in \(G^{(J)}\) (the dashed lines) and (B) all nodes remain statically reachable in the same order. Regarding (2), augmentation cannot invalidate a vulnerability because nodes in \(G^{(J)}\) and \(G^{(w)}\) are guaranteed not to interfere with each other. Non-interference among data-flows arises from our augmentation procedure that ensures that the second half of the vulnerability subgraph remains statically reachable from the first half via at least one program path.\(^9\)

In summary, the augmented samples \(G^{(w)}_i\) help the model generalize to more realistic scenarios because (1) they contain real-world code and (2) they teach the model to search through greater distances and noise to find the root cause. We note that the same augmentation approach can be extended to other code representations such as CFG, PDG and CPG.

5 Evaluation

In this section, we evaluate VulChecker’s performance as a tool for detecting and localizing vulnerabilities in source code. We accomplish this by evaluating VulChecker’s performance at detecting vulnerabilities in the wild (real CVEs) when only trained on augmented (synthetic) datasets. We also explore the impact of the augmentation as well as the tool’s precision to understand its practicality.

5.1 Experiment Setup

In this section we present our experiment setup. We note that all of our code has been published online, including our datasets and trained models, for use by the software and research communities.

5.1.1 Experiments

To evaluate VulChecker, we performed 3 experiments:

**EXPI: Performance.** To measure VulChecker’s general performance, we use the area under the curve (AUC) measure where the values of 1.0 and 0.5 indicate a perfect classifier and random guessing respectively. For application performance (where a detection threshold is set), we measure the false positive rate (FPR), true positive rate (TPR), and accuracy (ACC).

As a baseline, we compare VulChecker to five different source code vulnerability detection tools and methods (two which detect vulnerabilities in code regions and three which perform line-level localization):

**Region-level detectors.** The first is the approach of [31] where ASTs of functions are converted into sequences of nodes. Unknown code is then assigned a vulnerability score based on its longest common subsequence (LCS) similarity to samples of vulnerable code. We contacted the authors for their source code, but did not hear back from them. Therefore, we implemented their solution to the best of our ability. We normalized the LCS values between 0 and 1 based on the length of the largest sequence being compared. We note that although their work performs function-level localization, it can be used to classify the CWE. Therefore, we use this work as a baseline because it can be compared directly to VulChecker’s detection performance. The second is Gemini, a deep learning-based binary level code similarity tool described in section 2.

---

\(^8\)We manually verified that our augmentation process was sound with respect to these two properties across a random sample of approximately 100 augmented ePDGs.

\(^9\)We ensure these projects are free of known CVEs (see section 3.2.3).
Line-level detectors. The first is Helix QAC, a licensed commercial SAST tool by Perforce.\textsuperscript{10} QAC is a static code analyzer that automatically scans code for CWE violations (based on C/C++ coding rules). It both localizes at the line-level and classifies vulnerabilities like VulChecker. The second is an open source SAST tool called Cppcheck\textsuperscript{11} which also performs localization and classification. The third is VulDeeLocator described in section 2. In the original paper, VulDeeLocator was trained on a mix of CWEs, meaning that users could not tell which CWE was predicted (only that a given line is vulnerable). In our implementation of VulDeeLocator, we mirror VulChecker and train separate model on each CWE to refine the predictions. We used the author’s code\textsuperscript{12} but found it very limited: (1) it cannot parse lines which will result in large slices and (2) it cannot efficiently parse large projects. Therefore, we modified their code to reduce these limitations to the best of our ability.\textsuperscript{13} We ensured that all positive cases were included although many of negative cases were omitted. Note, this may decrease VulDeeLocator’s false positive rates in EXP1.

We selected the Cppcheck and QAC because they are well-known SAST tools and they perform both line-level localization and vulnerability classification like VulChecker. We selected \cite{cppcheck} because it has some parallels to VulChecker: it uses the Structure2Vec and it detects vulnerabilities on code structure (CFGs). However, it differs from VulChecker in that it only operates on binary, does not use ePDGs, requires a large labeled dataset, and it cannot localize vulnerabilities to the line-level (only function-level). Finally, we use VulDeepLocator since it uses deep learning to perform line level localization like VulChecker.

EXP2: Precision. To support claims that VulChecker is a practical and helpful tool for developers, we employed an experienced vulnerability analyst to review the top 100 results, for each CWE and evaluated system, on a hold out set and measured precision. Examining thousands of cases\textsuperscript{14} to determine whether they are buggy (and exploitable) is challenging for large real-world projects due to hard problems like determining reachability (i.e., determining whether the conditions to trigger a bug can be satisfied starting from the program’s entry point). Since it is infeasible to confirm exploitability for so many cases, we employed the following methodology to determine the precision of the system:

1. The analyst first examined the source code for each case and determined whether the expected behavior for the predicted CWE is present and whether the ePDG contains any checks to handle that CWE. For example, a positive use-after-free case must contain a free statement, followed by a use of the freed variable name, without any checks in-between for whether the variable has been freed or not. A positive integer overflow case must contain arithmetic statements followed by a use of the calculated result, without checking for integer wraparound. The result of this step is two buckets: cases that cannot contain the predicted CWE and ones that might.
2. Next, the analyst examined every known CVE for the projects used in this experiment and collected their corresponding patches. With this information, the analyst examined each case in the “maybe buggy” bucket and identified the ones that match already known CVEs. The result is a bucket of detected, previously known, vulnerabilities.
3. Finally, for the cases that might be buggy and could not be matched to a known vulnerability, the analyst took a random sample and attempted to verify their exploitability using industry best-practices like fuzz testing and manual reverse engineering. This process took several weeks.

For the purpose of this experiment, we consider cases in the not buggy bucket from Step 1 to be false positives and cases in the latter buckets (maybe buggy, matched to prior CVE, verified novel vulnerability) to be true positives. This decision is based on the fact that a “maybe buggy” case can still be a vulnerability, even if the analyst failed to verify it given time constraints.

For the purposes of ethical disclosure, we chose to disclose novel bugs that were verified exploitable.\textsuperscript{15} We also provide a video demo of VulChecker operating as plugin for Visual Studio.\textsuperscript{16}

EXP3: Ablation. In our paper, we claim that training on augmented data is beneficial because it is challenging to obtain real world instruction or line-level labeled datasets. However, it is not clear how much the augmentation process helps the overall performance. To demonstrate the contribution of the augmentation process, we perform an ablation study by contrasting a model trained on augmented data to one trained on synthetic data.

Case Studies. By using VulChecker on our datasets, we identified a zero-day vulnerability and incorrect CVE information. Details on these cases can be found in the appendix.

5.1.2 Datasets

We collected a wide variety of C/C++ project for training and testing VulChecker and the baselines. A description of these projects, including a mapping between the projects and the experiments, can be found in the appendix in Table 6.

Train set. To train the baselines, we used the Juliet C/C++ dataset denoted $D_{\text{jul}}^{c}$ for CWE $c$. The dataset has the following number of samples for each CWE ($D_{\text{jul}}^{190}$: 3960, $D_{\text{jul}}^{121}$: 4944, $D_{\text{jul}}^{122}$: 5922, $D_{\text{jul}}^{115}$: 960, $D_{\text{jul}}^{416}$: 459).

\textsuperscript{10}https://www.perforce.com/products/helix-qac
\textsuperscript{11}https://github.com/danmar/cppcheck
\textsuperscript{12}Original implementation: https://github.com/VulDeeLocator
\textsuperscript{13}Our implementation: https://github.com/evandowning/VulDeeLocator
\textsuperscript{14}Top 100 cases, for each CWE, for each evaluated system.
\textsuperscript{15}The authors feel that reporting cases that might not be true bugs, without a reproducible proof-of-compromise (PoC), would be disrespectful of the developer’s time.
\textsuperscript{16}https://tinyurl.com/mucep67x
To train VulChecker, we used $D_{\text{jun}}$ to augment 20 ‘clean’ projects that did not contain a CVE for the given CWE, and 2 had at least 40k lines of source code, and 3 was a cmake project.\footnote{Our current implementation of the LLVM ePDG extractor supports cmake, but the pipeline is not fundamentally restricted to a particular build system.} Then, for each CWE, we augmented these projects using $D_{\text{aug}}$. We denote this augmented training set as $D_{\text{aug}}^{c}$ for CWE $c$. Overall, there were approximately 6k–24k positive manifestation points and 2 million negative points per CWE (with some projects having over 200 million nodes in total). To handle class imbalance, we down sampled the negative points to equal proportions.

We note that data augmentation is part of VulChecker’s algorithm (it cannot be applied to the other baseline models). However, VulChecker and the baselines were all trained on the same positive data since $D_{\text{jun}}$ is captured in $D_{\text{aug}}$.

**Test sets.** In our evaluations, we used open source projects collected from the Internet. To evaluate the models in \textbf{EXP1}, we collected projects from GitHub which contain CVEs: First, we collected a list of all relevant CVEs using the NVD database and filtered out all CVEs that were not tagged with one of our CWEs (leaving 3,788). For each CWE, we then filtered out all of those without version information and that were confirmed to be closed source (leaving 524). We then manually collected all of the projects, filtered out any project that does not use the \texttt{cmake} compilation system, and verified the CWE label in the code. In the end, we had 19 projects with approximately 35 CVEs. Of these CVEs, 14 were from 2019 and 2020 and the majority had CVSS ranks (severity levels) of medium or high. We denote this dataset as $D_{\text{cve}}^{c}$ for CWE $c$. For each CVE, a vulnerability researcher tagged the positive manifestation point in the source code (all other points are considered negative).

In total, we used the following number of projects containing one or more relevant CVEs ($D_{\text{cve}}^{190}$: 9, $D_{\text{cve}}^{121}$: 2, $D_{\text{cve}}^{122}$: 4, $D_{\text{cve}}^{415}$: 2, $D_{\text{cve}}^{416}$: 7). These projects contained millions of nodes. For more information on these projects, see Table 5 in the appendix.

To evaluate the precision of VulChecker in \textbf{EXP2}, we followed the approach of the authors \cite{31} and we compared 9 more unlabeled projects collected from GitHub. These projects were selected if they were cmake and had no reported CVE. We denote this dataset as $D_{\text{out}}$. Finally, for QAC and Cppcheck, the default configurations were used.

\subsection{Model Configuration}
We configured all of the CWE models with the same hyper-parameters based on results from experimentation and Bayesian optimization \cite{1}. For program slicing, we used a backwards cut depth of $n_{\text{depth}} = 50$. For $M_G$, we used an embedding size of 32, 9 layers in the network $\sigma$, and performed $n_{\text{iter}} = 50$ propagation iterations. For $M_G$, we used 7 dense layers of 32 neurons each. The entire model was implemented using PyTorch and trained end-to-end with a learning rate of 0.0001 for 100 epochs on a NVIDIA Titan RTX GPU with 24GB of RAM.

\subsection{5.2 EXP1: Performance}
In Figure 4 we present the results of the baselines which are open-source on $D_{\text{cve}}$. In the figure, we plot each of the models’ receiver operating characteristic (ROC) curves and provide the models’ AUCs. The ROC plot shows the tradeoff between the FPR and TPR at every threshold. In particular, we are interested in the left side of the plot where the model can be tuned to achieve a low FPR. With a FPR of 0.01, we found that VulChecker was able to accurately identify 35% of all 63 positive manifestations in CWE-122, 45% of the 20 manifestations in CWE-190, and all 3 manifestations in CWE-415. When relaxing the threshold to a FPR of 0.1, VulChecker can identify 95%, 64%, 46%, 100%, and 83% of the CVE manifestations for CWEs 190, 121, 122, 415, and 416, respectively. A list of the 24 CVEs detected at this rate can be found in the Appendix along with the performance at

\begin{figure}[h]
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\includegraphics[width=\textwidth]{figure4}
\caption{Performance of the line-based detectors (left) and region-based detectors (right) in detecting CVEs in the wild.}
\end{figure}

The models in EXP1 were setup as follows. For LCS, we followed the approach of the authors \cite{31} and we compared all 24k functions in Juliet to a random subset of 400 functions from the wild,\footnote{400 random negative samples are taken due to the slow speed of LCS.} ensuring that all 23 vulnerable functions were included as well. For Gemini and VulDeeLocator, a separate model was trained on each CWE in the Juliet Dataset (i.e., $D_{\text{jun}}^{c}$). For VulChecker, the models were trained on the respective augmented CWE datasets $D_{\text{aug}}^{c}$. Finally, for QAC and Cppcheck, the default configurations were used.
different set FPR rates (Table 4). Cppcheck is not included in the figure because it did not have any TPs. Instead, Cppcheck produced 22 FPs for CWE-190 and 1 FP for CWE-415.

The results in Figure 4 show that VulChecker outperforms the other methods by a large margin. This is because AST (LCS), CFG (Gemini) and linear (VulDeeLocator—see section 2.3) structures cannot capture all code behaviors, such as data dependencies, whereas VulChecker’s ePDGs captures these behaviors explicitly.

In Table 3 we compare the performance of VulChecker to the closed-source solution (Helix QAC) on D_{cve} (TP and FP are the true positive and false positive counts respectively). When setting VulChecker’s FPR to be on par with the commercial tool QAC (FPR 0.1), we find that VulChecker detects significantly more CVEs than QAC in D_{cve} (24 vs. 4). Unlike QAC, which cannot adjust its sensitivity, VulChecker can be adjusted. Specifically, we can raise the FPR to 0.2 and detect 31 CVEs (with double the FPs) or lower the FPR to 0.05 and detect 17 CVEs (with a quarter the FPs). We note that although VulChecker and QAC have ~460 FPs at the line-level, there are hundreds of thousands of lines of code in the target projects. Therefore, 460 FPs is reasonable.

We note that since the software projects in D_{cve} are older versions of the software (Table 5), they contain a number of bugs and vulnerabilities that we have labeled as negative. Therefore, the FPR is actually lower since the top results contain other bugs and vulnerabilities. Through a manual inspection of the top 50 results for each CWE, we found that 3–7 additional instances of each CWE were detected.

In summary, VulChecker demonstrates good performance in detecting the exact lines and instructions of exploitable vulnerabilities (CVEs) in real world projects. Moreover, it can operate with the same FPR as a commercial SAST tool while detecting x6 more CVEs. This is a meaningful result, since the model was trained for ‘free’ on augmented data labeled with only synthetic samples.

### 5.3 EXP2: Model Precision

In deployment, a user would train VulChecker on both D_{aug} and D_{cve} to obtain a more complete and accurate model. To evaluate the precision and practicality of VulChecker in this scenario, we manually inserted different instances of vulnerability CWE-190 into libgd. We found that when a model is trained on both D_{aug} and D_{cve} it increases the rank of these manifestation points from the 20th–64th positions to the 1st position (highest score). Ranking is achieved by sorting results according to model’s softmax confidence scores.

With this knowledge, we trained new models on both D_{aug} and D_{cve}, and executed each of them on our holdout set D_{out}. Since the holdout set has no ground truth, we hired a vulnerability analyst to examine the top 100 results (from 1 million potential manifestation points). Figure 5 plots the precision of VulChecker on the top k results for each CWE. A rise in precision indicates sequence (cluster) of positive cases found. As expected, the precision drops as k increases since the model’s confidence lowers over k. Using the analyst’s findings, we found that 50-80% of the top 50 results, and 45-70% of the top 100 results were true positives, according to our criteria defined in Subsection 5.1. Concretely, the following counts of true positive cases were found in the top 100 results for each CWE (CWE190:68, CWE121:47, CWE122:46, CWE415:71, CWE416:28).

The analyst then took these true positives and attempted to manually match them with previously known CVEs, using their patches as reference. For CWEs 190, 121, 122, 415 and 416 we found 23.5%, 32.6%, 89.0%, 24.2% and 14.8% of the true positives to be 17 verified CVEs. Note that because a CVE can match multiple related lines in the source code, multiple true positives can correspond to the same CVE. The CVEs identified are included in Appendix A.

Lastly, the analyst attempted to verify the exploitability of the remaining true positive cases using standard practices like fuzz testing and manual reverse engineering. This yielded 1 verified zero-day vulnerability, which we disclosed to developers for patching. A case study of this vulnerability is included in Appendix B.

In summary, VulChecker provides valuable information to developers with a minimal number of false alarms. This means that in deployment, VulChecker can be a practical tool for identifying vulnerabilities in source code.
5.4 EXP3: Ablation Study on Augmentation

In Figure 6, we present the ROC curves and AUC values for a model trained on only synthetic data. The model performs extremely well on other synthetic samples because the samples are short and have virtually no noise. However, the same model fails to generalise to the real world and vulnerabilities found in D_{lev}. This is a troubling insight since many prior proposals in this domain have evaluated their model’s performance on the synthetic datasets like SARD [14, 19, 20, 22, 30, 35, 38], so it is not clear whether these can perform well in practice. We note that the proposed augmentation process can be applied to these works since the algorithm is agnostic to CFG, PDG, and CPG code graphs. However, we leave this comparative study for future work since it is outside the scope of our target application (line/instruction level vulnerability detection).

When contrasting the results in Figure 6 to those of Figure 4, we can clearly see the benefit and importance of the data augmentation. This is also apparent in the knowledge captured by each of the models: In Figure 7, we plot $M_{G'}$’s embeddings of $G_i$ (prior to the DNN classification) when trained on synthetic CWE-121 samples (left) and augmented CWE-121 samples (right). From the plots, we can see that the model trained on synthetic data learns a very simple representation since it is easy for it to separate negative and positive manifestation points. On the other hand, the vulnerabilities in augmented data have much longer distances between the root cause and manifestation points. This forces the model to look deeper into $G_i$ and to learn how to distinguish benign code from vulnerable code while overlooking irrelevant code. This can be seen in Figure 7 where the model trained on augmented data has difficulty separating the concepts in the ground truth (top right), but succeeds in associating the learnt concepts in samples from the wild (bottom right). In contrast, the model trained on synthetic data easily separates the concepts in training (top left) but fails to associate/identify any of the samples from the wild (bottom left).

In summary, the proposed data augmentation strategy is a cheap and effective way to boost a model’s performance on real software projects. Given the shortage of fine-grained labeled datasets from the wild, this augmentation approach enables the research, development, and actual deployment of line-level classifiers.

6 Assumptions & Limitations

In this framework we made several assumptions about the environment and use cases.

**Responsiveness.** In order to lower the code into LLVM IR, the code must be able to compile. This means that new reports to the developer will only become available at certain time-frames and not in real-time while typing. For example, when the developer completes a line of code or entire segment. We believe this is a reasonable delay since the programmer will still be engaged in the code and can quickly resolve the problem before moving on.

**Security.** An advanced attacker may use adversarial machine learning [10] to poison the training set (e.g., include crafted negative samples which will cause the model to miss certain vulnerability patterns in deployment). Although this attack is possible, it is challenging because the attacker must know which GitHub projects will be collected.

Regarding attacks on a trained model, it may be possible to generate adversarial perturbations in $S$ such that $G_i$ will not be detected by $M$ as vulnerable. This is less of a threat in private projects with trusted contributors (e.g., a software company). Regardless, there are some significant challenges that the attacker must accomplish to generate perturbations: (1) it is an open research question whether it is possible to generate adversarial perturbations on source code that will compile, and (2) the mapping of $S$ to $G$ is not differentiable so the attacker can only operate on $G_i$.

**Integrity.** Since we use projects from the wild for our augmentation, it is possible that vulnerabilities in these projects exist and will be considered as negative during training. This may confuse the model and impact the performance. Although we showed that this technique works well em-
prically, further research is needed to understand how the quantity and quality of these bugs impact a trained model.

**Depth.** A fundamental limitation of VulChecker is the range of parameter $n_{depth}$. If $n_{depth}$ is substantially large then it would become prohibitively expensive to train and execute VulChecker on every potential manifestation point. Moreover, the size of $G$ can negatively impact the models ability to identify long-distance relationships [41]. Therefore, when a root cause is significantly far from a positive manifestation point, VulChecker will not be able to confidently detect the bug. We note that ePDGs consider data dependency edges which significantly shorten the distance between root causes and manifestation points in $G$. However, the problem of efficient long-distance causality in static analysis is an open problem, unresolved in existing approaches (see section 2).

7 Conclusion

There is a large gap between the current state-of-the-art and a practical deep learning SAST tool that can be used by developers. In this paper, we proposed VulChecker, the first tool that can both perform line/instruction level vulnerability detection and classify the indicated vulnerability. We have also proposed (1) a new code representation (ePDG) for low level GNN tasks on software and (2) a novel data augmentation strategy to help GNN-based SAST tools work on real world software.
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A Additional Results on CVE Detection

The following breaks down which CVEs are detected by VulChecker and QAC for different FPRs:


B Case Studies

Zero-day detection. During evaluation, VulChecker uncovered a novel and exploitable zero-day vulnerability in one of the analyzed C++ projects, demonstrating its ability to identify new bug patterns. The vulnerable code snippet is shown in Figure 8 of the appendix, with some lines removed for brevity. In this case, the vulnerable function is a lexical parser designed to process PDF files. Unfortunately, such parsing is difficult to implement correctly, and the function is almost 100 lines long, posing a challenge for both manual and SAST-assisted code review. As it turns out, due to how the developers nested calls to hd_read_byte, with only the outer-most code loop checking the buffer’s bounds, a maliciously crafted PDF file can cause the final default switch case to write outside the buffer, causing a heap overflow.

Fortunately, VulChecker is able to detect the overflowing instruction in a matter of minutes as a manifestation point for CVE-122, which we verified with an expertly crafted proof-of-compromise (PoC). We have disclosed this vulnerability to the project’s developers, who at the time of writing have acknowledged the issue and are developing a patch.

Supply Chain Risk Reduction. One detection made by VulChecker that surprised us occurred in Poppler version 0.10.6. In this case, VulChecker labeled a buggy line that we determined to be CVE-2009-0756, however this conclusion was initially perplexing because according to the official CVE advisory, the bug was only known to exist in versions 0.10.4 and earlier, not 0.10.6. However, once we downloaded the patch published by the developers and compared it to our version of Poppler, we discovered that we indeed had a vulnerable version of the library, despite having downloaded it directly from the vendor’s website. This is significant because developers frequently check the library dependencies of their projects against CVE advisories for potential risks. In this case, without VulChecker’s analysis, such checks would wrongly conclude that there is no need to worry about CVE-2009-0756 since the library’s version falls outside of known vulnerable releases. In reality, the CVE was present in our experiment.

<table>
<thead>
<tr>
<th>Table 4: Performance at Different FPR Rates</th>
</tr>
</thead>
<tbody>
<tr>
<td>@FPR=</td>
</tr>
<tr>
<td>TPR 0.01</td>
</tr>
<tr>
<td>FPR 0.01</td>
</tr>
<tr>
<td>ACC 0.01</td>
</tr>
<tr>
<td>TPR 0.05</td>
</tr>
<tr>
<td>FPR 0.05</td>
</tr>
<tr>
<td>ACC 0.05</td>
</tr>
<tr>
<td>TPR 0.1</td>
</tr>
<tr>
<td>FPR 0.1</td>
</tr>
<tr>
<td>ACC 0.1</td>
</tr>
<tr>
<td>TPR 0.2</td>
</tr>
<tr>
<td>FPR 0.2</td>
</tr>
<tr>
<td>ACC 0.2</td>
</tr>
</tbody>
</table>
char *s = lb->scratch ;
char *e = s + lb->size ;
/* truncated for brevity */

if ( s == e ) {
    s += pdf_lexbuf_grow (ctx , lb);
    e = lb->scratch + lb->size ;
}
c = hd_read_byte (ctx , f) ;
switch ( c ) {
    case EOF:
        goto end ;
    case '\n':
        /* truncated */
        break ;
    case '\r':
        /* truncated */
        break ;
    case '\":
        c = hd_read_byte (ctx , f) ;
        switch ( c ) { /* truncated */
            default:
                *s++ = c ; /* BUG: overflow */
                break ;
        }
}

Figure 8: Exploitable zero-day found by VulChecker. A lack of bounds checking while performing lexical parsing for PDF files can result in an overflow write.

C Details on the Datasets

Table 5: The CVE Projects used in the Testsets

<table>
<thead>
<tr>
<th>CWE Project</th>
<th>Version</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>curl</td>
<td>7.56.1, 7.64.1</td>
<td>573k, 584k</td>
<td></td>
</tr>
<tr>
<td>libcurl</td>
<td>7.61.0, 7.63.0</td>
<td>571k</td>
<td></td>
</tr>
<tr>
<td>libgit2</td>
<td>0.26.1, 0.27.2</td>
<td>18.2 mil., 18.7 mil.</td>
<td></td>
</tr>
<tr>
<td>libjpeg turbo</td>
<td>2.0.1</td>
<td>274k</td>
<td></td>
</tr>
<tr>
<td>libtiff</td>
<td>4.0.10</td>
<td>297k</td>
<td></td>
</tr>
<tr>
<td>libvncserver LibVNCServer</td>
<td>0.9.11, 0.9.12</td>
<td>197k</td>
<td></td>
</tr>
<tr>
<td>sound.exchange sox</td>
<td>14.4.2</td>
<td>416k</td>
<td></td>
</tr>
<tr>
<td>poppler</td>
<td>0.55</td>
<td>2.7ml,</td>
<td></td>
</tr>
<tr>
<td>sound.exchange sox</td>
<td>14.4.2</td>
<td>416k</td>
<td></td>
</tr>
<tr>
<td>curl</td>
<td>7.56.1, 7.64.1</td>
<td>573k, 584k</td>
<td></td>
</tr>
<tr>
<td>libcurl</td>
<td>7.61.0, 7.63.0</td>
<td>571k</td>
<td></td>
</tr>
<tr>
<td>libgit2</td>
<td>0.26.1, 0.27.2</td>
<td>18.2 mil., 18.7 mil.</td>
<td></td>
</tr>
<tr>
<td>libjpeg turbo</td>
<td>2.0.1</td>
<td>274k</td>
<td></td>
</tr>
<tr>
<td>libtiff</td>
<td>4.0.10</td>
<td>297k</td>
<td></td>
</tr>
<tr>
<td>libvncserver LibVNCServer</td>
<td>0.9.11, 0.9.12</td>
<td>197k</td>
<td></td>
</tr>
<tr>
<td>sound.exchange sox</td>
<td>14.4.2</td>
<td>416k</td>
<td></td>
</tr>
<tr>
<td>jasper version</td>
<td>2.0.11</td>
<td>417k</td>
<td></td>
</tr>
<tr>
<td>openjpeg</td>
<td>2.3.1</td>
<td>256k</td>
<td></td>
</tr>
<tr>
<td>libical</td>
<td>1.0.0, 2.0.0</td>
<td>1.1 ml., 973k</td>
<td></td>
</tr>
<tr>
<td>opensearch</td>
<td>2.1.1</td>
<td>890k</td>
<td></td>
</tr>
<tr>
<td>openjpeg</td>
<td>2.3.1</td>
<td>256k</td>
<td></td>
</tr>
<tr>
<td>sound.exchange sox</td>
<td>14.4.2</td>
<td>416k</td>
<td></td>
</tr>
</tbody>
</table>