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Abstract
The COVID-19 surge of “Work From Home” (WFH) Inter-

net use incentivized many organizations to strengthen their
endpoint security monitoring capabilities. This trend has sig-
nificant implications for how Security Operations Centers
(SOCs) manage these end devices on their enterprise net-
works: in their organizational roles, regulatory environment,
and required skills. By intersecting historical analysis (start-
ing in the 1970s) and ethnography (analyzed 352 field notes
across 1,000+ hours in a SOC over 34 months) whilst com-
plementing with quantitative interviews (covering 7 other
SOCs), we uncover causal forces that have pushed network
management toward endpoints. We further highlight the nega-
tive impacts on end user privacy and analyst burnout. As such,
we assert that SOCs should consider preparing for a continual,
long-term shift from managing the network perimeter and the
associated devices to commanding the actual user endpoints
while facing potential privacy challenges and more burnout.

1 Introduction
COVID-19 has caused shifts in patterns of Internet use, with
some tied to the surge in “work from home” (WFH) users [11].
Survey data suggests that at least 41.8% of Americans par-
ticipated in WFH [47], and it is apparent that WFH will be-
come an integral part of larger organizations in the future [53].
Security Operations Centers [109, 113], shorthanded SOCs,
tend to play a central role in enabling this endeavour. SOCs
are deployed by organizations in industry, government, and
academia to manage their networks, defend against cyber
threats, and maintain regulatory compliance [109, 113].

Our study analyzes through ethnographic and historical
methods the causal forces that incentivize and intensify end-
point security monitoring by SOCs, particularly in the context
of a prolonged and en masse COVID-19 WFH phenomenon.
We see endpoint security management as the monitoring and
defense of client devices that possess authorized access to en-
terprise networks and resources. These endpoints are Internet-
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connected devices of any kind, supplied by the organization
or the individual, and are frequently used for a mix of profes-
sional and personal activities [1, 86].

While the practice of endpoint security management is not
completely new, and the proliferation of heterogeneous de-
vices has been ongoing, we anticipate that SOCs will increas-
ingly be expected to perform these same functions with a far
more differentiated (by device characteristic) and distributed
(by location) network perimeter. SOCs now bear the burden of
managing a network whose boundaries are regional, national,
or even global based upon user locality [101]. As we later
elaborate, our study can serve as a warning to how SOCs will,
or have already been tasked with controlling/commanding
endpoints. Yet these responsibilities may require additional
organizational, technical, or training support. Understanding
these new responsibilities as they relate to long-term end-
point monitoring trends, will be an important consideration
for future SOCs, their staff, and their organizations.

Modern endpoint security management replaces old sys-
tems with new technologies and new social policies, giving
SOC staff highly granular control over both individual end-
devices (e.g., patch levels, firewall rules, installed applica-
tions) and end-users (e.g., login frequency, location, file down-
loads) [73,114]. This control, in turn, contributes to the brittle
state of endpoint security management. This brittleness can be
attributed to an increase in vulnerability to unforeseen interac-
tion effects than previous sociotechnical systems of security
management [106–108]. Together, they increase the degree to
which SOC staff regulate professional and personal Internet
use (media consumption and sociality more generally).

We employ a multi-year ethnographic analysis of a U.S.
SOC before and during COVID-19. Based on our initial ethno-
graphic observations of events, we engage in a historical study
to trace endpoint security management backward in time —
is COVID-19’s push towards WFH potentially another cata-
lyst of SOCs assuming endpoint security management? The
historical analysis evidence reveals how COVID-19 WFH is
the latest manifestation of a broader, half-century trajectory in
which manual security and monitoring tasks are increasingly
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supplemented and replaced by more technological solutions.
To be sure, labor-saving automation is a core or even defining
activity of (broadly) computer science; however, our study
does more than point out instances of labor-saving automation.
Instead, we trace contemporary security practice backward
in time, extending their historical trend lines by identifying
the antecedent labor-intensive practices that they replaced. In
turn, we analyze our ethnographic observations based upon
the outcomes of our historical study.

The move toward more powerful endpoint security mon-
itoring and data handling is not obvious. By intersecting
history (starting in the 1970s) with ethnography (analyzed
352 field notes and performed two rounds of semi-structured
interviews across 1,000+ hours in a SOC over 34 months)
and complementing both with a quantitative analysis (cov-
ering 7 other SOCs), we show a shift in importance for end-
point security monitoring. Our ethnographic work reveals
how WFH-incentivized endpoint monitoring is an outcome
of characteristics (detailed below) that are shared by many
SOCs. Specifically, our SOC’s shared internal organizational
and technical architecture, as well as the Internet environment
in which it operates. Our study received IRB approval from
our institutions and we also employed additional measures to
protect our participants as detailed in Section 3.4.

Through our analysis, we argue that COVID-19’s WFH
shift will prove to be central to the evolution of SOCs, as
well as, to the Internet at large. Further, it will raise a host of
institutional and procedural questions to the community not
only upon how the SOCs must address the increasing user
autonomy, but do so under increased pressure in an already
vulnerable environment contending with burnout-related chal-
lenges [63]. This will require corollary shifts in SOC objec-
tives and in how SOC staff are evaluated. Empirically and
analytically, our main contributions are as follows:

• A novel historical analysis covering the SOC’s relationship
with endpoint security management resulting in the current
trajectories for SOC endpoint security management;

• An ethnographic study of a U.S. SOC’s adaptation to the
abrupt changes brought on by COVID-19 complemented
by a permanent change to the enterprise network perimeter;

• Identification of an increasing tension between SOC se-
curity practices, SOC employees, and end-user autonomy
potentially leading to increased burnout in an already vul-
nerable environment;

• An extensive validation effort that includes quantitative
interviews conducted with seven other SOCs (from the
government sector, industry, and academia).

2 Background and Related Work
Endpoint security management can be viewed as the pro-
cess to monitor and defend client (a.k.a endpoint) devices
that possess authorized access to enterprise networks and

resources. Such client devices can be, but are not limited
to, laptops, smartphones, tablets, Internet-Of-Things devices,
and even small-scale managed networking devices such as
switches. These endpoints are Internet-connected devices of
any kind, supplied by the organization or the individual, and
are frequently used for a mix of professional and personal
activities [1, 86]. Typical functions within endpoint security
management include endpoint inventory, adjusting system
configurations, restricting access through content filtering,
and more [18]. To protect not only these endpoints but also
the organization’s resources, Security Operation Centers tend
to oversee endpoint security management [31].

Security Operations Centers (SOCs) are central compo-
nents of modern enterprise networks. Organizations in indus-
try, government, and academia deploy SOCs to manage their
networks, defend against cyber threats, and maintain regula-
tory compliance [109, 113]. SOCs are organized in various
ways ranging from a flat structure to hierarchical tiers of ana-
lysts, specialists, and managers [106, 107]. The structure and
scope of the performed activities are mostly determined by
the organization’s size, services offered to its users, or its do-
main of activity. Albeit, all SOCs still perform certain core
functions: incident management, monitoring and detecting
threats, security administration, architecture and engineering,
and long-term planning [7, 31, 106, 118]. Just as each enter-
prise network includes unique aspects in its configuration and
layout, so too are SOC tasks [106] and the maturity-level of a
SOC [117]. Even the names that fall under the broad SOC um-
brella may be different across organizations e.g., Computer
Security Incident Response Team (CSIRT) [29, 107], Net-
work Operations Center (NOC) [106], Network and Security
Operations Center (NSOC) [108], Cybersecurity Operations
Center (CSOC) [48], Security and Compliance Center [106],
Managed Security Service Provider (MSSP) [10], etc.

Prior bodies of work studied SOCs by conducting sur-
veys [31, 101, 103, 118], interviewing analysts [7, 9, 69] or
performing participant observation [106–109]. These works
uncovered various technical problems SOCs face such as
prioritizing high numbers of opaque alerts, lack of logging,
and assigning levels of severity to alerts [9, 31, 103]. Fur-
thermore, other works identified sociotechnical issues such
as analyst burnout [106], breakdowns between analysts and
managers [69], and the contradictions between tools, analysts,
and processes [108]. Our work contributes to this body of
research by presenting a historical analysis on the trajectory
of endpoint management, while also highlighting additional
layers of sociotechnical complexity within a SOC.

More recently, a few surveys measured COVID-19 and
WFH impacts on SOCs. SIEMplify conducted a survey fo-
cused primarily on COVID-19’s impact [101]. This survey
covered 393 SOC employees and asked about the effects upon
the security posture (26% of respondents reported a worse se-
curity posture), the number of alerts (42% reported increased
alerts), and the incoming phishing emails (57% reported a
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rise). Additionally, they find that investigating suspicious ac-
tivities, collaborating, and communicating has become more
challenging in this environment. Another survey, covering 150
security and technology leaders, focused upon COVID-19’s
WFH phenomena [16]. The majority of the respondents be-
lieve that their current infrastructure supports WFH, and that
their security posture can handle the risks. Some respondents
reported a high volume of attacks and adopted new services
in lieu of COVID-19 [16]. Lastly, a survey conducted by Cy-
bersecurity Insiders across 287 cybersecurity professionals,
found the majority of respondents still work from home. Many
are worried about securing network access, personal devices,
and installed applications which pose data leakage risks, while
some respondents are concerned with (1) users’ exposure to
malware and phishing and (2) unmanaged endpoints [21, 22].

It is apparent that SOCs are complex structures with vary-
ing names, operations, and challenges. It is also plausible
that technically analyzing a plethora of SOCs may not com-
pletely capture COVID-19’s impact. In our work, we proceed
with a multi-layered approach. We leverage historical anal-
ysis methods to uncover long-term trends and study a SOC
with anthropological approaches to help support our historical
findings. We further generalize our findings by conducting
surveys with seven other SOCs representing various sectors
(academic, government, and industry).

3 Methodology, Data, and Participants
This study leverages historical and ethnographic methodolo-
gies to investigate a SOC’s role in endpoint management
within the context of WFH. Studying individual SOCs is the
main route to detailed information about their operations and
staff, but if used as the sole analysis, it does not permit us
to extrapolate larger trends. To provide an explanation of
the changes we now see underway, we require methods that
can both (1) elucidate the causal mechanisms behind SOC
operations (i.e., a bottom-up analysis), and (2) explain how
those operations fit into the larger domain of SOCs and their
trajectory (i.e., a top-down analysis). Moreover, to confirm
that our observations in the context of COVID-19 are not
specific to only one SOC, we quantitatively interviewed seven
other SOCs. Figure 1 illustrates the high-level procedures and
methods taken to conduct this study.

3.1 Historical Analysis
Our historical analysis aims to understand, within larger-scale
change, the trajectory of endpoint control in present-day SOCs
during the WFH phenomenon triggered by COVID-19. To
the best of our knowledge, we are the first paper to perform a
historical analysis of endpoint security control through SOCs.

Our historical approach, a qualitative research method, can
be understood as applied [55], in that it is designed to under-
stand specific phenomena. Although we elaborate upon this
method below, we outline the approach in Algorithm 1.

Input: Evidence Repositories with keyword list
Result: Endpoint management trajectories

initialization;
Add "endpoint management" to the keyword list;
while keywords have not been searched do

extract a keyword from the list;
search the evidence sources with the keyword;
if document context matches the keyword, is the

first instance within our repository sources, and is
relevant to SOCs and endpoint management, then

extract relevant events and record the included
fundamentally new technologies by usage;

extract contextual keywords from the events;
filter contextual keywords by leveraging
NGRAMs to understand their
pertinence/long-term scalability;

if contextual keywords are pertinent and we
have not encountered its root-cause within
endpoint management then

add the contextual keywords;
end

end
remove the keyword from the list;

end
compile the list of technologies, group them into
periods by usage and root-cause;

Algorithm 1: Overview of the historical analysis method-
ology. We start searching for keywords with the evidence
sources listed in Section 3.1. As we locate pertinent doc-
uments, we extract common contextual keywords and
repeat the searches until no keywords remain. We finish
by identifying periods of endpoint security management
based upon technological usage.

Evidence Sources: Our evidence draws on primary sources:
documentary and born-digital data, with clear provenance
linking it to the event in question, and subject to minimal
editing or commentary. Inasmuch as possible, we avoid
less reliable sources of evidence, such as firsthand accounts
and other forms of after-the-fact recollections. Our searched
repositories include Request For Comments (RFC) docu-
ments [27], ACM and IEEE digital libraries [5, 59], Defense
Technical Information Center (specifically the defense agency
newsletters) [36], UCLA University Archives Special Col-
lections [116], reference manuals that focus on the historical
usage of tools [38], history-focused and formally published
books (e.g., [2, 20, 24]), Charles Babbage Institute collec-
tion [84], National Archives [81], and, more broadly, other
professional societies’ publication archives (often mediated
by Google Scholar). These sources are typically located in
either contemporary publication databases (e.g., the ACM
Digital Library), or historical repositories (e.g., the Computer
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Ethnography Historical Analysis
(1) Participant Observation

(6) Grounded Theory Method

(7) Qualitative Interviews
Ethnography: Applied Statistics

(9) Quantitative Interviews
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Figure 1: Synthesis of Ethnography and Historical Analysis – Historical analysis is used to identify long-term trends and methods
to capture those trends in the current day. Our ethnography provides the high-level issues but also acts as a validating resource
towards the trends identified through historical analysis. To confirm and generalize our findings, qualitative interviews with the
SOC employees were conducted whilst pairing a quantitative interview (survey) with seven other SOCs.

History Museum [30]), which provide certainty as to a piece
of evidence’s providence. As shown in Algorithm 1, we begin
the historical analysis with these listed sources.

Keywords and Filtering: This line of historical inquiry in-
cludes better-known phenomena and events, such as, the emer-
gence of the Security Operations Center. We focus on histori-
cal trends in the monitoring and management of networked,
local host machines, or endpoints by first searching for the
phrase "endpoint management" and working backwards in
time from the first account of "endpoint management" to the
first known instance of securing endpoints. Next, we explain
these trends by revealing their origins in (1) broad functional
requirements that arise from a combination of the network and
host architectures, and (2) the scale, kinds, and geographic
distribution of use. In other words, we look for fundamental
changes to endpoints that would negatively impact endpoint
security management during that era. After analyzing the re-
sulting documents, we continue to extract common phrases
used under the context contained within multiple selected
texts (e.g., "NOC", "SOC", "content handling", "acceptable
use policies"). As our terminology expanded, our inquiry led
us to phenomena that, while uncontroversial, fall outside of
the usual scope of Internet history. Such phenomena include
the basic security practices of 1970s and 1980s campus and
office computer labs, such as "keycard locks" and "antivirus
software". We select accounts which were professionally ref-
ereed, and which appear (retrospectively against the historical
record) to reflect standard or increasingly standard practices.
The list of keywords and the corresponding resources is avail-
able in Appendix A.1 – Table 5.

As we broaden our scope more towards present-day whilst
adding peripheral context, the amount of relevant work dras-
tically accumulates. For these cases, we also pair Google
NGRAM [49] with Google Scholar samplings to understand
long withstanding terminology frequencies paired and how
they were used in publications during those periods. Through

this, we are able to observe major changes in the technolo-
gies, techniques, and terminology specific to endpoint security
management. This technique enables us to uncover historical
activities that would not appear when, for example, searching
for "cybersecurity" in 1980s publications.
Generating Periodizations: Occurring after we finish filter-
ing texts, collecting key words, and utilizing Google NGRAM,
our historical analysis enables us to identify and describe six
main periods of endpoint management. We do not suggest
that the basic characteristics of these periods were uniform,
but instead, that these characteristics describe general trends
throughout history. Our date ranges are approximate, and de-
note a “season” of endpoint management. We limit our focus
to unclassified Arpanet/Internet-connected endpoints on enter-
prise networks: this excludes non-Arpanet/Internet endpoints
and private access through Internet Service Providers (for
reasons explained below). Our history presents a subset of the
Internet’s far larger historical evolution. Our goal is to explain
the adaptation of the historical lineage with causal links to
present-day endpoint technologies, rather than a complete
global history of networking and paths not taken. We note
here that the identified trends are not always as visible from
individual experience, and thus, there are many current-day
solutions that we do not mention as their origin fall inside our
defined periods but outside of the evolution of SOC endpoint
security management. We date technologies to the period of
their widespread use, and not to their invention.

3.2 Ethnography and Fieldwork
A major limitation of finding patterns in history is correlation
in time, but only in time. In short, we have no empirical ac-
count of the actual dynamics: the changes in SOC techniques
and technologies that one would expect to see in response
to one of the theorized external forces. To help solidify our
initial SOC observations (indicators of endpoint management)
and findings from our historical analysis, we leveraged three
ethnographic research methods: (1) participant observation
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field notes combined with Grounded Theory Method, (2) semi-
structured interviews, and (3) surveys.

Participant Observation: Field notes were collected through
participant observation [64, 106, 107] by embedding an ob-
server into a SOC. These insights allow us to better understand
the pressures and challenges faced by a real-world SOC.

For 34 months (June 10, 2019 to May 16, 2022), one field-
worker was embedded within our observed SOC to collect
field notes. A graduate student with a background in com-
puter science worked alongside SOC analysts to help im-
prove operations whilst recording observations and gaining
an in-depth understanding about the environment. Embedded
7.80 ± 2.06 hours a week for a total of 1,000+ hours, our
fieldworker recorded their observations based on over 500
employee discussions. Aside from meetings, the fieldworker
also analyzed the ticketing systems, tools and solution deploy-
ments, and documentation. Although some of the communica-
tion occurred through e-mail and Microsoft Teams [78] prior
to WFH, the WFH transition increased this type of digital
communication and video conference calls.

Grounded Theory Method: We used Grounded Theory
Method (GTM) to analyze the 352 collected field notes (addi-
tional details of which can be found in Appendix A.2). GTM
allows us to create theories using interviews and/or partici-
pant observation field notes. This approach has been leveraged
in previous works to uncover user perceptions’ around pri-
vacy [3] and cryptocurrency [72] as well as modelling analyst
burnout [106]. Thus, GTM allows us to uncover and extract
meaningful themes of SOCs in the context of COVID-19.
Prior to COVID-19, we focused on analyzing cybersecurity
metrics. Our focus of SOCs, with respect to COVID-19, redi-
rects our analysis to attempt to answer the following open-
ended questions: (1) what happens to a real-world security
environment during a crisis and (2) how do tools, services,
and analysts “react” to the unexpected circumstances?

With our defined research questions, we iteratively ana-
lyzed field notes by following GTM’s three steps: open cod-
ing, axial coding, and selective coding [104]. The first itera-
tion, open coding, involves parsing the field notes to identify
insights and uncover potential phenomena by labelling ob-
servations known as codes throughout the documents. After
identifying our codes, we performed axial coding which con-
sists of combining the previous codes from open coding into
larger themes. Based on these larger themes, we leveraged
selective coding to understand the reasoning behind each of
these categories. Specifically, why these themes are the main
concerns. The codebook is included in Appendix (Table 7).

Semi-structured Interviews: To validate, or invalidate,
themes extracted by GTM, we conducted two rounds of live
30-minute, semi-structured interviews with eight internal SOC
employees for a total of 12 interviews (as seen in Table 1). Be-
tween interview rounds, one employee transitioned to another
department and three employees reduced their workload to

participate in the second round of interviews. Questions were
forwarded to each employee a few days prior to the interview,
so participants would feel more comfortable. When sending
the questions and upon beginning the interview, participants
were notified that (1) these are semi-structured interviews,
thus we may ask other questions about the topic at-hand, and
(2) they could opt out or add to questions as desired.

Whilst our fieldworker was embedded, they personally
noted an impact on work, productivity, and communication.
Based on these observations, questions were tailored to elu-
cidate these phenomena. A focus upon analysts’ perceptions
of the changed environment was taken for the first round of
interviews. Thus we asked about their respective roles and
how they felt if those roles had or had not altered. During
the second round, we wanted to uncover analysts’ percep-
tions surrounding our derived themes and to better understand
the context surrounding more technically based themes. The
fieldworker analyzed the interview notes via coding until the-
matic saturation was reached [57]. More information on the
interview process is located in Appendix A.3.
Surveys: We leverage historical analysis to understand long-
term trends in SOCs, but a generalization of the findings from
our ethnography is necessary. From July 26 to Aug 5, 2021,
we conducted quantitative interviews with seven SOCs. In
this research, a survey is a type of quantitative interview [60]

These quantitative surveys consisted of close-ended ques-
tions allowing us to (1) follow our previous findings and (2)
reduce the amount of required effort from the respondents.
Whilst crafting this survey, we followed the Brief, Relevant,
Unambiguous, Specific and Objective method (BRUSO) [60]
to decrease required respondent effort. For close-ended ques-
tions, we provided many answers, but we also included an
additional category in the case a respondent did not feel like
the provided answers were sufficient. We standardize the
answers provided in the demographics section by following
previous work [31]. Lastly, to prevent “item-order” effect (i.e.,
ordering of questions alter responses), we alter the ordering
of available selections on multiple choice questions.

Because we cannot determine the population sampling size,
we chose a non-probability sample method: convenience sam-
pling [60]. Since we choose participants in close proximity
willing to partake in this research, we may introduce a slight
sampling bias; however, we pose that we are not attempting
to uncover new trends from this survey, rather, we aim to
validate our findings from the ethnography. We conducted the
survey and relied upon descriptive statistics for analysis. Our
survey questions are located in Appendix A.3.

3.3 Participants
With ethnographic methods, we analyzed one SOC through
participant observation and semi-structured interviews while
pairing the experience of seven other SOCs via quantitative in-
terviews (a.k.a., surveys). These perspectives help us identify
how our findings extend across SOC domains.
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ID Job Title Round 1 Round 2
P1 IT Security Specialist Yes No*
P2 IT Security Specialist Yes Yes
P3 IT Compliance Manager Yes Yes
P4 Chief Information Security Officer Yes Yes
P5 IT Security Specialist Yes Yes
P6 IT Coordinator No* Yes
P7 IT Analyst No* Yes
P8 IT Analyst No* Yes

Table 1: Demographics of the internal participants (semi-
structured interviews). * Due to work demands, some partici-
pants could not participate in both interview rounds.

Participation Observation Demographics: The SOC under
study (via participant observation and semi-structured inter-
views) oversees all major security operations for the entire
organization with more than 30,000 users (both customers
and employees). In a hierarchical structure, the SOC includes
three layer 2 (L2) analysts who oversee incident management,
alert remediation, and security engineering. The two L3 and
L4 managers’ responsibilities focus more on planning future
infrastructure to increase the organization’s security posture;
however, they also assist with L2 activities as needed. L1
analysts are located in general IT help desk, and they are
not directly included in our study. L1 analysts have limited
formal security training, and their cybersecurity functions
include well-documented processes: password resets, unlock-
ing disabled accounts, and assigning encryption certificates.
Although the SOC manages the majority of security-related
events, it is fairly small (see Table 1) with a low-medium
maturity rate per SOC-CMM [117].

Survey Demographics: Since our findings cover the impacts
on SOCs rather than individual employees, we reached out
to Chief Information Security Officers and similar positions
to answer on the behalf of their respective SOC. Seven final
participants and their demographics are located in Table 2.
Overall, the majority of the respondents oversee security op-
erations in the education and government sectors, and users
tend to be more localized than our respondents from industry
(one can be classified as an MSSP, and the other oversaw an
already distributed workforce). We asked about performed
functions such as “Security monitoring and detection”(n=7),
incident response (n=6), alert and incident remediation (n=6),
data protection and monitoring (n=5), SOC architecture and
engineering (n=5), threat research (n=5), compliance support
(n=4), digital forensics (n=3), security road map and planning
(n=2), and penetration testing (n=1).

We postulate that the variety of our participants help gen-
eralize our ethnographic findings via their diversity within
differing sectors, activities, policies (5 SOCs have privacy
polices), user base, and payment methods (contractors ver-
sus employees). Our participants oversee multi-layered SOCs
ranging from Forbes 500 companies, to academic institutions
with 30,000+ users, and even SOCs protecting states.

Job Title Tenure Sector
Chief Information Security Officer 6 Education
Chief Information Security Officer 4 Education
Chief Information Security Officer 2 Government
Vice President Security Operations 7 Industry
Director of Information Security 9 Industry
Information Security Officer 5 Education
Director of Information Security 3 Education

Table 2: Demographics of quantitative interview participants
(survey). The participants represent seven different SOCs.

3.4 Ethical Considerations
Our study was approved by our institutions’ Human Subjects
Departments (Institutional Review Board, IRB). To preserve
anonymity, we encoded the analysts’ names, and we do not
apply extensive demographics to each encoded name. With
a smaller SOC, pairing detailed demographic data and en-
codings would allow direct identification of the actual em-
ployee. Upon capturing field notes, we protected analysts by
not recording their real name or any personally-identifiable
information. Lastly, we stored notes and the survey results
where only the participating researchers were provided ac-
cess. Besides verbally informing the participants about our
practices, we also provided them with our IRB-approved pro-
tocol document. For the survey, due to the generally sensitive
technical nature of the discussed topics, we provided written
disclaimers about questions being optional, and committed to
aggregating and anonymizing results.

4 The Evolution of Endpoint Management
The findings from our historical analysis are summarized
below (additional information is available in Appendix A.1).
Detailed in Section 3.1, our goal is to understand the historical
trajectory of endpoint control based on causal links to present-
day SOCs (not a complete global history).
The Early Operational Arpanet (1972-1979): The Arpanet
network layer consisted of a network of packet-switching In-
terface Message Processors which implemented a distributed
routing algorithm and error correction [76]. Outside of a small
number of secured networks for classified work [112], net-
work security was largely based around endpoint’s regulated
physical spaces [37, 38]. Overall the DARPA-led ecosystem
of researchers and contractors exercised multiple forms of
endpoint control. Basically, each site required access control
measures—physical or software-based—to ensure only autho-
rized users and, crucially, authorized use. While there were no
technical or organizational mechanisms for content handling
as defined today, content was nonetheless managed by regulat-
ing use of the systems and the identity of the users [34,35,42].
The ARPA Internet (1980-1986): Between 1976-83, Arpanet
transitioned to becoming the official core routing area of the
new Internet [96]. The Defense Communications Agency
(DCA, now DISA, which took over many operational duties
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from DARPA in 1975) [2] further prohibited (1) unautho-
rized LANs at official ARPA Internet sites, and (2) unautho-
rized dial-in access by a new generation of “computer freaks”
equipped with their own modems and PCs [56]. The DCA
further developed its requirements for organizational manage-
ment of endpoints and added centralized access control to the
dial-in points [44]. Meanwhile, PCs began replacing terminal
rooms and computer service centers [24].

All of these changes differentiated the network edge be-
yond a smaller number of highly managed and physically con-
trolled machines. To account for the fragmentation, DARPA
directed the implementation of the Domain Name System
resulting in a new set of regulations and organizational re-
quirements [105]: local security policies to prohibit misuse
and to ensure proper technical configuration [89, 90]. The
local computing facilities connected to this network, how-
ever, remained largely the same. Excluding sites with strict
information security (e.g. government classification), com-
puter labs and centers enforced “acceptable use” through both
organizational and technical means [2, 82].
The NSFNET Before Privatization (1986-1990): The Na-
tional Science Foundation Network (NSFNET) backbone be-
gan connecting regional networks, which linked campus net-
works with the ARPA Internet [2]. The trend toward network
edge fragmentation, already underway, intensified with (1) the
rapid proliferation of attaching networks [15, 98], (2) private
vendors offering heterogeneous networking protocols and
products [83], and (3) the large-scale replacement of main-
frames with PCs [24]. Network management quickly became
“the most pressing issue in data communications” [26]. The
endpoint control requirements for the NSFNET’s networks
mimicked those on the Arpanet. Visible in the Acceptable
Use Policies (AUPs), it permitted authorized users and use,
contained no expectation of privacy, and network operators
could remove misbehaving entities from the network [2, 82].

New networking tools expanded the central monitoring of
host behavior [2, 82] and helped lab administrators maintain
the same level of control over endpoints as previously exer-
cised over the mainframes. Anti-virus and disk management
software (e.g., flashing/formatting hard drive and reinstalling
software), became a widespread commercial product during
this period, monitored system files and processes, and rou-
tinely brought end systems back to their proper configura-
tion [33, 99]. Due to this, the beginnings of distrust to hard-
ware began [99]. Organizations created formal information
security policies to control these computers [45].
Connected, Private Enterprise Networks (1991-1999): Dur-
ing the mid-1990s changes in Internet technologies and use
drove new changes in endpoint control. At the highest lev-
els, the privatization of the NSFNET (and thus the civilian
Internet) backbone began [85]. By 1993, bottom-up Internet
growth expanded Internetwork connections dramatically out-
side of the control typically exercised by the U.S. Government
over the 1980s Internet [28, 41]. Border Gateway Protocol

(BGP) helped shield global routing from these new, institu-
tionally distant networks [17, 28, 71, 92]. The 1993 “Eternal
September” cultural phenomenon attests to longtime users’
widespread perception that “netiquette” could no longer be
enforced on new users through social mechanisms [68].

After a wave of automation [25, 94] and the rise of tick-
eting systems in the late 1980s [58, 61, 65], securing end
systems in organizations was highly institutionalized. Organi-
zations introduced physical access control and logging (e.g.
CCTV) [14, 62]. LAN servers were in use to increase the
resolution of control beyond re-imaging systems on reboot
and cleaning out viruses and worms [14], and on the social
end, organizations created centrally managed contact-points
for reporting online abuse [12,13]. AUPs proliferated in order
to help regulate endpoint use [50].
Diversifying the Enterprise Network Edge (2000-2019):
The 2000s and 2010s brought a new and dramatic wave of
network differentiation. Laptops, which came into widespread
use in the 1990s, were increasingly integrated with enterprise
networks as technologies like IPsec [46, 111] and the Peer-to-
Peer Tunnelling Protocol [88, 100] enabled better security for
remote use. Although network encryption was introduced in
1970s, we see the phrase "endpoint encryption" termed during
this time [37,51]. Smartphones and tablets furthered this trend
whilst also increasing mobility [121]. The Google NGRAM
results for “Work From Home” increase gradually during the
post-war US (1945 - 1970s), with significant growth in the
1980s, and spike dramatically in 1998-99 [52]. Externally, the
Internet spread to include individual, institutional, and nation-
state adversaries, not only with attacks on networks and end
devices, but also on users (i.e., social engineering) [23].

This period is one of integration and further automation
of NOC/SOCs, and the second half of this period sees their
increasing ability to monitor and manage end devices. Mid-
dleware such as firewalls—and their increasing integration
into other tools—responded to the growing threats outside
the enterprise network [8]. Cloud computing permitted new
forms of network architecture, management, and flexibility
(e.g. Software Defined Networking), as well as easier han-
dling of content intended for end devices (e.g. email, web
links) [54,70]. Heavy office desktop machines and labs full of
secured personal computers gave way to ubiquitous laptops
and smartphones [121]. This phenomena introduced “bring
you own devices” (BYOD) along with the challenges to se-
cure an even more distributed environment [79].

Captured later in our ethnography, on the eve of COVID-
19’s global spread, vendors offered—and organizations im-
plemented—an increasingly wide range of endpoint control
systems. Although we located evidence of technological dis-
trust during the 80s, the Zero Trust Framework, formerly
published in 2020, furthers this perception of distrust [95].
The Patterns of Endpoint Management to COVID-19:
Based on our historical analysis, we draw the following con-
clusions for our ethnographic investigation. In the Arpanet-
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Internet networking lineage, centrally coordinated manage-
ment of endpoint systems was a typical feature of (what we
now call) enterprise-scale network management. Thus, we
suggest that any present-day expansion of largely technical
endpoint control mechanisms reflects one period in a longer
series of changes that predate COVID-19.

Endpoint management is carried out through a mix of or-
ganizational and technological means. These organizational
means are simply the structured (or programmed) human ac-
tivity necessary to operate complex technical systems (e.g.,
in-person lab monitoring and ticketing systems). In the histori-
cal scholarship, these organizational means are less prominent,
because we suggest that they are not classified as important in-
novations or technological accomplishments – many of these
organizational mechanisms predate even the Arpanet [91].

We interpret this history to suggest that the organizationally
instituted endpoint management techniques worked, in part
because they managed simpler systems with fewer threats.
When organizational techniques became too labor-intensive
or lost effectiveness due to the changing contexts, administra-
tors turned to technological solutions, and thus to a drive to
automate. Through Internet history, endpoint management un-
derwent a process of automation, whereby manual tasks were
partially replaced with combinations of digital computation
and (likely fewer, and perhaps different) manual tasks.

As the endpoints moved beyond the domain of local orga-
nizational control–either in new distributed forms through-
out an organization, or completely outside the organization
itself–the effectiveness of organizational management tech-
niques for endpoint systems must have declined dramatically.
This decline, in turn, triggered technological solutions, or re-
placements, for these formerly manual tasks (i.e., automation).
Given resource constraints in the contexts under study, we
assume that investments from the enterprise network’s man-
agement, who oversees operation and security, were made
out of necessity. We argue that the widespread nature of the
changes documented here further rules out highly localized,
cultural, or irrational causes in general–and instead points
to shared organizational and technological solutions to chal-
lenges posed by the changing technical and use environment.

5 Ethnographic Analysis of a SOC in the U.S.
In this section, we discuss our discoveries from studying a
hierarchical-structured U.S. SOC securing over 30,000 users.
A major limitation of finding patterns in history is correlation
in time, but only in time. Through ethnographic approaches,
our main goal is to provide empirical evidence of a SOC
changing in light of COVID-19’s WFH, namely by how an-
alysts redirect their efforts during this change (e.g., labor-
automation via tools, manually intensive tasks).

As indicated by our historical analysis, if we locate organi-
zational means and forms of automation specific to endpoint
security management, COVID-19 may potentially indicate an-

other period of increased endpoint security management. Sim-
ilar to the phenomena of BYOD, this period may introduce
additional challenges for SOCs [79]. In short, specific themes
of the ethnographic study determined by the historical review
include our ethnographic emphasis on the SOC ‘tooling up’
with automation techniques in order to deal with endpoint
challenges (as detailed below), and that history showed us
that there was always a social and a technical dimension.

5.1 Participant Observation Findings
Before and throughout the COVID-19 transition, our embed-
ded fieldworker operated alongside analysts to develop in-
depth knowledge about the environment. Known as partici-
pant observation, the following subsection outlines our find-
ings strictly from this methodology.

Our fieldworker observed and noted the SOC’s dependence
on the firewall, vulnerability scanner agents, and locally-
installed anti-virus on endpoints to protect the majority of
users. Our embedded fieldworker experienced, first-hand, the
shifting priorities within the SOC as a response to COVID-
19’s WFH phenomena. Based on these evolving priorities,
shown in Figure 2, we identified one trend that, we believe,
will alter the long-term methods SOC employees use to secure
their environment - endpoint management. Furthermore, we
also experienced the unintended consequences of this trend
such as privacy implications and analyst burnout.
Preparation - The Beginning (Early-Mid March 2020):
During the beginning of the COVID-19 pandemic, we wit-
nessed the majority of users and their work devices moving
off the physical campus rendering a number of processes
ineffective such as devices not present behind the firewall,
external traffic not detected by the intrusion detection system
(IDS), and the VPN at maximum capacity.

In this SOC, the analysts maintain the VPN, thus they
scrambled to increase the VPN capacity and ensure not only
could end users securely connect to and access on-premise
resources, but the SOC also needed to protect endpoints from
external threats when accessing the World Wide Web.

Aside from increasing the VPN capacity, communication
changed, “[Virtual] communication went through the roof”
(P1). Talking to other employees is no longer a casual con-
versation which P5 expressed, “Hallway conversations don’t
exist anymore, so we have to be more direct.” In other words,
these 5-minutes cubicle conversations turned into 60-minutes
virtual meetings. The entire SOC echoed this sentiment where
the increase impedes them from performing their daily op-
erations. Mainly stemming from other departments wanting
security-conscientious personnel to ensure best-security prac-
tices, (P4) indicated that some meetings were irrelevant to
security. Along with adjusting the VPN and the increase in
meetings, other departments had extra tasks to ensure the orga-
nization could still operate with the altered physical location.
Unfortunately, these other departments also oversaw security-
related operations (specifically the L1 IT help desk), and the
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Figure 2: Observed SOC’s Response to COVID-19 – Prior to WFH, the SOC’s team met to discuss the possibility of remote
work. Upon the organization temporarily pausing operations and the follow of users returning, the SOC worked towards not only
identifying changes needed to support the new environment but also considering the change in current security controls.

SOC was forced to temporarily oversee these security-related
operations in addition to the SOC’s current tasks.

To summarize, the SOC balanced increasing the cybersecu-
rity tools’ capacity and overseeing additional security tasks
whilst the organization demanded more of their time.

Monitoring (Mid-Late March 2020): To ensure the organi-
zation can still operate, both users and employees who did
not have an organization-owned device were offered one, thus
the number of deployed endpoints increased. However, the
analysts quickly highlighted the dangers of this such as doc-
umenting the device inventory going home with end users.
Notably, P5 expressed their concerns regarding device inven-
tory, “I’m concerned about endpoint monitoring and endpoint
patching. I want to know what was taken off-campus and if
everyone told the correct personnel to keep track of inventory.”
This concern’s motivation comes from (1) how the physical
network location is an important indicator for threat detection,
and (2) if new security-related technology needs to be in-
stalled on these endpoints, the SOC needs to determine which
endpoints currently do or do not have that protection.

“It doesn’t do any good to provide security on campus
when there isn’t anyone there anymore.” (P2) Aside from the
increased endpoints, yet a lack of device inventory, the ana-
lysts were also concerned with the decreased transparency of
their endpoints’ actions. Within our SOC, there was a heavy
reliance upon the firewall and network access points for net-
work transparency. However, all of these devices shifted from
leveraging the campus’ physical access points protected by
firewalls to leveraging home or public networks. In other
words, the origin of network traffic moved from mainly in-
bound to outbound, meaning they were no longer covered by
the organization’s firewall. Although a virtual private network
(VPN) will route traffic behind the firewall, not all users in-
stalled, or use the SOC-controlled VPN. As P4 pointed out,

“we just don’t have visibility on what endpoints are doing”
which P2, P3, and P5 all agreed.

With an increase in external endpoints (i.e., devices not
leveraging the organization’s network) but a decrease in se-
curity coverage (i.e., firewall doesn’t apply to non-VPN traf-
fic), the responsibility of the SOC to protect devices was
strained. This was particularly evident when another simi-
larly structured organization was targeted by ransomware.
As P5 fearfully expressed, “the news out of [organization’s]
ransomware attack is dire.” and P2 shared this concerned sen-
timent. This ransomware exploits unpatched vulnerabilities,
targets user accounts and performs spear-phishing attacks.
Securing these vectors requires endpoint patching and mon-
itoring incoming emails [110]. This attack was particularly
motivating for the SOC not only because of the attack’s suc-
cess as P5 shows, “... 1) It seems likely it’s Netwalker, which
is the same ransomware that hit [an organization]. 2) They
actually paid”, but in addition, it highlights the lack of end-
point management in which the SOC is no exception: “We
also need to assume that personal devices are a serious threat
here since we cannot enforce any kind of controls over them
with our current toolset. I believe [vendor] has tools we can
push out via the VPN client which would help but is not a
perfect solution since not everyone is using the VPN.” (P5).
In other words, personal devices located on the end user’s
personal network pose a large problem to work computers.

On top of the issues directly facing the SOC, the organi-
zation imposed changes upon all the departments that con-
tradicted with the SOC’s needs. During WFH, a few projects
could impact end users such as moving email inboxes into
the cloud, automatically installing client-side software for
increased security, or deploying self-phishing exercises. At-
tempting to continue these efforts posed a risk of disrupting
the organization’s end users, thus these projects were tem-
porarily suspended. This means that all of IT temporarily
paused projects to allow users to adjust to WFH which con-
flicted with the SOC’s attempt to re-establish better security
tools in hopes to increase transparency.
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Suspicious Emails Reported by Users Counts Percentage
Legitimate Emails 1,964 8.6%
Malicious - Non COVID-19 19,819 87.5%
Malicious - COVID-19 880 3.9%
Total 22,647 100%

Table 3: Statistics of COVID-19’s impact on incoming, un-
blocked emails from January 1, 2020 to February 1, 2022.

All in all, during March, the SOC increased the VPN ca-
pacity, attended more meetings, oversaw security functions
from tier 1 (a.k.a., L1), handled the uncertainty around asset
inventory, witnessed the gap of protection across endpoints,
and scrambled to identify how to defend against ransomware.

Short-Term Response (April-July 2020): Another prior-
ity, labor-wise, was an increased effort on monitoring and
managing malicious emails. In particular, the organization
experienced an influx of malicious emails taking advantage of
the pandemic which coincides with SIEMplify’s survey [101].
Because these emails contained terminology/text specific to
COVID-19, the SOC released public communication reports
which (P5) helped develop, “are there any other COVID-19
emails you could forward to me? I’m working up a memo”.
These experiences paired with public articles highlighting
recent COVID-19 scams (i.e., one manager requested a corre-
lation between a public dataset and the organization’s email
dataset), increased the priority of monitoring incoming emails
and resulted in a new script to calculate the distribution of
emails specific to COVID-19. Attackers also filed fraudulent
unemployment claims that affected organization’s employ-
ees who would forward those emails to the SOC. These two
events increased the SOC’s pressure on monitoring emails.

The SOC employs two main techniques when stopping
these types of attacks (blocking malicious URLs and pulling
emails from inboxes). Thus, we wanted to better quantify
the impact on COVID-19 related emails. We numerically
analyzed malicious COVID-19 emails reported directly to
the SOC between January 1, 2020 to February 1, 2022 as
seen in Table 3. Out of the 22,647 reported emails during
this duration, 19,819 emails were malicious with 880 of those
malicious emails mentioning COVID-19 within the content.

Protecting users from email is not the SOC’s only moti-
vation. The SOC also wanted to proactively protect the end-
points’ applications. Additional controls are required to in-
crease endpoint protection, but the SOC’s pre-WFH security
solutions were no longer sufficient. To address this short-
coming, the SOC focused on re-tuning applications such as
Zoom [123]. The SOC required adjustments to Zoom across
all users such as pushing out updates and mandating security
settings for all users, “FYI the Zoom changes went through
last night. Password required on all Zoom meetings after
the change (this can’t be shut off) and caller ID masking
is enabled for dial in users” (P5). For a clearer understand-
ing, we calculated the number of times an article covering

Zoom vulnerabilities was shared amongst the team. Between
March 15th and December 31st of 2020, the SOC shared 220
URLs containing various security information with 14 of
these URLs discussing the latest Zoom vulnerabilities.

Aside from reconfiguring applications, the SOC focused on
their current cybersecurity toolset and adjusted technical set-
tings particularly within the anti-virus application: increasing
password complexity requirements (i.e., credential protec-
tion), preventing certain applications from executing through
the preexisting anti-virus, and privilege escalation prevention.
Not only are these controls similar to endpoint protection, but
they also protect against data loss stemming from the user,
which in turn protects the organization from compromised
user accounts [77, 102, 115, 119]. To further prevent data loss,
the SOC restricted certain types of device applications as
deemed suspicious by the software (e.g., patch level, device
behavior etc). These findings are similar to Cybersecurity
Insider’s survey where respondents were concerned about
unmanaged endpoints leaking data [21].

Partially unrelated to COVID-19 but still occurring dur-
ing the phenomena, establishing these short-term solutions
were met with additional challenges: slow vendors. When
attempting to establish other services to re-instantiate the
security posture, vendors were slow upon providing finan-
cial quotes, and the SOC encountered issues implementing
proof-of-concepts within the organization. Furthermore, a
last-minute change caused the SOC to implement an entirely
new encryption certificate setup during the midst of WFH.
Long-Term Response (July 2020-January 2021): Whilst
accounting for the organization’s pause on projects, the SOC
adjusted security settings to better reflect the new phenomena.
However, these adjustments reflect a short-term solution and
do not account for the lack of transparency or control over
endpoints. During this study, the SOC also tested other tools
with more robust monitoring behavior and easier integration
with current tools (i.e., blocking DNS requests through an
additional service rather than the firewall). This behavior
coincides with a small percentage of analysts surveyed by
CSO [16]. They also consider cloud-based instances instead of
on-premise installed applications due to the change in location
and the concerns related to remotely installing client-side
applications (i.e., agentless installation). Unfortunately, to add
to the responsibilities of an arguably already overloaded SOC,
newer alert detection services introduce additional challenges
such as the increase of alerts as P4 and P5 highlight, “how do
we deal with the backlog of alerts?”

The SOC wanted to further secure the organization’s re-
sources from compromised endpoints. With devices and users
needing external access into the organization’s data center,
the need for data protection rose which P5 desired, “If there
are ways to monitor for massive data [exfiltration] at the bor-
der, I’m all ears,” and P4 mirrored, “Daily checks of botnet
activity... Periodic check of SaaS platforms... In regards to
potential data exfiltration.” Thus, we witnessed a special case
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of endpoint management: content handling. We define SOC
content handling as actions taken to prevent users from ac-
cessing the organizations’ resources based upon the content’s
semantic meaning. In this case, the SOC is looking at the
semantic-meaning of data passed through the network.

Conditional access is another technique used to protect
the organization by restricting endpoints. In this work, we
define conditional access as the action to restrict endpoint’s
access to specified resources typically based upon semantic
information. The SOC attended training webinars and tested
in-place applications that could potentially limit user’s ac-
cess to software applications and data. In order to implement
conditional access, analysts determine high-risk features and
prevent certain devices with those identified features from
obtaining important resources. For example, one discussion
revolved around preventing devices running end-of-life Win-
dows 7 from accessing cloud-based storage.

Even though these changes are motivated with good inten-
tions (e.g., protect the organization from threat actors), we
noted a decrease in end-user’s right to privacy. User devices
are not restricted to organizational use and in fact, can be
used for personal matters. With these new tools, the SOC
analysts could now leverage more of the individual user’s
activity as these tools correlate directly to the user rather than
aggregated network traffic during pre-WFH. For example,
our SOC primarily monitored endpoints’ traffic within the
network perimeter. Under the regular operating procedure,
devices were isolated or blocked from the enterprise network
when suspicious network traffic to and/or from those devices
was detected. Once a device was blocked, its user/users and
the corresponding network administrator were identified and
then notified. Only then, depending on the type of compro-
mise and the involved user account(s), the SOC accessed the
device and analyzed information directly on that endpoint.

With no or very limited network traffic to serve as a warrant
for identifying malicious behavior during WFH, the SOC had
to compensate for the lack of visibility by relying on a contin-
uous access to endpoint devices that monitor very detailed and
in-depth system behavior, system contents, and user activity
(similar to a constant search without a warrant/preliminary
indicator). The SOC analysts noted this challenge, “User
behavior [analytics] is a political issue ... the current lan-
guage is ’we only monitor devices’ yet it’s typically a 1-to-1
ratio”(P2), and communicated that they want to address ex-
pectations to user privacy. We are not aware of endpoint data
being misused in our SOC; however, this presents the pos-
sibility of COVID-19’s WFH phenomena acting as another
catalyst towards decreasing end user anonymity.
Re-Establishment (March 2021-May 2022): During these
challenges, we noticed actions towards returning to the office.
In March 2021, a few managers began partially working from
their on-campus offices (witnessed by our embedded observer
during conference calls). When the mask mandate was lifted,
the SOC’s organization announced new WFH policies, and

the managers requested help to develop a work schedule that
supports at least one analyst physically present at the office
and the rest working from home. As the SOC slowly transi-
tions back into the office, there are noticeable changes still
present in the wake of COVID-19. In particular, new anti-virus
and DNS monitoring systems were integrated into everyday
alert handling tasks. Although these two solutions intend to
increase transparency by monitoring the local device no mat-
ter its location, we are beginning to see the consequences of
quickly rolling out tools under stress (tools do not deliver fea-
tures suited for day-to-day operations, failed tool integrations
were not removed from devices thus increasing the attack
surface through unmaintained endpoint agents). Furthermore,
new policies regarding data handling, data confidentiality, and
data usage ethics have been issued at an organization-wide
level. We also see that the majority of meetings are still con-
ducted online over Zoom or Microsoft Teams. In addition,
many of the projects initially paused have resumed, but many
deadlines have been delayed as a consequence.

Lastly, we saw a reduced budget greatly affect not only
the organization, but also the employees within this SOC.
These budget cuts, initially occurring at the height of WFH,
resulted in a reduced salary across all SOC employees, restric-
tions upon onboarding new security tools to protect against
current cybersecurity trends, and a drop in training opportuni-
ties (where the latter was very prevalent in this environment
pre-WFH). To the best of our knowledge, these continue to
this day. Compounding these arguably stressful events, the
SOC also experienced (1) incidents over vacation days thus
eliminating the potential for relaxation, (2) the nationwide
vulnerability, Log4J [6], quickly following the reductions of
vacations, and (3) potential cyber threats from the Russia and
Ukraine war [39]. With an overwhelming amount of stressors
placed on the SOC employees, we witnessed burnout amongst
employees and high turnover in a short time period.

5.2 Semi-Structured Interview Summaries
To help validate our findings from participant observation, we
conducted two rounds of semi-structured interviews amongst
our SOC employees from participant observation.

Whilst our fieldworker was embedded, they personally
noted an initial impact on work, communication, and pro-
ductivity. As the SOC’s initial WFH demands decreased, we
conducted the first round during the long-term response period
(Oct 2021), and focused on verifying these initial impacts.

Although we interviewed 12 participants, only 5 partici-
pants were present for the first round as described in Sec-
tion 3. For the first interview, not all participants agreed on
each question. This was most times a consequence of em-
ployment position or duration within the SOC. However, all
participants felt that their work altered in some way: increase
(n=2), decrease (n=1), work changed (n=2). For the partici-
pant noting a decrease, they viewed physical visitations as a
sign of progress, “People are not dropping by the office to
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Sector # Endpoint Access Privacy Policy Changed WFH Model Endpoint Transparency Impacted Projects Monitors Emails
Education 4 True (4) True (3) True (2) Down (2), True (4) True (4)

Up (1)*,
Same (1)**

Government 1 False (1) False (1) True (1) Same (1)** True (1) True (1)
Industry 2 True (2) True (2) True (1) Same (2) True (1) True (1)
Total 7 True (6) True (5) True (4) Same (4)** True (6) True (6)

Down (2),
Up (1)*,

Table 4: Descriptive Statistics of Surveyed SOCs (Section 6). It appears that the biggest determination towards decreased endpoint
transparency lied within SOCs who have a mostly local, centralized workforce. *Reported new devices were provided in lieu of
WFH leading to better transparency. **Began with poor transparency which continued during COVID-19’s WFH.

talk about things”(P3). A similar theme appeared when we
asked other participants about communication, “... I won’t get
a good response unless I put an undue amount of effort into
[messaging] them ...that’s gotten worse with COVID because
before I could speak to them in person and it feels like it
wasn’t as hard to get a response” (P2) followed by “I feel out
of touch. I wish I could reach out to [our team] as I know they
may feel uncomfortable reaching out to me”(P4). On the other
hand, some participants liked the change, “...the quality, effi-
ciency and accessibility all improved both within and outside
the department” (P5). (P1) echoed this. As for productivity,
all participants felt an increase in their productivity except
for (P2), “Our jobs have basically turned into operations, all
the time, which is the worst part of the job for me, and that’s
probably a major part of why [my] productivity is down.”

During the second round, we wanted to uncover analysts’
perceptions surrounding our derived themes (e.g., endpoint
security management and end user autonomy). Regarding end-
point management, out of the seven employees (one employee
transferred positions between the interviews and three employ-
ees were initially unavailable), three participants mentioned
the lack of transparency amongst user devices. To note, three
additional participants did not comment on transparency due
to their responsibilities on access management. The remaining
participant focused on motivation overcoming the company’s
culture. In fact, five participants pointed out COVID-19 was a
motivator for deploying better features. Five participants also
agreed that the motivation behind content handling was simi-
lar to endpoint management. All employees have not deeply
considered endpoint exposure or administrative accountability
although they were in agreement these should be done.

6 Quantitative Survey Summaries
Since participant observation is limited to one SOC, we note
that this can be a major limitation. To help generalize our
ethnographic findings, we conducted quantitative surveys
(July 26 to August 5, 2021) with seven other SOCs.
Relevancy and Representativeness: To ensure anonymity,
we cannot provide the SOCs’ names, but some of our partici-
pants oversee multi-layered SOCs for Forbes 500 companies,

academic institutions, and government entities. Seven SOCs
may not constitute a sufficient statistical sampling size, but we
put forth that the variety of our participants help generalize
our ethnographic findings (e.g., differing sectors, activities,
policies, user base, and funding). For ethical purposes, we did
not ask about budgets, salaries or training opportunities.

To ensure our participants’ relevancy towards our study, we
asked about access to endpoints and WFH policies. Six SOCs
reported they have access to endpoints, and six SOCs had a
partial or hybrid WFH structure prior to COVID-19, yet seven
SOCs converted to WFH. Although seven SOCs immediately
transitioned operations to entirely remote work, three support
WFH fully after the initial WFH adaptation, and four support
a partial or hybrid setup. Since this survey’s completion date,
COVID-19 WFH slowly approaches its end with new return
policies (n=2), hybrid work (n=6), and returning to the office
(n=1). Thus, we determined that of the eight total responses
seven participants are relevant as they perform endpoint secu-
rity management (e.g., endpoint detection and response, email
monitoring). The eighth respondent did not answer enough
questions for the study, thus we excluded their response.

Findings Summary: Although COVID-19 caused drastic
moves towards WFH, endpoint transparency altered under
specific circumstances where four of six participants reported
a decrease in transparency. It appears that the biggest de-
termination towards decreased endpoint transparency lies
within SOCs who have a mostly local, centralized workforce.
SOCs did not report decreased transparency if they (1) could
be defined as a Managed Security Service Provider or (2)
worked with a highly distributed user base. We found that
COVID-19 affected projects, and of the six affected partici-
pants, three participants explicitly reported projects pausing
due to reprioritization. Four participants experienced projects
dropping, progressing slower, but also progressing faster. To
further generalize our findings, we also found that (1) all
SOCs who monitor emails (six respondents) experienced ma-
licious emails containing COVID-19 content, (2) six SOCs
experienced other departments needing more assistance than
normal, and (3) five participants encountered an increase in
meetings. We summarized the results in Table 4.
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7 Discussion and Action Items
Our historical analysis highlighted that organizational means
and forms of automation potentially indicate a new period
of increased endpoint security management. Based on our
ethnographic methods, we identified our SOC’s trajectory
change from maturing (e.g., training staff, configuring SIEMs,
automating redundant tasks) to solely deploying and config-
uring automated endpoint security management tools.

The semi-structured interviews contributed to confirming
that the motivation of this shift was COVID-19’s WFH phe-
nomena. Lastly, based on our surveys, other SOCs with a local,
centralized workforce were similarly affected and worked to-
wards improved endpoint security. With these findings, we
suggest that this push reflects an intensified period of end-
point security management. Furthermore, we note that even
though BYOD previously brought very similar challenges,
many current endpoint security tools are costly, thus we also
suggest this intensified period forced many lagging SOCs to,
more permanently, invest into endpoint security [19].

A Regulatory Environment for SOCs: While the organi-
zational management of endpoints is old, SOCs and their
predecessors have, traditionally, used their technology to man-
age network components, not endpoints. This has spared them
from some of the legal and social issues that arise when se-
mantically rich content is handled (e.g., end user browsing
behavior) [122]. We believe that this turn to endpoint control
is extremely significant insofar as SOCs come to be expected
or seen as a site of content-aware monitoring. With locally-
installed applications on computers used for professional and
potentially for personal use, not only does transparency in-
crease but also the level of control a SOC can apply to these
devices such as blocking URLs to websites, removing emails
from inboxes, or opening well-known ports for better access.
Content monitoring is more easily drawn into culture wars
and could even spark calls for regulation [20]. Based on our
study, we believe SOCs must cautiously proceed with tech-
nical actions and consider the sociotechnical aspect behind
implementing endpoint security management.

Another Stimulus of Burnout: After the initial shock of
COVID-19, a lot of pressures continued to weigh on the SOC
analysts. We saw organization budget cuts resulting in a re-
duced salary across all SOC employees, restrictions upon
adopting new (proprietary) security-oriented tools, a drop
in training opportunities, and incidents over vacation days.
Corroborated with various external events (e.g., [6] vulnera-
bility, [39]), these factors weighed heavily in the decision of
SOC personnel to leave their jobs.
Action Item 1 - Device coverage: Lack of transparency was
prominent during COVID-19’s WFH yet transparency is an
important factor in securing systems [43]. Our case study SOC
was able to reconfigure, re-purpose and integrate existing ser-
vices into operations whilst recognizing their remaining ineffi-
ciencies. However, with such a distributed network boundary,

endpoint security management focused tools may still not be
enough to protect resources. Rather than control all endpoints
from a network-focused perspective, a Zero Trust perspective
may be more appropriate. Specifically, SOCs should already
assume devices are compromised. This allows SOCs to focus
more upon enforcing controls tailored to critical threats (e.g.,
lateral movement, data breaches etc.) rather than protecting all
endpoints [95]. Our SOC and its parent organization started
dedicating resources to enabling such a shift.

Action Item 2 - Tracking time for training: Although a Zero-
Trust-oriented effort may be warranted, we note that this ap-
proach requires processes, technology, and people to imple-
ment [95]. As we found through participant observation and
interviews, many pressures during COVID-19 led to burnout,
and these needed resources may not be available to SOCs.
Thus, we also propose that SOCs should track time spend
on training. Many SOCs may have quickly adopted endpoint
security management yet may have failed to provide training
- particularly towards user-device monitoring challenges (e.g.,
continuous browsing history to user attribution). We believe
this will help realign SOCs towards increasing maturity.

Action Item 3 - Documentation and data needs: Managing
complex controls in modern endpoint management systems
can be burdensome [73]. Thus, SOCs should ensure that re-
strictions upon semantic content are strictly security-related
rather than motivated by other factors. We believe this can be
accomplished by documenting policies surrounding the expec-
tations of end user privacy. We also believe that these policies
can help the SOC formulate their precise data needs and
in turn potentially reduce user-device content-aware-related
challenges. Our studied SOC has recognized these challenges
as permanent, especially since the new monitoring tools and
the reconfigured tools aimed at increasing visibility on end-
points during COVID’s WFH became part of their everyday
alert handling process. Moreover, even if most of the organi-
zation returned back to an in-person, in-office mode, there are
some groups that were reorganized into a permanent WFH
mode. Thus, policy-adjustments at the organization level, doc-
umenting these changes, and establishing security data needs
from end-user devices can be viewed as continuous efforts.

8 Conclusion
This paper identifies and analyzes a major SOC trend inten-
sified by WFH, namely endpoint security management. By
combining historical and ethnographic analysis and method-
ologies, we highlight not only another catalyst to SOC end-
point security management (i.e., COVID-19’s WFH), but we
also pose that these abrupt changes push SOCs towards a new
environment of user privacy that they may not be equipped to
readily address. To begin addressing this new climate, SOCs
could start by assessing specific data needs from their end-
points as well as documenting processes for accountability.
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A Appendix

A.1 Historical Analysis - Initial Entities
The historical analysis captured a periodized chronology of
endpoint management functions from the 1970s to the end of
2019 (before COVID-19 restrictions). This section is focused
on providing additional details about the initial involved en-
tities such as ARPA/DARPA and DCA. Moreover, Table 5
captures the list of keywords resulting from our historical
analysis methodology.
The Early Operational Arpanet (1972-1979): The US Ad-
vanced Research Projects Agency (ARPA) became the De-
fense Advanced Research Projects Agency (DARPA) in 1972,
with a brief 1993-96 return to ARPA [32]. ARPA began its
life as a four-node testbed in 1969, and reached basic func-
tionality by late 1972 with working host software for common
operating systems, remote login (telnet), file transfer (FTP),
electronic mail (SNDMSG and CPYNET) and the formal role
of the Network Control Center (NCC) [2, 76, 87]. However,
end systems were often shared mainframe systems [76]. Out-
side of limited TCP/IP experiments, LAN endpoints directly
connected to a local Arpanet host, and were not nameable or
addressable on the Arpanet itself [4, 66].

Bolt Beranek Newman (BBN), the contractor that built
the subnetwork and operated it through its Network Control
Center (NCC; the direct predecessor to the Network Oper-
ations Center), knew the topology through a combination
of manual and technical means that were increasingly auto-
mated over time [41]. The NCC could disconnect any host
if it caused problems for the network [74, 75]. In 1975 the
Defense Communications Agency (DCA, current DISA) in-
troduced formal rules for local management of end systems,
which were implemented by a “network liaison” at each site
for all Arpanet-connected systems [34,35,42], all coordinated
through another DARPA contractor, the Stanford Research
Institute (SRI) and its Network Information Center (NIC).
The ARPA Internet (1980-1986): The Arpanet served as the
main testbed for the TCP/IP suite from the mid-late 1970s, and
became the Internet’s backbone from 1983-86 (the Arpanet’s
last nodes were decommissioned in 1990) [96]. The Arpanet
era also initiated the Internet’s globally unique addresses
mapped to network interfaces [97], an open application layer,
global name mapping to addresses [2, 120], end-to-end cryp-
tography [37], Local Area Networks [67], and new routing
demands [40] (it garnered the name “ARPA Internet” [93] in
some official documentation). The Arpanet also served as a
template for other networks [120].
The NSFNET Before Privatization (1986-1990): A wave of
automation hit network monitoring with the spread of Sim-
ple Network Management Protocol (SNMP) and Hewlett-
Packard’s first Network Node Manager (NNM), HP Open-
View, both developed from the late 1980s [25, 94]. Triggered
by the explosion in network size, complexity, and use, SNMP-

based NNMs automated basic network monitoring and control
tasks. This automation, in turn, permitted further division of
labor between more and less skilled analysts. This process,
as well as ticketing systems to help organize hierarchical
work, became especially visible in the late 1980s [58, 61, 65].
It also permitted more automated management of heteroge-
neous networks, with new protocols such as Asynchronous
Transfer Mode (ATM) and Multiprotocol Label Switching
(MPLS) now in widespread use for and between enterprise
networks [80].

A.2 Additional Field Notes Statistics
As detailed in Section 3.2, for 34 months (June 10, 2019 to
May 16, 2022), we embedded one fieldworker to collect field
notes. These field notes are comprised of recollections of
attended meetings, discussions with SOC employees whilst
working on projects, and personal observations of the field-
worker. The majority of these personal observations stem from
performing similar work to the SOC employees (e.g., monitor-
ing network traffic, developing machine learning scripts for
increased protection, integrating security tools). Due to our
unique perspective, these field notes contain rich, longitudinal
descriptions of the studied SOC environment and, therefore,
are our main source of ethnographic data.

During this study, we analyzed 352 field notes where 57 of
the field notes are from 2019, 121 field notes are from 2020,
131 are from 2021, and 43 are from 2022. These field notes
cover over 1,000 hours of the analyst embedded in the SOC
and contain observations from more than 550 SOC meetings.

A.3 Semi-Structured Interviews
Our interviews intend to validate or invalidate our
themes/findings resulting from the Grounded Theory Method
(GTM). When interviewing, we used a list of questions as a
guide and did not ask each question in order nor did we cover
all of them in each interview depending on the time.

Table 8 captures our list of questions. Prior to starting the
interview, we forwarded the questions to each interviewee and
clarified that they may either interview live (face-to-face) or
write their answers. Upon interviewing, we reiterated that each
question is voluntary. Furthermore, we did not record video
or audio rather the interviewer (our fieldworker) took notes
and typed participants’ quotes during the interview process.
When an employee asked for something to be removed or not
explicitly stated, the interviewer removed or stopped writing
and continued when instructed to do thus.

Since the SOC we studied is short staffed, and with the
increased pressure from multiple facets, the lack of resources
prevents this SOC (at times) from covering their daily oper-
ations, troubleshooting unique cases, learning new tools in
light of WFH, and proactively preventing new attacks. This
includes the ability to participate in interviews and surveys.
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Research Works Keywords Era
[4,34,35,37,38,41,
42, 66, 74–76, 112]

Arpanet, NOC, network control, secure facility, secure access, electromagnetic shield
(physical security), access control policies, regulating network access, controlling
remote access, authentication, management control

1972-1979

[2,24,40,44,56,82,
89, 90, 93, 96, 105]

ARPA-Internet, Defense Communications Agency, host naming, scalable, central-
ized access, policies and procedures

1980-1986

[2,15,24,26,33,45,
82, 83, 98, 99]

NSFNET, distributed network, nodes, anti-virus, permissions, host monitoring, re-
format, quarantine, network encipherment, acceptable use policies, distrust, identity
management, security policies

1986-1990

[12–14, 17, 25, 28,
41,58,61,62,65,68,
71, 80, 85, 92, 94]

OpenView management, private sector, scale, growth, network isolation, access
controls, user behavior, surveillance, inventory management, video security cameras,
physical security box, ID badges, updating software, viruses, automation, anti-virus,
responsible use policies, ethics, privacy concerns, middleware

1991-1999

[8,23,37,46,54,70,
88, 100, 111, 121]

SDN, IP security, endpoint encryption, network security, reputation management
systems, phishing, fraud, sandbox

2000-2019

Table 5: Historical Analysis Works – Keywords resulting from our historical analysis methodology. Representing (1) major
technological advances that help depict each era, and (2) the relatability to endpoint security management, we note the time
period where security functions are first applied within the context of endpoint security management. As detailed in Section 3.1,
these research works are derived from the various sources.
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This survey is completely optional, thus you may quit answering questions at anytime if you feel uncomfortable. The following questions will be 
used for general analytical use only. As these results are intended for scientific publication, your specific responses will not be connected to you 
in any way whatsoever upon publishing the finalized results. Your individual responses will not be given to any third party whatsoever. If you feel 
uncomfortable with any of the questions but want to continue, you may skip the question (some questions are marked required, thus pick the 
‘Other’ options and type ‘opt out’). -- Optionally, we requested the participant’s first name in the even something happens with their response, so 
we could contact them.
1. What is your job title?
2. How long have you held your current title?
3. Which of the following activities does your SOC oversee? Select all that apply: i) Incident response, ii) Security monitoring, iii) Data protec-

tion and monitoring, iv) Security administration, v) Alert and incident remediation, vi) Security road map and planning, vii) SOC architecture 
and engineering, viii) Threat research, ix) Compliance support, x) Digital forensics, xi) Pen-testing

4. Choose what best fits your SOC: i) The SOC has a privacy policy. It is set up externally. ii) The SOC has a privacy policy. The SOC sets that 
policy. iii) The SOC has a privacy policy. We are unsure who set that policy. iv) The SOC does not have a privacy policy.

5. Does your SOC possess access to endpoint systems: i) Yes, ii) No
6. Did your SOC support WFH prior to COVID-19: i) No, ii) Partially / Hybrid, iii) Fully
7. When COVID-19 began...: i) the SOC was deemed essential and thus worked on-site, ii) the SOC temporarily stopped operations. Opera-

tions continued on-site, iii) the SOC temporarily stopped operations. Operations continued entirely remote, iv) the SOC immediately transi-
tioned operations to entirely remote, v) nothing happened. The SOC was already entirely remote.

8. Did your SOC support WFH after COVID-19: i) No, ii) Partially / Hybrid, iii) Fully
9. If you answered “partially” or “fully” on the prior question, has your SOC... (select all that apply): i) Created a policy to return to the office, ii) 

Continued to work-from-home, iii) Returned to the office, iv) Allowed a hybrid schedule between on-site and remote work.
10. If your SOC transitioned to WFH, how would you describe the transparency of endpoints before COVID-WFH... What about after 

COVID-WFH...: i) Very good, ii) Good, iii) Bad, iv) Very bad
11. If you answered the previous question, can you provide a few details?
12. How did your SOC respond with the nation-wide WFH shift? Select all that apply: i) New services/solutions/tools, ii) Repurposing prior 

existing services/solutions/tools, iii) New processes and/or procedures, iv) Repurposing prior processes and/or procedures, v) New docu-
mentation and/or policies, vi) Repurposing documentation and/or policies, vii) Increased SOC employee training, viii) Not applicable or N/A

13. If you answered the previous question, please elaborate on your answers.
14. If tools and/or processes changed, was training involved? Select all that apply: i) Not applicable or N/A, ii) Formal online training sessions, 

iii) Meetings with vendors, iv) Online webinars or videos.
15. Are alerting baselines established in your SOC? Select what best describes your environment: i) We don’t have alerting baselines, ii) Alerts 

decreased when WFH occurred, iii) Alerts stayed relatively the same when WFH occurred, iv) Alerts increased when WFH occurred.
16. Select what best describes your environment: i) We do not manage/monitor email, ii) We manage/monitor emails. The content in malicious 

emails stayed relatively the same. iii) We manage/monitor emails. The content in malicious emails chainged, but nothing out of the ordinary. 
iv) We manage/monitor emails. The content in malicious emails changed. Some emails mentioned COVID-19.

17. Are meetings conducted? If so, choose what best describes your SOC: i) We do not conduct or attend meetings, ii) The number of meetings 
on my calendar decreased when WFH occurred, iii) The number of meetings on my calendar stayed the same when WFH occurred, iv) The 
number of meetings on my calendar increased when WFH occurred.

18. If your SOC works with other departments, which of the following did you experience: i) We do not work with other departments, ii) We did 
not need to help other departments when WFH occurred, iii) We needed to assist other departments more so than normal, iv) We needed 
other departments to assist us more than normal.

19. If you work with vendors, were their responses before WFH and after the WFH shift...i) Quick, ii) Somewhat Quick, iii) Normal, iv) Somewhat 
Slow, v) Slow, vi) We do not work with vendors

20. Were projects impacted by COVID-19? Select all that apply: i) COVID-19 did not affect our projects, ii) Some projects were paused, iii) Some 
projects were dropped, iv) Some projects progressed slower, v) Some projects progressed faster

21. If you answered the previous question, could you elaborate on your answers? 

Table 6: Quantitative (Survey) Interview Questions – We created this question and answer set using the BRUSO method.
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Axial Codes
(Operations) 

Endpoint
Management

Open Codes

(Operations)
Data Handling

(Operations)
Internal SOC
Organization

(Operations)
Privacy

(Operations)
Business as

Usual

Social
Limitations

Technical
Limitations

(Src. of 
Priorities)

Worries and
Pressures

(Src. of 
Priorities)
Desires

COVID-19/WFH
Social Aspects

implementing proof of concepts for new endpoint management services/tools, increased monitoring (endpoints, DNS, multi-factor authentica-
tion, lockouts, email), building and testing proof-of-concepts, endpoint protection, rewriting the acceptable use policy, endpoint patching, new 
perspective on old tool, agentless rollout
handling misinformation, internal conditional access, access de-provisioning, blocking (urls, malware, applications, emails), content filtering, 
developing CUI policies, determining conditional access, managing permissions, firewall rules, privilege escalation, tracking end of life, PCI 
compliance, improving encryption, pulling emails

writing and editing documentation, developing metrics, altering policies, developing and documenting workflows, developing incident response 
procedure, creating tickets as documentation, developing strategic planning

preventing monitoring spyware among users, providing a password manager for the organization

automation, sharing public news, security awareness training, integrating service/solution/tool, compliance reporting, increasing VPN capabili-
ties alert and incident handling, malware analysis, vulnerability patching, self motivated learning (webinars, at-home deployments), developing 
baseline, searching for IOCs, troubleshooting, whitelisting, advising other departments, preventing known attacks, scanning, external security 
assessment, attending meetings, ticket handling, scheduling peer assessments, moving towards cloud infrastructure, reaching out for external 
help, assisting other departments, user identification, identifying the scope and potential impacts, account password resets, decommisssioning 
service/solution/tool, vendor consulting 

physical location limitations and restrictions, disruption at home during WFH, issues with vendors, uncertainty, privacy versus security, insuffi-
cient training, policies, difficulties with external departments, tired, slow progress, overwhelming, pushback on security changes, increased 
meetings, reliance on external department, SOC accidents causing disruption, stressed external departments, busy external departments, 
stale project rollouts, balancing work, privacy implications, emotional burdens, scared, conflicting values, developing new policies, political 
issues impede security controls, intense, reliance on external departments, budget cuts, privacy concerns, prioritizing affecting progress, too 
many tickets, unrepsonsiveness, silos, external department layoffs, dropped projects, lack of transparency, lack of documentation, lack of 
money, lack of communication, employee turnover, salary cuts, budget cuts, limited budget, burnout, re-organization

unstable service/solution/tool, false positives, resource contention, license limitations, too many alerts, backlog of work, alerts requiring 
additional context, technical outages, decentralization, mismatched service/solution/tool, out-of-date devices, email bypassing the junk filter, 
lack of data, lack of logs
public news, incidents at peer organizations (ransomware, breaches), ransomware, malicious emails (phishing, impersonation), external 
audits, COVID-19 malicious emails, external scan, BYOD, PII, vulnerabilities, increased attacks, incidents at peer organizations, VIP status 
changes alert significance, account lockous, data privacy, government-issued laws (i.e., blocking TikTok and WeChat), external data breach, 
attackers are evolving, new attacks (Zoom bombings), external vendor breach, politics, external pen testing, malware infecting cloud file 
storage, alerts and incidents, service/solution/tool changing, service level agreements, external security reports (audits, scans), perspective of 
users
more transparency, usable metrics, need documented policies, need documentation, follow best practices, external help, inventory manage-
ment, need baseline, returning to the office, following best practices, increasing the security posture, increasing efficiency, better user 
passwords, honeypot, integration, agentless, desire automation, boundaries with meetings, better network segregation, block TOR, end WFH, 
prevent misinformation, conditional access

working from home, group WFH training, placing boundaries on meetings, planning WFH shifts, returning to the office

Table 7: Codebook – By analyzing the captured field notes using Grounded Theory, we noticed a change in operations impacted
by social and technical limitations. Furthermore, we observed that these new operations are motivated by various factors.

Rounds Semi-Structured Interview Questions
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1. How do you feel about the level of work since COVID-19 started? When WFH started?
2. Has your level of responsibility increased, decreased, or stayed the same?
3. How is the communication amongst the team? With other departments?
4. Have priorities shifted since WFH? How so? If priorities have shifted, did it make sense as to why this occurred?
5. How has productivity been since WFH happened? Based on the current environment, what change might help improve your productivity?
6. Do the current tools support WFH? Would a certain feature provide more help?
7. What would you say is the big weakness of the SOC with WFH? How do you think this should be addressed?
1. One of the priorities during the initial transition to WFH was endpoint management (i.e., leveraging [organization’s tool] to apply better 

security policies). What initially motivated this change? After altering the policies within [organization’s tool], are you content with this 
implementation?

2. Previously, most of these machines were behind the campus firewall, now a lot of them are on external networks. Have you evaluated the 
exposure due to the remote management systems? For instance, the new [organization’s tool] system is opening up hosts quite a bit so that 
IT staff can connect to these hosts.

3. With the shifts to remotely manage devices, has accountability been considered? Specifically, who has access to and management privilege 
on these remote machines? A few management accounts with admin privileges are shared by IT staff.

4. Another transition I noticed was an increased discussion of data loss prevention techniques and how those can be implemented by the 
current solutions and services. Was this similarly motivated with endpoint management?

Table 8: Semi-Structured interview questions – We conducted two rounds of semi-structured interviews within our SOC. During
the first round, we focused on analysts’ perceptions; whereas, the second round revolved around themes obtained through GTM.
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