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Abstract
Consumers who use Internet-connected products are often

exposed to security and privacy vulnerabilities that they lack
time or expertise to evaluate themselves. Can professional
product reviewers help by evaluating security and privacy
on their behalf? We conducted 17 interviews with product
reviewers about their procedures, incentives, and assumptions
regarding security and privacy. We find that reviewers have
some incentives to evaluate security and privacy, but they also
face substantial disincentives and challenges, leading them to
consider a limited set of relevant criteria and threat models.
We recommend future work to help product reviewers provide
useful advice to consumers in ways that align with reviewers’
business models and incentives. These include developing
usable resources and tools, as well as validating the heuristics
they use to judge security and privacy expediently.

1 Introduction

Many Internet-connected devices and software have security
and privacy vulnerabilities [6, 63, 75, 85]. This endangers
consumers, who often lack the time, expertise, or motivation to
evaluate security and privacy themselves across a staggering
array of options [66, 100, 104].

Efforts, such as security and privacy labels [24, 39, 73],
are underway to shift this burden toward professionals and
institutions. Professional product reviewers, who publish in-
formation to help consumers decide what products to use [13],
represent another potential path forward. Product reviews of-
ten distill the results of extended research and hands-on testing
by independent experts. They influence consumers’ percep-
tions and choices about products [64, 109]; like entertainment
media [37] and VPN ads [1], they may also shape consumers’
mental models of security and privacy regardless of the re-
viewer’s expertise or intent. While not all product reviewers
will conduct in-depth technical analyses of security and pri-
vacy, we hypothesize that with appropriate support, they are
well positioned to help consumers choose Internet-connected
products with better security and privacy.

Some advocacy groups seek to influence product review-
ers’ coverage of security and privacy. The Digital Standard
is a framework for evaluating Internet-connected products
intended to guide rigorous evaluation of security and pri-
vacy [86]. Civil rights groups have called on product review-
ers to stop recommending Ring doorbell cameras in light
of the company’s partnerships with police departments for
surveillance [28] and are tracking which organizations have
done so [30]. However, there is currently no work systemati-
cally investigating how product reviewers evaluate security
and privacy, and to what extent this role suits the business
models and incentives involved in their work.

We fill this gap by conducting 17 interviews with profes-
sional product reviewers who evaluate Internet-connected
devices and software, to understand whether and how they
evaluate security and privacy, as well as what incentives, as-
sumptions, and challenges they have. To prepare, we also
analyzed security and privacy content in a small sample of 71
published reviews. We find that product reviewers consider
a variety of security and privacy criteria and threat models,
but we identify areas where consumers could benefit from
more information. Reviewers use some techniques and tools
to evaluate these criteria, but they are limited in time and ex-
pertise. While they have some incentives to evaluate security
and privacy, reviewers face substantial disincentives and chal-
lenges that must be overcome if efforts to assist them are to be
successful. Given limited resources, reviewers’ assumptions—
about products and about their audiences—inform what they
prioritize. Based on our findings, we make recommendations
for future research and for resource and tool development to
support product reviewers in evaluating security and privacy.

2 Background

Here we provide background on professional product review-
ers, defining the scope of this work. We then discuss existing
research on the impact of professional product reviews, as
well as existing security and privacy resources to help con-
sumers choose safe products.
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2.1 Professional product reviewers
Within the scope of professional product reviewers, we in-
clude reviewers at media companies (e.g., CNET1), nonprofits
(e.g., Consumer Reports), and YouTube channels2 (e.g., Mar-
ques Brownlee). As we are interested in shifting the burden of
evaluating security and privacy to professionals, we exclude
authors of user reviews, such as those aggregated on Amazon,
and we focus on reviewers who interact with products beyond
first impressions (as opposed to summarizing publicly avail-
able information or producing unboxing videos). Reviewers
may primarily associate with domains outside of technology
but still have expertise in certain products (e.g., a journalist
who writes about parenting and also reviews baby monitors).

Product reviews are funded in many ways, but affiliate mar-
keting has recently become especially impactful and nearly
ubiquitous [13, 91, 98]. Affiliate reviews typically include
a purchase link identifying the product reviewer, who earns
a commission from each sale. Sponsorships are also a com-
mon source of compensation for independent reviewers in
particular [4]; reviewers may be paid directly by companies
for reviews, or they may be sent free or discounted products.
By the policy of the U.S. Federal Trade Commission (FTC),
reviewers must disclose certain compensation [20], although
compliance on social media has historically been low [65].

While these business models raise legitimate concerns
about trustworthiness, some reviewers take steps to mitigate
bias, such as delegating business decisions to non-review staff.
However, there is evidence of crooked business practices: e.g.,
some VPN review sites allegedly auction the top spot to the
highest bidder [83]. Understanding how (dis)incentives affect
evaluation of security and privacy across a wider range of
Internet-connected products is an aim of this work.

2.2 Impact of professional product reviews
Website rankings indicate that many consumers consult prod-
uct reviews about technology. A Tranco [57] list of the most
popular websites between July 8, 2021, and July 7, 2022,3 in-
cludes at least three websites focused on technology reviews
in the top 1,000 globally, ranking CNET at 172, PCMag at
645, and TechRadar at 764. Similarweb [90] estimates that
these three sites received 52, 23, and 33 million visits per
month on average, respectively, between December 2021 and
May 2022.4

Previous work suggests that professional product reviews
do influence consumer behavior. Luo et al. found that

1Examples of reviewer organizations in this paper should not be taken to
imply anything about whether they were involved in interviews or not.

2In classifying some YouTubers and other creators as professional, we
note that many produce video content requiring significant time and skill,
and that they often share the same revenue sources as reviewers at more
traditional organizations.

3This list is available at https://tranco-list.eu/list/Z2GLG
4We note that the Tranco and Similarweb estimates are not consistent with

one another; we provide them simply to indicate rough orders of magnitude.

the sentiment and volume of technically focused “expert
blogs” (prominently featuring product reviews) are correlated
with consumer perceptions of PC brands [64]. Analyses of
download.com, which features CNET’s professional review
alongside user reviews, found that higher professional ratings
lead to more user reviews and downloads of software [109],
and that positive (but not neutral or negative) professional
ratings lead to more downloads of software free trials [58].
Ramesh et al. found that 57% of surveyed VPN users had used
recommendation websites to discover and choose among dif-
ferent VPNs, and 94% of these respondents considered these
websites trustworthy [83].

Recent lab experiments, despite limited external validity,
suggest that reviews attributed to an expert professional may
have greater impact than user reviews in certain circum-
stances [49, 79, 80]. While some older work found that con-
sumers considered reviews less useful when attributed to ex-
perts [60], we hypothesize that consumers’ perceptions have
evolved with increased awareness of fraudulent user reviews
that are paid for secretly by product sellers [42, 47], written
by online trolls for political reasons [10], or part of extor-
tion schemes [70]. Indeed, two identical surveys conducted
in 2011 and 2016 found that, over time, perceived source
credibility and factual basis became more important in con-
sumers’ perceptions of review usefulness [31]. The impact of
professional product reviews will likely continue to evolve,
as existing technology review sites grow in traffic and rev-
enue [78] and more major media organizations create their
own product review operations [33].

2.3 Security and privacy consumer resources

Previous work suggests that consumers value security and pri-
vacy information if it is provided when choosing an Internet-
connected product, but they do not often prioritize these fac-
tors in practice, especially as information is scarce. Emami-
Naeini et al. found that some interviewees had considered
security and privacy when purchasing an IoT device [25],
while Zhang et al. found that few had considered data pri-
vacy when installing mobile apps [108]; participants in both
studies said relevant information was difficult to find. Few par-
ticipants surveyed by Ho-Sam-Sooi et al. mentioned security
or privacy as a factor when deciding whether to buy a smart
thermostat [43]. On the other hand, almost all participants
interviewed by Emami-Naeini et al. also said they would pay
more for a device if security and privacy information were pro-
vided [25]. Supporting this, various experiments have found
that when people are given relevant information in accessible
formats such as security labels and privacy checklists, they
choose products with better security and privacy [51] and
may be willing to pay more [43, 46, 99]. More specifically,
Emami-Naeini et al. measured the differing impacts of indi-
vidual security and privacy attributes on people’s perception
of risk and their willingness to purchase IoT devices [23].
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Some resources and tools are designed to help consumers
learn more about the security and privacy of connected prod-
ucts. Mozilla’s free online guide, *Privacy Not Included, cov-
ers publicly available information about connected consumer
products [34]. Other media organizations consolidate dis-
crete reviews, advice, and news into online security and pri-
vacy guides for consumers [26, 87]. Researchers have de-
signed labels to communicate security and privacy informa-
tion about privacy policies [50], Android apps [51], and Inter-
net of Things (IoT) devices [24]. Similar privacy labels were
recently adopted in the Apple [7] and Google Play [35] app
stores. Various countries [21, 32, 39, 73] and private organiza-
tions [19, 44, 95] are developing programs to provide security
and privacy information about IoT devices to consumers.

Some researchers have developed partially or fully auto-
mated frameworks for evaluating the security and privacy of
Android apps [3, 85] and IoT devices [2]. They occasionally
collaborate with journalists and professional product review-
ers to inform consumers [18, 38].

Recent work suggests that Apple privacy labels do not yet
inform consumers effectively. Li et al. reported that app de-
velopers make mistakes when creating Apple privacy labels
and find the process time-consuming and overwhelming [61].
In large-scale analyses, Li et al. found that developers rarely
create or update privacy labels unless forced [62], and Koll-
nig et al. found that most apps labeled as not collecting user
data actually did so (perhaps unintentionally) through third-
party tracking libraries [53]. Lay iPhone users interviewed by
Zhang et al. found privacy labels useful but misunderstood
them in many ways; most also had not heard of them [108].
While new resources like privacy labels can empower con-
sumers to make better security and privacy decisions, ongoing
barriers to effective implementation suggest that oversight by
third-party experts, such as professional product reviewers, is
complementarily important.

3 Analyzing a snapshot of product reviews

To inform our interviews, we analyzed a small sample of 71
published product reviews, focusing on what security- and
privacy-relevant crieria they cover and what techniques and
tools they use to evaluate them. As this was an exploratory
activity, our findings are limited in scope and depth; however,
we describe them here to give readers an impression of how
security and privacy are covered in some reviews.

3.1 Review analysis method
For our dataset of product reviews, we focused on three com-
mon IoT devices: thermostats, locks (overtly security-related),
and doorbell cameras (overtly security-related, with privacy
controversies). For each, we devised one search string for
list-style reviews and one for reviews of a specific, popular
product; e.g., for thermostats, we used “best smart thermostats

review” and “Nest thermostat review.” Using private browsing
mode, we downloaded the top five relevant results on Google,
Bing, and YouTube for each search string, skipping reviews
written by users (not professionals) or published before De-
cember 2017 (we collected reviews primarily in November
and December 2021). Factoring in repeats across Google and
Bing, our dataset contains 41 text and 30 video reviews. Ta-
ble A1 in Appendix A counts the reviews in our dataset by
source; we note that the text reviews are clustered in fewer
sources, while the video reviews are more diffuse. Videos had
177,723 views on average, with a median of 88,816.

To analyze the security and privacy content of these re-
views, we developed an initial qualitative codebook from
other reviews of Internet-connected devices and software,
also incorporating concepts from the Digital Standard [86].
Two researchers refined the codebook while collaboratively
coding 21 reviews from our dataset; they then coded 9 reviews
independently, achieving a Krippendorff’s α of 0.83 averaged
across each code that exhibited variation, which indicates
good inter-rater reliability [55]. The two researchers then split
all remaining reviews. Our codebook is in Appendix D of the
supplementary materials.5

In general, we coded security- and privacy-relevant criteria
even if they were not presented explicitly in that context (e.g.,
describing how multi-user access works for a smart lock).
We reasoned that we were not equipped to judge whether
the security and privacy implications would be apparent to
consumers—this is a question for future work.

3.2 Review analysis results
Table 1 lists the most common security- and privacy-relevant
criteria included in our dataset. More complete results are in
Appendix E of the supplementary materials.

In our dataset, many criteria are included mainly in the
context of a device’s functionality: e.g., human/AI processing
is usually present because we counted any mention of voice
recognition, a way to control IoT devices, and software up-
dates are often described as part of the setup process. Reviews
for different product types cover different criteria correspond-
ing to their core functionality: e.g., audit log/notifications
is in most reviews of locks and doorbell cameras because
notifying owners of people at the door is a popular feature,
but it is rarely in reviews of thermostats. When mentioned at
all, threat models are also typically tied to functionality (e.g.,
an intruder bypassing a smart lock to break into the house),
although one review mentions botnets, describing them as
a “larger societal problem” causing harm to banks and other
institutions [81].

Some criteria unrelated to core functionality arise occasion-
ally, with encryption and multi-factor authentication men-
tioned in 20–30% of lock and camera reviews: e.g., one re-

5Supplementary materials are located at https://osf.io/m2pe7/?view_
only=e6a8443956704fe2b380cfce1def1204.
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Table 1: All criteria included in more than 10% of the reviews
for any product type. The table lists the percent of reviews
with each criterion, per product type.

Therm. Lock Camera
(N = 23) (N = 24) (N = 24)

Human/AI processing 100 83 88
Audit log/notifications 9 79 79
Limiting/controlling data handling 22 4 92
Multi-user access control 9 83 12
Functional bugs 35 38 29
Locale of data storage/processing 4 12 83
Software updates 26 29 29
Can withhold action/capabilities 57 17 12
Data retention 0 0 67
Encryption 4 21 29
Multi-factor authentication 4 21 21
Password sec/priv 0 42 0
Sec/priv reputation of company 0 0 38
Data minimization/justification 4 4 25
Other data sharing 4 4 25
Sec/priv for special classes of data 9 8 17
Usability/accessibility for sec/priv 0 8 12
Recovery 0 17 0

view lists “no end-to-end encryption” as a reason to avoid a
camera [82]. Security/privacy reputation of company, data
minimization/justification, and other data sharing are men-
tioned in 25–40% of camera reviews. This mainly relates to
criticism of Ring cameras for sharing data with police [71]:
one review questions “whether a company with both financial
and operational ties to law enforcement” should be trusted
with sensitive personal data [92].

Few reviews mention techniques and tools used to evaluate
devices. 56% give some indication of “living with” a device
for an extended period of time or in a realistic environment.
Fewer than 10% each report checking customer feedback,
sharing a device with multiple simultaneous users, commu-
nicating with the company, or reading policies/documents.
Rarely, reviews mention challenges: one reviewer explains
that they do not cover privacy policies or user agreements
in detail because “it’s impossible for us to read and analyze
every single one of these agreements” [89].

Throughout this analysis, we remained unsure whether the
limited discussion of security and privacy was because these
aspects were not evaluated at all or because they were a part of
the review process that was simply not prioritized for commu-
nicating to the audience. Thus, in our interviews we included
a section focusing on how product reviewers decide what to
communicate in a review and what to leave out.

4 Product reviewer interviews

To dig deeper into how and why product reviewers evalu-
ate security and privacy for Internet-connected products, we
conducted 17 semi-structured interviews with 18 product re-

viewers over video call between February and May 2022, with
these research questions:

1. What security and privacy criteria do product reviewers
evaluate?

2. How do incentives and assumptions influence their ap-
proach?

3. What techniques and tools do they use?
4. What challenges do they face? What resources and tools

do they need to be more effective?

4.1 Interview method

Recruitment. We recruited participants who were 18 years or
older, spoke English, and had published at least ten reviews of
Internet-connected devices and software.6 We used our best
judgment to only include reviews where the reviewer demon-
strated they had interacted with products themselves beyond
first impressions. In two instances we had two participants
from the same organization: P1 and P2, and P9a and P9b. P9a
and P9b review as a pair and were interviewed together.

To carry out recruitment, we compiled a list of eligible
product reviewers from media companies, nonprofits, and
YouTube channels that we were familiar with. We also used
search engines extensively to find new reviewers and organiza-
tions, focusing on three types of Internet-connected products:
smart home devices (e.g., thermostats and security cameras),
wearables (e.g., watches and sleep trackers), and software
(e.g., tax filing programs and photo storage services). We
reached out directly to 144 individuals and organizations in
this dataset using publicly provided contact information, yield-
ing 15 participants. We also recruited 2 participants via an
industry contact and 1 through snowball sampling. We con-
tinued recruiting until we reached saturation [40].

During recruitment, we avoided mentioning security and
privacy, in order to reduce sample bias and avoid priming;
we framed the interview as a study of how reviewers eval-
uate connected devices and software in general. During the
interview, we did not bring up security and privacy until after
asking participants generally what kinds of criteria they con-
sider, to see whether they would be mentioned unprompted.
While participants could have learned that we were security
and privacy researchers from information online, there was
no indication that any knew this other than P1 and P2, who
are in security- and privacy-focused roles and were recruited
via our industry contact.

Interview design. Our interviews were semi-structured,
meaning that we broadly followed a protocol but adapted
it and asked follow-up questions as appropriate for each par-
ticipant. Interviews included four main parts. First, we asked

6P2 did not satisfy the publication requirement but had significant review-
ing experience as a program manager.
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background questions: e.g., about the participant’s business
model and experience. Second, we asked what criteria (first
general, then security- and privacy-specific) they evaluate, as
well as security and privacy criteria they consider important
but do not evaluate. Third, we asked about techniques and
tools they use to evaluate security and privacy, as well as
challenges they had encountered. We also prompted them to
imagine any hypothetical tools, resources, regulations, or in-
dustry norms they would want to help them evaluate security
and privacy. Fourth, we asked participants how they communi-
cate security and privacy information and how they approach
negative reviews. Our interview protocol is in Appendix B.
The recorded portion lasted 48 minutes on average.

At the end of the interview, participants completed a four-
minute survey on their security and privacy knowledge, organi-
zation, and demographics (Appendix C). Participants received
a $50 Amazon gift certificate as compensation; three refused
compensation due to their organizations’ policies.

Analysis. We recorded audio of our interviews, which was
transcribed automatically and corrected manually. The first
two authors coded four transcripts collaboratively, developing
a qualitative codebook from scratch guided by the research
questions. After four interviews, the high-level structure of the
codebook was largely stable, so the first two authors coded the
rest of the interviews separately, meeting after every two or
three to resolve differences and update the codebook. Our goal
was to identify and discuss qualitative themes pertaining to
our research questions [12], not make quantitative claims, so
we did not calculate inter-rater reliability [67]. Our codebook
is in Appendix F of the supplementary materials.

Ethics. This study was reviewed and approved by the Uni-
versity of Maryland Institutional Review Board. We obtained
informed consent, including for automatic transcription, and
we told participants that they could skip any question they
were uncomfortable with. We have taken care to not release
identifying data about participants or their organizations.

Limitations. As this is a qualitative study with 17 interviews,
our findings may not generalize to all product reviewers. To
our knowledge, all participants have a primarily English-
speaking, U.S. or European audience. There may be self-
selection bias, as monetary compensation may provide limited
incentive for busy professionals; compounding this, some or-
ganizations prohibit compensation and even participation. As
a result, participants may disproportionately be enthusiastic
about product reviewing, feel comfortable talking about their
work because they believe it meets a high standard for quality
or ethics, or want to help improve the state of the field; each
of these sentiments was expressed by multiple participants.

Some participants may have over-emphasized their evalu-
ation of security and privacy out of social desirability bias,
especially if they believed this reflected the quality of their

Table 2: Information on the number of years participants have
been reviewing, the number of views for a typical review, and
the number of reviewers at their primary organization.

Years Views Team size

P1 3–5 30+

P2 1–2 1,000–9,999 30+

P3 10–14 10,000–99,999 4–9

P4 3–5 4–9

P5 15–19 10,000–99,999 20–29

P6 3–5 20–29

P7 3–5 1,000–9,999 1

P8 1–2 10,000–99,999 1

P9a 6–9 1,000–9,999 2–3

P9b 6–9 1,000–9,999 2–3

P10 40+ 1

P11 15–19 10,000–99,999 2–3

P12 1–2 1,000–9,999 1

P13 1–2 1,000–9,999 1

P14 3–5 1,000–9,999 1

P15 10–14 4–9

P16 3–5 10,000–99,999 4–9

P17 15–19 2–3

work. To mitigate this, we stressed at the beginning of inter-
views that there were no right or wrong answers. Throughout
the interview, we repeatedly reassured participants that it was
fine not to have substantive answers to questions about how
they evaluate security and privacy, encouraging them to speak
about barriers preventing them from doing so.

4.2 Participant information
Table 2 contains self-reported information about participants’
product reviewing experience and professional circumstances.
For privacy, we report only aggregate statistics on demograph-
ics in Table A2 of Appendix A.

In the post-interview survey, for some additional context,
participants self-reported their knowledge about online se-
curity and privacy (via a question developed by Faklaris et
al. [27]). They consider themselves generally knowledgeable;
6 strongly agreed that “I am extremely knowledgeable about
all the steps needed to keep my online data and accounts safe,”
11 agreed, and 1 answered neutrally. We then measured par-
ticipants’ online security and privacy knowledge using six
questions from a 2019 Pew Research Center poll [104]; re-
sponses are summarized in Table 3. Participants are generally
knowledgeable, answering each question with greater accu-
racy than a representative sample of Americans in 2019. The
only question answered correctly by fewer than 16 out of 18
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Table 3: Summary of participants’ responses to security and privacy knowledge questions, compared to responses given by a
representative sample of Americans in 2019. No participant answered “Not sure” to any question.

Participants U.S. public [104]

Question answer (rephrased from multiple choice answer) % correct (N of 18) % correct % unsure

Cookies allow websites to track user visits and site activity 94 (17) 63 27
Advertising is the largest source of revenue for most major social media platforms 94 (17) 59 32
Privacy policies are contracts between websites and users about how a site will use user data 94 (17) 48 27
“https://” in a URL means that information entered into the site is encrypted 89 (16) 30 53
Phishing scams can be encountered through social media, websites, emails, and text messages 94 (17) 67 15
Private browsing mode stops someone on the same computer from seeing one’s online activity 56 (10) 24 49

was about the purpose of private browsing mode; 10 answered
correctly, while 6 held the common misconception [106] that
online activities would be hidden from visited websites, and
2 chose other incorrect answers.

4.3 General product reviewing practices
In the next several sections, we describe our interview findings.
For context, we report the number of interviews in which a
theme or point appeared, out of a total of N = 17 (i.e., we do
not double-count P9a and P9b, who review and interviewed
together). As participants answered questions focusing on
different aspects of their work that they personally found
most relevant, counts should not be taken as measuring the
true prevalence of these themes among our participants.

All participants had reviewed smart home or wearable de-
vices; some also cover associated apps, standalone software,
and more traditional devices including computers, phones,
tablets, and routers. Five focus specifically on Apple or Home-
Kit products. Our participants publish video reviews (N =
4), written reviews (N = 3), or both (N = 10); some also
mentioned other formats, such as social media or podcasts.
They generally described their audiences as consumers or
tech enthusiasts, while P10’s audience also includes corporate
buyers.

Participants evaluate products through day-to-day use in
realistic settings (N = 11) and through testing in a lab or home
studio (N = 8). Two do not evaluate products directly: P17
has experience testing products but currently conducts online
research and interviews users, while P2 is a product manager
overseeing review processes. Seven participants mentioned
following a standard evaluation framework. The length of
testing before publishing varies greatly by reviewer and by
product, ranging from hours to a month or more. Many have
updated reviews, generally by revising them directly (N = 10),
although on YouTube reviews must be updated in other ways,
such as adding a pinned comment or updating the description
(N = 6). When asked how they determine what product to
review next, participants gave a variety of factors, including
picking products that are popular (N = 9), are interesting (N
= 7), or have brand presence (N = 6).

Business model. Affiliate marketing (N = 13) was the most
common source of compensation reported, followed by ads
(N = 9), sponsorships (N = 6), free products (N = 4), and
subscriptions (N = 3). While we did not prompt participants
for measures they take to reduce potential resultant bias, nine
mentioned these organically, including maintaining separation
between product reviewers and people who make business de-
cisions (N = 5), avoiding sponsored reviews (N = 4), avoiding
ads (N = 2), buying all products themselves (N = 2), and not
using products outside of reviewing work (N = 2).

4.4 Security and privacy criteria
Only four participants mentioned security or privacy when
asked what criteria they evaluate. Of these, P1 and P2, who
focus on reviewing security and privacy, listed many relevant
criteria; P9a mentioned checking for local and cloud storage
because that was a privacy concern their audience cares about;
and P8 mentioned security only to say that they do not cover
it much unless there is a glaring issue.

After prompting, all participants reported at least some-
times evaluating security and privacy. Some always do: for
smart home devices, P1’s organization follows a testing frame-
work covering authentication, encryption, security over time,
and more, and P6’s organization always considers two-factor
authentication and whether data storage and processing are
on the device or in the cloud. However, others rarely do: P8
said, “If I see something [security- or privacy-related] that
seems glaring, I’ll call it out, but my audience really isn’t
that type.” Some organizations have separate security and
privacy experts who help with reviews (N = 6). Relatedly,
five participants saw security as someone else’s job: P5 said,
“Those kinds of vulnerabilities [‘gaping security flaws’] are
things that security experts find later on or get publicized as
an exploit, which isn’t something I can necessarily test.” All
criteria mentioned by at least two participants are listed in
Table 4.

Reviewers prioritize criteria differently. With many pos-
sible security and privacy criteria, reviewers must prioritize.
Eight participants mentioned tailoring priorities to the type of
product. Sometimes, this means prioritizing different criteria:
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Table 4: All security and privacy criteria evaluated by at least
two participants.

Count Criterion

11 What data is collected, and how is it shared/used?
7 Reputation of company/product (e.g., breaches)
6 Locale of data storage/processing (local or cloud)
5 Encryption
5 Known vulnerabilities
5 Multi-factor authentication
5 Physical shutters and shut-off switches
4 Data controls
4 Measures to secure data against hacking
4 Transparency about data handling
3 Authentication
3 Data deletion
3 Geographic locale of data storage/processing
3 Justification of data handling
3 Length of data retention
2 Full platform compatibility
2 Security over time
2 Software updates
2 Usable security and privacy features

P1 said, “The most important thing for IP cameras is the au-
dio data and video data. But for smart TVs, people are more
caring about if they get monitored while they’re watching
TV.” Other times, this means elevating security and privacy
for more concerning products: P6 said, “Cameras are scruti-
nized a lot harder than other devices, because that’s actually a
gateway into your home. And like how terrifying was it two
years ago when Ring cameras were getting hacked and actu-
ally like communicating with children in their homes?” And
sometimes, this means deprioritizing security and privacy if
they were perceived as forgone: P10 said, “If I’m reviewing
security cameras, it’s a big deal. If I’m reviewing a social
media app—you’ve thrown away your privacy.”

Participants differed in the overall weight given to security
and privacy. P6 said their organization would not recommend
products that violate a “baseline” of security, such as trans-
mitting maps of a user’s home insecurely. Similarly, P17 said
that at a previous organization, they would not recommend a
product with missing security and privacy information, even
if it scored well on all other criteria. In contrast, other partici-
pants viewed security and privacy as just two of many factors:
P10 mentioned a formula with various weighted criteria that
includes security for certain products. Still others generally
did not consider security and privacy: P15 said that given a
limited word count, privacy is one of the first aspects their
organization will cut, because functionality is more important.

Reviewers sometimes recommend how to configure or use
products. P1 guides audiences through data controls such
as opting out of data sharing, and P3 teaches audiences to
prevent devices from communicating with the Internet using
a HomeKit router. P11 provides general security advice in
their reviews, emphasizing the importance of installing up-

dates, using password managers, and enabling multi-factor
authentication. Given limited space, however, some create or
link to separate security and privacy content: P6’s organiza-
tion provides how-to guides on deleting recordings, resetting
devices, and more. P6 views providing this advice as part of
responsible reviewing.

4.5 Incentives and responsibilities for covering
security and privacy

The extent to which product reviewers cover security and pri-
vacy, as well as what they prioritize, is influenced by perceived
incentives, disincentives, and responsibilities.

Protecting their reputation is an incentive for reviewers
to evaluate security and privacy. Ten participants said their
reputation is tied to their reviews, meaning that recommending
insecure or invasive products could hurt their credibility. P8
said, “I would hate to have a glowing review about a product,
and then two weeks later, they have a data breach because they
did something stupid—they didn’t encrypt something . . . [it]
makes you look bad.” Some described this as a responsibility:
P10 said not evaluating important security and privacy criteria
would be cheating their readers. However, one participant
came to the opposite conclusion: P12 said concern for their
reputation makes them hesitant to comment on security and
privacy without more expertise, because making a wrong
assertion could discredit them and endanger their audience.

Some see audiences as uninterested in security and privacy.
Six participants cited lack of audience interest as a disincen-
tive for including security and privacy in their reviews. P8
said, based on the questions their audience asks, “There are
definitely people out there that want to see [security-related
content], but there’s a lot of people that don’t care.” P11 said,
“If I do a video about [security vulnerabilities] . . . it doesn’t
get searched for; it doesn’t get watched; nobody cares about
it,” and P6 recalled creating security- and privacy-focused con-
tent that received “horrible traffic.” Even when manufacturers
highlight security and privacy features in reviewer guides, P4
said their organization often skips them because they’re not
“sexy,” adding that “No one’s really complained.”

Even when reviewers do evaluate security and privacy,
they may avoid reporting their findings to their audiences
due to lack of interest. As mentioned in Section 4.4, P6’s
organization examines all smart home devices for a security
baseline. However, they may not write about this, because
their audience may not understand or care. If a product does
not meet the baseline, “We wouldn’t even be recommending
the device in the first place.” When asked, P6 guessed that
some but not all audience members are aware of this rule.

Some audiences are interested in security and privacy. On
the other hand, audience interest is sometimes an incentive
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to evaluate security and privacy. P14 said, “Sometimes the
audience will be wondering, what if I don’t want this camera
on, or how can I protect myself?” More narrowly, P17 said, “A
lot of commenters and people emailing you will be like, ‘This
thing’s dialing into China.’” And particular audiences may
care: P2 said their organization increased their coverage of
security and privacy in order to appeal to younger audiences
and people with children.

Incentives against negative reviews impede publication
of security and privacy concerns. Though reviewers have
some incentives to consider security and privacy, these do
not necessarily translate into incentives to publish reviews of
products with major concerns. Many participants said they
avoid publishing negative reviews (N = 10) or picking bad
products to review in the first place (N = 8): P11 said, “I’m
not comfortable right now with the security of [a particular
IoT device], so I just won’t even [review] it.” Thus, consumers
may not receive information about security and privacy risks.

Participants gave different justifications for avoiding nega-
tive reviews. P16 said reviewing bad products doesn’t prevent
people from buying them and may even be counterproduc-
tive by giving them more attention: “there’s still going to be
people that buy a bad product because it’s cheap. . . . I don’t
want to give it air time.” P7 suggested consumers will avoid
bad products even without the help of negative reviews, citing
a poorly received product where “nobody reviewed it, and
it’s not selling.” And multiple participants said consumers
are less interested in negative content: P11 recalled posting
a video highlighting bad products that weren’t reviewed, but
they said those types of videos did not attract much traffic.
Similarly, P4 said their organization avoids publishing neg-
ative reviews because people will get the message from the
headline without reading the review or buying the product,
depriving them of revenue from ads and affiliate marketing.

Negative reviews are important to some. Four participants
mentioned that avoiding negative reviews would decrease
their credibility, and three felt it was their duty to publish
negative reviews that were in consumers’ best interest. For
example, P13 said when audiences question their integrity
based on the fact that they receive affiliate revenue, they “often
point to other videos where I would make more money if I’d
pushed that product, and I don’t.”

Reviewers who do not publish negative reviews may still
mention security and privacy concerns for products that re-
ceive a neutral or positive review. In a review of a device that
shared sensitive data with servers by default, P3 warned their
audience, “If you aren’t comfortable with that, don’t get this
product, or here’s a way that you can limit that.” However,
overall, we find that incentives against publishing negative
reviews more likely dissuade reviewers from informing con-
sumers of security and privacy concerns.

Thorough evaluation is limited by finances. Across different
kinds of organizations, financial constraints limit security and
privacy evaluation. P7 said creating content on platforms like
YouTube takes time and often doesn’t pay well, which means
that “putting something through its paces, like legitimately
testing something . . . is just not possible.” And P1 pointed
out that searching for security and privacy issues often leads
to “finding nothing in the end,” meaning that “the constraints
of the budget really make a huge difference” to whether they
can investigate a potential issue.

Some aim to protect consumers by helping companies de-
tect issues. Given incentives against negative reviews, some
participants expressed a duty to protect consumers in other
ways. Eight mentioned disclosing issues or vulnerabilities
they discover to companies. P8, who tries to avoid publishing
negative reviews, identifies as a “de facto beta tester” and has
delayed publishing reviews until bugs they reported are fixed.
They said, “If I do have a closer relationship with a company,
I can maybe help drive them in a more pro-consumer direc-
tion.” P7, who avoids publishing negative reviews altogether,
wanted to be more like a beta tester, with earlier access to
products so their feedback could be taken into account before
release. In some cases, companies may not be receptive to this
feedback: P1 said, “Sometimes, when we find out some issue
on the device—say, your device security is not up to date . . .
the company will say, ‘No, it’s good!’” To address this, they
suggested a law to intervene when companies “ignore security
researchers who are just being kind and trying to help.”

4.6 Assumptions guiding prioritization

Along with incentives, product reviewers’ assumptions about
security and privacy play an important role in their choice
of priorities. (We defer comment on the reliability of these
beliefs to Section 5.)

Apple, HomeKit, and other intranet-based products are
seen by some as secure and private. Eight participants
believe Apple and HomeKit-certified products to be inher-
ently secure and private, including all five who focus on
those brands. For example, P16 said they did not think much
about security, because they “just implicitly trust” HomeKit-
certified products, and P7 trusted HomeKit-certified products
despite the concerns of their audience: “You got a lot of peo-
ple who don’t trust, like, new, unknown Chinese brands. And
I say, well, Apple has obviously verified, because they have
access to HomeKit. So, if Apple trusts them, I trust them.”

Participants trust HomeKit devices in part because they are
configurable to allow only local storage and processing, which
significantly limits potential attacks. P3 said, “With HomeKit,
everything is like inherently secure. Stuff runs local; there’s
no external server calls. If someone was trying to hack into
your smart home devices, they’re gonna have to basically
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be in your house, on your home Wi-Fi network.” Relatedly,
especially for locks, P8 said they encourage their audience to
use local mesh networking protocols, such as Zigbee, Z-Wave,
and Thread, explaining that they are “effectively 100% secure”
because a compromised device “can’t hop over to the Internet
and go out and get instructions.”

Participants cited a variety of other reasons for trusting Ap-
ple and HomeKit. P3 trusts Apple’s certification process for
HomeKit devices, describing it as “the gold standard in test-
ing.” They added, “While we’ve heard a multitude of stories of
security and privacy issues with Amazon assistant and Google
Assistant products, that has never been the case for a HomeKit
one.” P7 trusted HomeKit devices because of the end-to-end
encryption used to transmit and store data, as well as the “kind
of ridiculous” certification process. They specifically called
out the comparatively low number of HomeKit-certified de-
vices, unlike other smart home platforms, where a multitude
of devices implies “super low standards.” Participants also
mentioned trusting Apple, as a company with a reputation
for security and privacy to uphold: P12 said, “Amazon and
Google are data companies, and fundamentally that makes
me not trust them as much. . . . You are the product. Whereas
with Apple, they have a long-standing reputation that actually
privacy is at the center of what they do.”

Due to their trust in HomeKit, some participants do not
cover security and privacy unless issues arise: P7 said, “People
who are watching my content understand the level of security
and privacy that comes along with HomeKit in general. So,
I used to talk about it a lot, but I stopped, because there’s
no need to—because everybody understands that it’s just as
secure and as private as can be. . . . Unless there’s an issue. If
there is an issue, I’ll talk about it.” Two participants perceive
unusual HomeKit integration as a security and privacy issue
unto itself: P16 said products that require an app other than
Apple Home raise red flags.

Participants sometimes explain to their audience or remind
them that HomeKit devices are safe (N = 2), but they also
try not to repeat this too much across reviews (N = 2): P12
described a “tacit assumption or . . . maybe false hope” that
audiences would already know this from watching their other
videos. In trying not to bore their dedicated audiences, though,
reviewers risk omitting important security and privacy context
for others who happen upon their reviews and may not share
the same expectations.

Reviewers make assumptions about price and prominence.
Six participants said free or cheap products typically have
privacy trade-offs: P3 said, “If something is really affordable
or has some sort of monthly free cloud option . . . you’re
the product.” Relatedly, P1 said their organization associates
investment in security and privacy features, such as encryption
and vulnerability disclosure programs, with competence: “If
companies are able to put money in those areas, then we trust
that the companies are able to make the device well.”

Three participants believe that prominent brands are less
likely to have security and privacy issues; conversely, P13 tells
their audience that bigger companies are bigger targets. These
assumptions may influence the level of scrutiny reviewers
give to different products.

Threat models inform how reviewers evaluate and com-
municate security and privacy. Participants expressed many
beliefs about what threats are realistic. Three asserted that
simple attacks, such as dictionary attacks on passwords or
simply picking a lock, are more common; this was given
as a rationale for prioritizing simple threats over complex
ones when evaluating security and privacy. P17 said the app
for a smart device is often more concerning than the device
itself, adding that they wished they were better at packet sniff-
ing in order to investigate these concerns. P11 argued that
by making products easy to use, companies can leave them
vulnerable; in reviews, they recommend against connecting
network-attached storage devices to the Internet, in order to
prevent ransomware and other problems. P11 also argued that
attacks by third parties (e.g., hackers distributing ransomware)
are more concerning than what companies do with user data;
as such, they may focus on different aspects of security and
privacy than reviewers such as P4, who only mentioned com-
panies that “try to figure out ways to sneakily do things” with
their own products as a threat.

Some believe security and privacy are impossible or im-
practical. Five participants said all Internet-connected prod-
ucts are fundamentally insecure. Most simultaneously ac-
knowledged that protective measures are still valuable: P10
added, “We can put layers of trying to protect ourselves, . . .
and I expect that from the products.” However, P5 was more
fatalistic, saying anything that connects to the Internet is a
security hole: their organization doesn’t prioritize security for
most products, because vulnerabilities are “a fundamental of
the [IoT] category and just of all network technology.”

Similarly, seven participants expressed hopelessness about
privacy. Some argued privacy erosion is inescapable in mod-
ern life generally: P16 said, “We’ve got Amazon spying on us,
Google spying on us as well—it’s a global thing,” which con-
tributes to their belief that it’s “not worth the hassle” to focus
on privacy in reviews. Others argued that Internet-connected
products inherently sacrifice privacy: P9a said, “If you’re
someone that’s starting to put smart home stuff in your house,
you’ve already given up on the privacy thing.”

Three participants argued that protecting security and pri-
vacy is technically possible but often inaccessible to most con-
sumers. P8 personally believes it is important for a home net-
work to isolate IoT devices, but they said doing so is beyond
most people’s capability: “You have to go buy an enterprise-
level firewall; you have to segment out your Wi-Fi; you’ve
gotta figure out which ports you have to open; you gotta test it
. . . it’s not easy.” Overall, these beliefs have clear potential to
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Table 5: Techniques and tools used by participants to evaluate
security and privacy.

Count Technique or tool

5 Ask company questions
4 Examine data in transit
3 Reading privacy policies and other docs
2 Static and dynamic analysis
1 Automated privacy policy analyzer
1 Check customer feedback
1 Document manager for privacy policies
1 Evaluate code and libraries
1 Intuition
1 Monitor network security using firewall
1 Security and privacy label
1 Tool to visualize network traffic
1 Track privacy policy updates via hashes
1 Verify effectiveness of security and privacy features

shape reviewers’ judgment about the extent to which security
and privacy are worth evaluating.

Since total security and privacy is impossible, it makes
sense that six participants emphasized tradeoffs as personal
decisions for consumers to make for themselves. They often
saw their role as informing these decisions without making
strong recommendations: P13 said, “I just try to lay all that
out there and then try to give my opinion, which generally errs
on the side of, like, ‘Hey, if you want to survive in this world,
this day and age, you’re going to probably use some products
that are connected.’” Similarly, P14 said, “You have to figure
out, how much privacy do you want to give up for the features
that you want to get? So, yeah, that’s what I would say. Not
so much as like, ‘Don’t buy this just because of that.’”

4.7 Techniques and tools
Participants reported using 14 different types of techniques
and tools to evaluate security and privacy, listed in Table 5.
Seven participants reported techniques and tools that involved
interacting directly with products: e.g., using Wireshark or
routers with network monitoring capabilities to examine data
in transit, or using static analysis tools to evaluate code. In
addition to technical tools, some participants apply intuition
from years of experience: P6 said, “After using a lot of smart
home apps and services, you start to develop a little bit of
a spidey sense of what looks like something you want to
connect to your home network or not.” Five reported asking
manufacturers questions about products. Four said they re-
view privacy policies and other written documentation, with
two using custom tools to automatically distill important com-
ponents of privacy policies or track their changes over time.
On the other hand, four participants explicitly mentioned not
conducting penetration testing out of practicality.

Limited expertise and time impede reviewers’ use of tech-
niques and tools. Participants reported numerous challenges,

both to evaluating security and privacy and to reviewing
Internet-connected products in general. Limited security and
privacy expertise was a common barrier (N = 11), as was
limited time and concentration (N = 6). These were often
described as reasons for not evaluating security and privacy
in the first place: P17 said, “If a company tells you that some-
thing is two-way encrypted, I don’t have the skillset to prove it
one way or the other.” P8 does not use tools such as Wireshark
and syslog, which can be used to monitor relevant device and
program behavior, because “it takes knowledge and time.”
However, some participants did mention experiencing these
challenges while actually attempting to evaluate security and
privacy: P6 recalled their “eyes glossing over a little bit during
privacy policy reading” early in their career, due to unfamil-
iarity with “jargon.”

Lack of transparency is a common barrier. Nine partici-
pants cited lack of transparency or honesty from companies as
a challenge, especially for techniques that rely on asking ques-
tions or reading documents. P3 was reluctant to rely on Apple
privacy labels, noting instances where labels did not match be-
havior. P8 said many small companies are particularly opaque
about backend practices; conversely, P17 pointed out that
large companies have the resources to fight transparency. Cit-
ing Apple’s history of litigation to prevent jailbreaking, they
said, “You have to take them at their word and their reputation
. . . they don’t have any open-source code; they don’t disclose
a lot more than is necessary governmentally about their prod-
ucts and how the security works on them.” P17 also gave an
example from their own experience of a device made by “one
of those like shell companies inside of a shell company inside
of a shell company,” which would not answer questions about
its data model.

P1 said vague or contradictory privacy policies are difficult
to evaluate: “We do see a lot of companies using really vague
language and kinda talking good things in the first paragraph;
then in the second paragraph they basically just contradict
themselves and then leave an open-ended loophole at the end
for themselves to do whatever they want. . . . I feel powerless
when we evaluate it.”

4.8 Desired tools and resources

Participants suggested tools that would aid in security and pri-
vacy evaluation. While we prompted participants to imagine
tools they would personally use, we note their responses are
nonetheless hypothetical.

Better tools to inspect network traffic (N = 10). P17 de-
scribed a tool to connect with a device and report what servers
and IP addresses it contacts, what data it sends and receives,
and more, comparing this to a hacker’s blog post breaking
down flaws in an IoT device. They expounded, “Here’s every-
thing about this device that this little magic mouse can figure
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out. . . . What do you think about the fact that it’s sending
unencrypted traffic to Turkey—or to Indiana? What do you
think about the fact that it’s running a Linux kernel that’s like
five years out of date?” Other participants described more
narrowly scoped tools: P16 wanted a tool to determine if de-
vices were “dialing home” to an external server, especially
in another country, and P1 wanted to decrypt data between a
device and the Internet to see what data is sent to whom.

While most did not reference existing tools, P13 wanted
“a tool like Wireshark that I actually understood better.” As
a “wannabe network person” and not a security expert, they
consider Wireshark “cool to know but not worth my time to
learn.” Ideally, they would like information to be collected
automatically and presented in a dashboard. Similarly, P3 said
they currently use routers to monitor which IP addresses a
device connects to and how frequently, but they also want to
know what data is being transmitted.

Resources and tools to verify encryption (N = 3). P10 de-
scribed a third-party organization to evaluate encryption: “I
don’t want to have to just trust the website saying this is an
encrypted site. I want a certification, from my trusted over-
seeing organization.” P7 wanted a tool that would not only
verify encryption but also facilitate understanding; they called
out end-to-end encryption as “marketing fluff” that left them
asking, “What does that mean?”

Automated monitoring of network traffic for suspicious
behavior (N = 4). P9a described a “firewall on steroids” that
would use AI to detect unexpected behavior. P8 described
using machine learning to detect concerning traffic, such as
“weird traffic going to Russia” or a light switch transmitting
“three gigs of data in the last 24 hours.”

Assistance evaluating the full life cycle of data (N = 7).
Participants wanted to know what happens to personal data
over the course of its existence, beyond network traffic. P4
wanted a tool to reveal not only what data is sent where,
but also where it is stored and how it is used. Similarly, P8
wanted an “x-ray” into “everything that the device is doing,
every stage of its operation,” including how data is stored and
consumed on the backend.

Rather than a tool, four participants wanted companies to
disclose this information. This drew comparison to existing
disclosure and transparency requirements: P13 suggested the
FTC might implement such a program, P8 compared it to SEC
filings designed to prevent insider trading, and P9a pointed to
the GDPR as an example.

Some participants mentioned using privacy policies to un-
derstand the data life cycle. P15 wanted a tool to analyze pri-
vacy policies and other documents and produce an accessible
summary of data collection, use, and controls, similar to Ap-
ple’s privacy labels. P9b and P15 also wanted a requirement
that privacy policies be written in plain, accessible language.

Labels (N = 7). Participants expressed interest in security
and privacy labels or ratings, citing as analogues the French
government’s repairability index and UL standards for elec-
tronics products. Some envisioned a single numeric score,
sometimes with a link to a website with more information: P7
and P17 both described a color and a number from 1 to 10
indicating general security and privacy risk, and P8 wanted a
number from 1 to 4 indicating how data is stored and shared.
On the other hand, one participant whose organization already
creates security and privacy ratings said they look forward to
providing information for labels.

Automated detection of vulnerabilities (N = 3). P3 de-
scribed a hypothetical tool that would produce a rating from 1
to 10 on how “hackable” a product is, while P12 described a
tool that would show them how an attacker might try to break
into a system and what the attacker might be able to do. P1
wanted extensions to existing static analysis tools to better
analyze firmware and iOS specifically.

5 Discussion

In this section, we characterize the kind of security and privacy
advice that product reviewers provide, including suggestions
for future research and outreach. We also recommend tech-
nical tools, resources, and other changes to support product
reviewers in evaluating security and privacy without requiring
them to become experts or devote significantly more time.

Reviewers have mixed incentives to evaluate security and
privacy, but they are uniquely positioned to guide con-
sumers to safe choices. Product reviewers are incentivized
to evaluate security and privacy in order to protect their repu-
tation. However, they are disincentivized in other ways: many
do not review bad products or publish negative reviews, they
may leave out information because audiences are not inter-
ested, and evaluating security and privacy is plain difficult.
While our participants are generally well positioned to under-
stand their current audiences, future research could explore
consumers’ knowledge and interests more rigorously and at
scale, in an effort to find more effective ways to communicate
security and privacy information. Some reviewers assume
that negative reviews would have little impact or even do
harm by providing “air time” to bad products; prior work sug-
gests this may not be true, finding that negative user reviews
can have large dissuasive effects [74, 105, 110]. Further data
specifically in the contexts of security and privacy and of pro-
fessional product reviews could motivate reviewers to change
their approach, although financial incentives to avoid negative
reviews would still remain.

Nevertheless, product reviewers are very diverse: for ev-
ery disincentive that several participants mentioned, someone
else reported an opposite incentive. Despite the disincentives,
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reviewers are technical professionals who currently provide
important security and privacy advice to consumers, even if
it is infrequent or skewed. They fill a crucial gap: given the
sheer quantity of Internet-connected products, they are ar-
guably the only people evaluating the security and privacy of
popular products at all with regularity and timeliness. We see
great potential in efforts by the research community to help
product reviewers guide consumers, in ways that mesh with
their existing processes, business incentives, and resources.

Reviewers cover meaningful criteria, but there are gaps.
Participants reported evaluating a wide variety of security and
privacy criteria. Overall, they tend to prioritize protection of
user data, which can be difficult for reviewers to evaluate, and
to deprioritize indicators that a product can maintain security
and privacy over the long term, such as audits, update sup-
port, and presence of bug bounties; these were neglected by
the published reviews we analyzed as well. These long-term
indicators, however, can often be evaluated without new tech-
niques or tools: e.g., by looking online or asking a company
directly. We recommend that more product reviews include
these longer-term criteria, so that consumers know which
products are likely to remain functional and safe. Various
groups could play a role in encouraging product reviewers to
incorporate this information, including the FTC, which reg-
ulates monetized content; the Digital Standard, which could
provide information on suggested priority and ease of eval-
uation in its list of criteria; and companies themselves, who
could highlight security and privacy features that distinguish
their products from others. Importantly, reviewers may need
to explain to consumers why these features are protective;
Emami-Naeini et al. found that some people believe secu-
rity audits and updates indicate poor security [23]. Product
reviewers themselves may also benefit from this messaging,
as we found that some may share these misconceptions: P9a
described firmware updates as a sign of “crappy engineering”
indicating that products were released before they were ready.

Threat models seldom include botnets or misuse by le-
gitimate users. Our participants discussed potential adver-
saries including manufacturers, hackers, and governments,
overwhelmingly with the goal of accessing user data. No
participants, and only one review we analyzed, mentioned
botnets or any other threat primarily targeting someone other
than the product owner. However, botnets are one of the most
likely attacks IoT device users will experience, as they are
employed at scale to conduct distributed denial of service
attacks [6], spread spam and ransomware [68], and mine cryp-
tocurrency [54].

It is perhaps unsurprising that reviewers rarely consider
botnets, as their audiences may not care; these attacks often
cause little direct, observable harm to the end user. However,
they may have important secondary effects, such as disabling
crucial protections in Windows Defender [68], and can be

detrimental to others and to society at large. Future research
could measure how botnet infections affect end users, from
collateral security and privacy harms to increased energy costs
and device wear, as well as consider the effect of altruistic
messaging, in order to motivate product reviewers and end
users to consider this threat.

Our participants also did not discuss preventing misuse by
physically co-located users, such as guests using smart devices
to access private information without permission. Accord-
ingly, no interviewees and few analyzed reviews mentioned
multi-user access control or parental controls as a security
or privacy criterion. Again, this is unsurprising, as people
often deprioritize these concerns and put their trust in so-
cial norms [107]. However, work by Moh et al. indicates
this kind of everyday misuse is widespread for smart home
devices [69]. Product reviewers could help inform potential
new users about these considerations, and they could elevate
products with more usable and secure access controls.

Defeatist attitudes toward security and privacy do not
benefit consumers. While understandable, reviewers’ beliefs
that security and privacy are impossible or impractical ob-
scure the more complicated reality: there are meaningful,
if imperfect, steps consumers can take to reduce risk. Sys-
tematic evaluations of IoT devices have found, for example,
that while many devices rate poorly on security and privacy,
some do significantly better [2, 63]. Product reviewers could
help empower consumers—who themselves frequently also
believe that unwanted data collection [8] and hacking [37]
are inevitable and uncontrollable—by providing security and
privacy advice while acknowledging the undue burden that
falls on consumers to protect themselves. Real-world success
stories should be highlighted as evidence that security and
privacy are worth caring about; in addition to outreach from
advocates and companies, trade shows could feature these sto-
ries, as many product reviewers regularly attend events such
as CES, which brings together people interested in consumer
electronics.

Security heuristics can be useful but may not be valid. Our
participants used heuristics, such as a manufacturer’s reputa-
tion or whether a product connects to the Internet, to quickly
evaluate security and privacy concerns. These assumptions
often have some basis in fact and allow reviewers to provide
some kind of security and privacy guidance without complex
tools and analysis. However, they are not universally reliable
and could lead to misinformed recommendations.

Ideally, security and privacy labels generated by a trustwor-
thy third party might supplant these heuristics and provide
accessible, reliable information for reviewers who face bar-
riers doing their own evaluation. App privacy labels are a
step in the right direction, but our own study and related work
show that more work is needed to earn the trust of product re-
viewers and consumers. Many efforts to design IoT labels are
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underway [24, 39, 73]; we recommend that product review-
ers be considered important stakeholders who could digest
information from an eventual label on behalf of consumers.

Specifically, several participants expressed strong trust in
HomeKit-certified devices. This seems partially justified: cer-
tified devices are required to follow certain security practices,
including in encryption [5]. Nevertheless, vulnerabilities have
been reported in HomeKit itself [72, 97], in its integration
with other IoT management frameworks [45], and in numer-
ous HomeKit-certified devices [14–17, 88]. Some problems
could be avoided if end users follow reviewers’ recommenda-
tions to use these devices only through the Apple Home app
or disable remote processing, but it is unclear to what extent
they do so. Similarly, while other local mesh networking pro-
tocols in properly configured devices should prevent many
Internet-based attacks, vulnerabilities still exist [48].

Overall, more work is needed to evaluate HomeKit certifica-
tion and other frameworks, such as Matter, rigorously, at scale,
and as actually used in practice; this would provide impor-
tant insight into when reviewers’ heuristics make sense and
what other security and privacy criteria to prioritize. As more
information emerges, ensuring it is well publicized is cru-
cial; anecdotally, we observed that participants were closely
tuned in to news about IoT security, with many mentioning
the Wyze camera hack, Apple’s certification processes for
HomeKit devices, and Matter’s planned security features.

Better tools could help evaluate security and privacy.
Given the strong time and audience-interest limits many re-
viewers face, only some will be willing or able to indepen-
dently evaluate security and privacy; for these few, it is crucial
to provide tools that are extremely usable and accessible.

Most commonly, participants asked for tools to help un-
derstand network traffic quickly and easily, despite limited
expertise. Many existing tools, such as packet sniffers, can
be confusing even for experts [76, 103]. Instead, reviewers
could use tools that provide summaries and visualizations of
network traffic [101, 102], or even better, automatically flag
concerning behaviors [22, 36]. Because many reviewers live
with devices for a period of time, signals of misbehavior in
real time [96] could also be useful. Further work is needed to
make tools like these usable (and maintainable) in practice,
and to make reviewers aware of them.

Relatedly, participants wanted to understand how data is
stored, shared, and used after it leaves the home. While some
existing work attempts to evaluate these issues in a black-box
manner [2, 3], in many cases this is infeasible without com-
panies making significant infrastructural changes to improve
data handling and transparency [11]. The best path forward
here may be regulations and norms that improve transparency,
responsiveness, and truthfulness from manufacturers and en-
able audits to validate provided information.

Some participants imagined black-box tools that would
automatically determine security properties, such as “hack-

ability.” While achieving this in the general case is in-
tractable, program analysis tools can provide relevant in-
sights [29, 52, 56, 59, 77]. Like packet sniffers, however,
many program analysis tools are difficult even for experts to
use [93, 94], and most are designed for use during software
development. Reviewers would need new tools, designed for
easy setup without source code, that provide interpretable
snapshots of security and privacy characteristics.

While no participants requested tools to help understand
privacy policies, we note that such tools could be useful to
reviewers who already review policies manually. Several such
tools have been developed [9, 41, 84], but they may not ade-
quately meet the needs of reviewers, and reviewers may not
be aware of them.

6 Conclusion

For this paper, we conducted 17 interviews with product re-
viewers and analyzed 71 published reviews in order to under-
stand the role of professional product reviewers in evaluating
the security and privacy of Internet-connected devices and
software. We characterize the criteria and threat models re-
viewers consider, as well as how they fit into their review pro-
cess. We find that while reviewers have incentives to consider
security and privacy, they face significant disincentives and
challenges, including audience disinterest, lack of expertise,
potentially unreliable assumptions, and a dearth of effective
and usable tools for evaluation. We make recommendations
for further research and tool development to support product
reviewers, within the constraints of their practices and incen-
tives, in shifting the burden of security and privacy evaluation
away from end users and toward professionals.
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rapid exploration of packet capture files. In Proceedings of the 2021 25th
International Conference Information Visualisation, pages 69–76, July
2021. https://doi.org/10.1109/IV53921.2021.00021.

[102] Alex Ulmer, David Sessler, and Jörn Kohlhammer. NetCapVis: Web-based
progressive visual analytics for network packet captures. In Proceedings
of the 2019 IEEE Symposium on Visualization for Cyber Security, pages
1–10, October 2019. https://doi.org/10.1109/VizSec48167.2019.9161633.

[103] Fábio Luciano Verdi, Hélio Tibagí de Oliveira, Leobino N. Sampaio, and
Luciana A. M. Zaina. Usability matters: A human–computer interaction
study on network management tools. IEEE Transactions on Network and
Service Management, 17(3):1865–1878, April 2020. https://doi.org/10.
1109/TNSM.2020.2987036.

[104] Emily A. Vogels and Monica Anderson. Americans and digital knowl-
edge. Technical report, Pew Research Center, October 2019. https://www.
pewresearch.org/internet/2019/10/09/americans-and-digital-knowledge/.

[105] Bettina von Helversen, Katarzyna Abramczuk, Wiesław Kopeć, and Ra-
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A Tables

Table A1: Sources of the reviews we analyzed.

Text Reviews Video Reviews

CNET 7 CNET 3
PCMag 6 Home Tech Decisions 3
Tom’s Guide 4 Smart Home Solver 3
BestReviews 3 Life Hackster 2
Wirecutter 3 The 5 Best 2
Consumer Reports 2 Top 5 Picks 2
Reviews.org 2 Apple Insider 1
SafeHome.org 2 Automate Your Life Shorts 1
TechRadar 2 Detroit Tech 1
The Verge 2 Everyday Chris 1
Android Authority 1 James 1
Digital Trends 1 Locksmith Recommended 1
Reviewed 1 Modern Dad 1
Reviews.com 1 One Hour Smart Home 1
Safewise 1 Rizknows 1
The Guardian 1 Security.org 1
The Smart Cave 1 Serg Tech 1
Trusted Reviews 1 Steve Does 1

Tech With Brett 1
Techs You Can’t Live

Without 1
Terry White 1

Table A2: Demographics of our interview participants, re-
ported in aggregate.

Count

Age 18–24 1
25–34 4
35–44 7
45–54 2
55–64 2
65+ 2

Gender Female 3
Male 15

Race Asian 1
White 16
Other 1

Education High school 1
(complete Bachelor’s degree 12
or pursuing) Graduate or professional degree 4

Prefer not to state 1

Country United States 16
Other 2

B Interview protocol
Big picture
I’ll start with some background questions. If we can try to do this rapid-fire,
that’ll let us get to the main part of our interview faster.

1. What is your current role, professionally, when it comes to reviewing
products?

2. Would you please describe the organization or publication for which
you review products? For example, who is the audience?

3. What is the business model with respect to reviews? For example,
affiliate marketing, sponsorships, ads, and subscriptions.

4. Do you publish written reviews, video reviews, something else, or a
mix of formats?

5. How long have you been doing similar work reviewing products?
6. Would you please describe briefly what kinds of products you currently

review?
7. Do you have a process for determining which products to review next?
8. In what setting do you review products? For example, in a lab, in your

own home, or somewhere else?
9. How long do you typically test or use a product before publishing a

review?
10. Do you ever revise or update a review after it is published?

Criteria
Now I’d like to talk about criteria that you may use for evaluating a product:
in other words, information about a product that you use to judge its quality.

1. When reviewing a product, what kinds of criteria do you write about
or take into account?

2. When reviewing a product, do you consider criteria related to security
and privacy, and how do you prioritize them compared to other criteria
such as a product’s features and cost?

3. What are some of the most important security- and privacy-related
criteria that you consider when reviewing a product?

4. Are there other security- and privacy-related criteria that you consider
important but don’t evaluate?

Techniques and tools
Now, let’s pivot to the techniques and tools you use to evaluate products: in
other words, what you do when testing a product, and how you do it. We’re
thinking about this broadly; it could be anything from reading a document to
using a software tool to analyze a device.

1. How do you learn about techniques and tools for evaluating products
in general?

2. What techniques and tools, if any, do you use to evaluate security and
privacy?

3. For a minute, let’s pretend you could have any tools you wanted to
help you review the security and privacy of Internet-connected devices,
apps, or other software. Don’t worry about how they might technically
work; think of a tool as a black box where you know how to set it up
and what information about a product it will tell you. Can you think
of any tools that you would use? What would they tell you about a
product? How would you use them?

4. Now, let’s pretend you could institute any regulations or industry-wide
practices you wanted to help you review the security and privacy of
Internet-connected devices, apps, or other software. Can you think of
any that you would make use of? How would they change the way you
review products?

5. Can you remember any other times that you ran into difficulties when
trying to use a technique or tool to evaluate security and privacy?

6. Are there other techniques or tools that you’re aware of for evaluating
security and privacy that you would like to use but don’t?

Communication, impact, and incentives
Next, I’d like to talk about your process for writing reviews and communicat-
ing your findings to consumers.

1. How frequently do you discuss security and privacy in your reviews, if
at all?
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• [if not at all]:
◦ Do you ever consider discussing security and privacy?
◦ Why do you not include this?

• [else]:
◦ How do you decide whether or not to discuss security and

privacy in a review?
◦ Do you ever make security- or privacy-related recommen-

dations about how to use or configure a product?

2. How often do you publish a negative review or recommend against a
product, for any reason?

3. Could you describe how you decide between publishing a negative
review and not publishing a review at all?

4. Do security and privacy findings affect whether you recommend a
product or not? Has security or privacy ever been the deciding factor
in your recommendation?

5. Are there other ways in which you aim to have an impact on consumers,
aside from people directly reading your reviews?

Conclusion

1. Finally, is there anything else you’d like us to know about your work
reviewing Internet-connected devices, apps, and other software, and
about reviewing security and privacy in particular?

C Post-interview survey questions
Self-identified level of expertise

1. Please rate your agreement or disagreement with the following state-
ment.
I am extremely knowledgeable about all the steps needed to keep my
online data and accounts safe.

• Strongly agree | Agree | Neutral | Disagree | Strongly disagree

Security and privacy knowledge questions

1. If a website uses cookies, it means that the site...

• Can see the content of all the files on the device you are using
• Is not a risk to infect your device with a computer virus
• Will automatically prompt you to update your web browser

software if it is out of date
• Can track your visits and activity on the site
• Not sure

2. Which of the following is the largest source of revenue for most major
social media platforms?

• Exclusive licensing deals with internet service providers and
cellphone manufacturers

• Allowing companies to purchase advertisements on their plat-
forms

• Hosting conferences for social media influencers
• Providing consulting services to corporate clients
• Not sure

3. When a website has a privacy policy, it means that the site...

• Has created a contract between itself and its users about how it
will use their data

• Will not share its users’ personal information with third parties
• Adheres to federal guidelines about deceptive advertising prac-

tices
• Does not retain any personally identifying information about

its users
• Not sure

4. What does it mean when a website has “https://” at the beginning of
its URL, as opposed to “http://” without the “s”?

• Information entered into the site is encrypted
• The content on the site is safe for children
• The site is only accessible to people in certain countries
• The site has been verified as trustworthy
• Not sure

5. Where might someone encounter a phishing scam?

• In an email
• On social media
• In a text message
• On a website
• All of the above
• None of the above
• Not sure

6. Many web browsers offer a feature known as “private browsing” or
“incognito mode.” If someone opens a webpage on their computer at
work using incognito mode, which of the following groups will NOT
be able to see their online activities?

• The group that runs their company’s internal computer network
• Their company’s internet service provider
• A coworker who uses the same computer
• The websites they visit while in private browsing mode
• Not sure

Organization details

1. How many people work on reviewing products at your primary organi-
zation, to the best of your knowledge?

• 1 | 2–3 | 4–9 | 10–19 | 20–29 | 30+ | I don’t know

2. Please provide any details we should know. ________
3. How many views does a typical product review of yours receive, to the

best of your knowledge?

• 0–99 | 100-999 | 1,000-9,999 | 10,000–99,999 | 100,000–
999,999 | 1,000,000+ | I don’t know

4. Please provide any details we should know. ________

Participant demographics

1. What is your age?

• 18–24 | 25–34 | 35–44 | 45–54 | 55–64 | 65+ | Prefer not to
state

2. What is your gender?

• Male | Female | Other ________ | Prefer not to state

3. What is your race?

• White | Hispanic or Latino | Black or African American | Ameri-
can Indian or Alaska Native | Asian | Native Hawaiian or Pacific
Islander | Other ________ | Prefer not to state

4. What is the highest level of formal education that you have completed
or are currently pursuing?

• No high school degree | High school graduate, diploma or equiv-
alent (for example, GED) | Trade, technical, or vocational train-
ing | Associate’s degree | Bachelor’s degree | Graduate or pro-
fessional degree | Other ________ | Prefer not to state

5. What country (or countries) do you work in?

□ United States
□ Other ________

Supplementary materials containing Appendices D–F are located at
https://osf.io/m2pe7/?view_only=e6a8443956704fe2b380cfce1def1204.
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