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Abstract
The number of papers submitted to academic conferences is steadily rising in many scientific disciplines. To handle this growth, systems for automatic paper-reviewer assignments are increasingly used during the reviewing process. These systems use statistical topic models to characterize the content of submissions and automate the assignment to reviewers. In this paper, we show that this automation can be manipulated using adversarial learning. We propose an attack that adapts a given paper so that it misleads the assignment and selects its own reviewers. Our attack is based on a novel optimization strategy that alternates between the feature space and problem space to realize unobtrusive changes to the paper. To evaluate the feasibility of our attack, we simulate the paper-reviewer assignment of an actual security conference (IEEE S&P) with 165 reviewers on the program committee. Our results show that we can successfully select and remove reviewers without access to the assignment system. Moreover, we demonstrate that the manipulated papers remain plausible and are often indistinguishable from benign submissions.

1 Introduction
Peer review is a major pillar of academic research and the scientific publication process. Despite its well-known weaknesses, it is still an essential instrument for ensuring high-quality standards through the independent evaluation of scientific findings [6, 27, 51]. For this evaluation, a submission is assigned to a group of reviewers, taking into account their expertise, preferences, and potential biases. For conferences, this assignment is traditionally carried out by a program chair, while for journals, the task is performed by an editor. This mechanism has proven effective in the past, but is becoming increasingly difficult to realize as research communities grow. For example, the number of papers submitted to top-tier security conferences is increasing exponentially, reaching over 3,000 submissions in 2020. Likewise, the number of reviewers continuously grows for all major security conferences [5].

To handle this growth, conference management tools have become indispensable in peer review. They allow reviewers to bid for submissions and support the program chair to find a good assignment based on a best-effort matching. Unfortunately, even these tools reach their limit when the number of submissions continues to grow and manual bidding becomes intractable, as for example, in the area of machine learning. Major conferences in this area regularly have over 10,000 submissions that need to be distributed among more than 7,000 reviewers [31]. For this reason, conference management tools are increasingly extended with automatic systems for paper-reviewer assignment [14, 44]. These systems use topic models from machine learning to assess reviewer expertise, filter submissions, and automate the assignment process.

In this work, we show that this automation can be exploited to manipulate the assignment of reviewers. In contrast to prior work that focused on bid manipulations and reviewer collusion [24, 57], our attack rests on adversarial learning. In particular, we propose an attack that adapts a given paper so that it misleads the underlying topic model. This enables us to reject and select specific reviewers from the program committee. To reach this goal, we introduce a novel optimization strategy that alternates between the feature space and problem space when adapting a paper. This optimization allows us to preserve the semantics and plausibility of the document, while carefully changing the assignment of reviewers.

Our attack consists of two alternating steps: First, we aim at misleading the topic model employed in current assignment systems [14, 44]. This model defines a latent topic space that is difficult to attack because neither gradients nor an explicit decision boundary exist. To address this problem, we develop a search algorithm for exploring the latent space and manipulating decisions in it. As a counterpart, we introduce a framework for modifying papers in the problem space. This framework provides several transformations for adapting the paper’s content, ranging from invisible comments to synonym replacement and generated text. These transformations enable us to preserve the paper’s semantics, while gradually changing the assignment of reviewers.
To empirically evaluate the practical feasibility of our attack, we simulate the paper-reviewer assignment of the 43rd IEEE Symposium on Security and Privacy (IEEE S&P) with the original program committee of 165 reviewers in both a black-box and a white-box threat scenario. As the basis for our attacks, we consider 32 original submissions that are publicly available with LaTeX source code.

Our white-box adversary achieves an alarming performance: we can successfully remove any of the initially assigned reviewers from a submission, and even scale the attack to completely choose all reviewers in the automated assignment process. In the black-box scenario, we can craft adversarial papers that transfer to an unknown target system by only using public knowledge about a conference. We achieve a success rate of up to 90% to select a reviewer and 81% to reject one. Furthermore, we demonstrate that the attack remains robust against variations in the training data.

Our work points to a serious problem in the current peer review process: With the application of machine learning, the process inherits vulnerabilities and becomes susceptible to new forms of manipulation. We discuss potential defenses: (1) For the feature space, robust topic modeling may limit the attacker’s capabilities and (2) for the problem space, we recommend using optical character recognition (OCR) techniques to retrieve the displayed text. Nevertheless, these safeguards cannot completely fend off our manipulations and reviewers should be made aware of this threat.

Contributions. We make the following key contributions:

- **Attack against topic models.** We introduce a novel attack against topic models suitable for manipulating the ranking of reviewers. The attack does not depend on the availability of gradients and explores the latent topic space through an efficient beam search.

- **Problem-space transformations.** Our attack ensures that both the semantics and plausibility of the generated adversarial papers are preserved. This goal is achieved by a variety of transformations that carefully manipulate the document format and text of a submission.

- **Adversarial papers.** We present a method for constructing adversarial papers in a black-box and white-box scenario, unveiling a serious problem in automatic reviewer assignment. The attack rests on a novel hybrid approach to construct adversarial examples in discrete domains.

Examples of the created adversarial papers are provided at https://github.com/rub-syssec/adversarial-papers. We also make our code and artifacts publicly available here.

2 Technical Background

Let us start by reviewing the necessary background for the design of our attack, covering the process of paper-review assignment and the underlying topic modeling.

**Systems for paper-reviewer assignment.** To cope with the abundance of submissions, several concepts have been proposed to assign reviewers to submissions [e.g., 30, 34, 35, 52]. In practice, the most widely used concept is The Toronto Paper Matching System (TPMS) by Charlin and Zemel [14]. Because of its high-quality assignments and direct integration with Microsoft’s conference management tool CMT [15], TPMS is used by numerous conferences in different fields, including ACM CCS in 2017–2019 and NeurIPS/ICML. TPMS can be considered the de facto standard for automatic matching of papers to reviewers. Unfortunately, the implementation of TPMS is not publicly available and thus we focus in this work on Autobid [44], an open-source realization of the TPMS concept. Autobid closely follows the process described by Charlin and Zemel [14]. The system has been designed to work alongside HotCRP [26] and was used to support reviewer assignment at the IEEE Symposium on Security and Privacy (S&P) in 2017 and 2018.

Technically, TPMS and Autobid implement a processing pipeline similar to most matching concepts: (a) the text from the submission document is extracted and cleansed using natural language processing, (b) the preprocessed text is then mapped to the latent space of a topic model, and finally (c) an assignment is determined by deriving a ranking of reviewers.

In the following, we review these steps in detail.

(a) **Text preprocessing.** When working with natural languages, multiple steps are required to bring text into a form suitable for machine learning (see Figure 1). As paper submissions can be provided in different formats, the pipeline starts by extracting text from the underlying document, typically the PDF format. This original document resides in the problem space of our attack and is denoted as $z$ in the following. Autobid employs the tool `pdftotext` for this task, which is used in our evaluation in Section 4. The extracted text is then normalized using a preprocessor function $\rho$. Typically, it is tokenized, converted to lowercase, and stemmed [36]. Subsequently, stop words are removed so that each submission is now represented as a sequence of filtered stems. Autobid employs the NLTK package [8] to perform this task.

Finally, a feature extractor $\Phi$ maps the input $\rho(z)$ to a bag-of-words vector $x \in \mathbb{N}^{|\mathcal{V}|}$ with $\mathcal{V}$ being the vocabulary formed over all words (stems). That is, a submission is represented by a high-dimensional vector whose individual dimensions reflect the count of words. Although this representation is
frequently applied in supervised learning, the high dimensionality is problematic for unsupervised learning and complicates determining topics in the submission.

(b) **Topic modeling.** The key to matching reviewers to papers is the automatic identification of topics in the text. This unsupervised learning task is denoted as topic modeling. While there exist several algorithms for this modeling, many assignment systems, including TPMS and Autobid, use Latent Dirichlet Allocation (LDA). LDA is a Bayesian probabilistic method for topic modeling that allows representing a document as a low-dimension mixture of latent topics. Formally, we define this representation as a function

\[ \Gamma: \mathbb{N}^{|\mathcal{V}|} \rightarrow \mathcal{T}, \ x \mapsto \theta_x \]

mapping a bag-of-words vector \( x \) to a low-dimensional vector space \( \mathcal{T} \), whose dimensions reflect different topics. Generally, LDA is modeled as a generative probabilistic process [9, 16, 22]. It assumes a corpus \( D \) of documents and models each document as a random mixture over a set of latent topics \( T \). A topic \( t \) is characterized by a multinomial distribution over the vocabulary \( \mathcal{V} \), and drawn from a Dirichlet distribution \( \phi_t \sim \text{Dirichlet}(<\beta> \) with the prior \( \beta \). The Dirichlet prior is usually sparse (i.e., \( \beta < 1 \)) to model that words are not uniformly assigned to topics. Given these topics, for each document \( x \in D \), a distribution of topics \( \theta_x \sim \text{Dirichlet}(\alpha) \) is drawn. Again, the prior \( \alpha \) is sparse to account for that documents are usually only associated with a small number of topics. Finally, for each word \( w_i \in x \), a topic \( t_i \sim \text{Multinom}(\theta_x) \) is selected and the observed word \( w_i \sim \text{Multinom}(\phi_{t_i}) \) is drawn. This process can be summarized by the joint probability

\[ P(w, t, \theta, \phi|\alpha, \beta) = P(\phi|\beta) P(\theta|\alpha) P(t|\theta) P(w|\phi_t) \]  

with \( w = (w_1, \ldots, w_{|x|}) \) and \( t = (t_1, \ldots, t_{|x|}) \).

To create a topic model in practice, we need to reverse this process and learn the posterior distribution of the latent variables \( t, \theta, \phi \) given the **observed** documents \( D \). Specifically, we need to solve

\[ P(\theta, \phi, t|w, \alpha, \beta) = \frac{P(\theta, \phi, t, w|\alpha, \beta)}{P(w|\alpha, \beta)}. \]  

Solving this equation is intractable as the term \( P(w|\alpha, \beta) \) cannot be computed exactly [9]. To address this, different approximated techniques, such as variational inference [9, 22] or Gibbs Sampling [16], are typically used for implementations of LDA. Autobid builds on variational inference based on the implementation of GenSim [48].

For the feature vector \( x \) of a new submission, the same technique—conditioned on the corpus \( D \)—is used to compute the corresponding topic mixture \( \theta_x \). Attacking this process is challenging, as no gradients or other guides for moving in the direction of particular topics are directly available. Hence, we develop a new search algorithm for subverting the topic assignment of LDA in Section 3.1.

(c) **Paper-reviewer assignment.** Finally, the topic model is used to estimate the reviewer expertise and automate the matching of submissions to reviewers. More specifically, let \( R \) be the set of all potential reviewers and \( S \) a set of submissions \( x \in \mathbb{N}^{|\mathcal{V}|} \). For each reviewer \( r \), we collect an archive \( A_r \in \mathbb{N}^{|\mathcal{V}|} \) representative of the reviewer’s expertise and interests. Since researchers are naturally described best by their works, this could, for example, be a selected set of previously published papers. The corresponding archives are modeled as a union over all papers.

For each pair of reviewer \( r \) and submission \( x \), a bidding score \( b_{r,x} \) is calculated. This score reflects the similarity between the reviewer’s archive \( A_r \) and a submission \( x \) more similar, the higher the score. Given the topic extractor \( \Gamma(\cdot) \), a reviewer \( r \) and a submission \( x \), Autobid defines the bidding score as the following dot-product

\[ b_{r,x} := \Gamma(A_r) \cdot \Gamma(x)^T. \]  

Subsequently, these bidding scores are used for the final assignment \( A \in \{0, 1\}^{|R| \times |S|} \) with the goal to maximize the similarity between reviewers and submissions. In this phase, additional constraints are included: the assignment is subjected to (1) the targeted number of reviewers \( L_r \) assigned to a submission and (2) the maximum number of submissions \( L_r \), assigned to a reviewer. More formally, we can describe the assignment as the following bipartite matching problem:

\[ \begin{align*}
\text{maximize} & \quad \sum_r \sum_x b_{r,x} \cdot A_{r,x} \\
\text{subject to} & \quad A_{r,x} \in \{0, 1\} \quad \forall r, x \\
& \quad \sum_r A_{r,x} \leq L_r \quad \forall x \\
& \quad \sum_x A_{r,x} \leq L_r \quad \forall r
\end{align*} \]

This optimization problem can then be reformulated and efficiently solved with Linear Programming (LP) [54].

### 3 Adversarial Papers

We proceed to introduce our approach for subverting the paper-reviewer assignments. To this end, we first define a threat model for our attack, and then examine challenges and required steps to control the matching.

**Threat model.** We consider a scenario where the adversary only modifies her submission—the **adversarial paper**—to manipulate the assigned reviewers. We assume two representative classes of adversaries with varying degrees of knowledge. First, we focus on white-box adversaries with complete access to the assignment system, including the trained model and reviewer archives. This represents a very strong class of adversaries and allows us to generally study the strength as well as limitations of our attack against assignment systems.
Second, we study the more realistic scenario with a black-box adversary. The adversary is assumed to have only a general knowledge about the assignment system (i.e., AutoBid is an open-source project [44]). No access to the training data and learned model is given. In this setting, we envision adversaries that exploit public information about a conference, such as knowledge about the program committee.

**Challenges.** The adversary has to operate both in the problem space \( Z \) and the feature space \( F \). The former consists of the input objects (e.g., the LATEX source files of the paper); the latter contains the feature vectors that are used as inputs for the learning system. In contrast to domains like image recognition, the mapping from the problem space to the feature space is not bijective, i.e., there is no one-to-one correspondence between \( Z \) and \( F \). This poses a challenge for the adversary because a promising feature vector may not be mapped to a valid submission. A further obstacle is that some modifications in the problem space cannot be applied without side effects: If an adversary, for instance, adds a sentence to a submission, the adversary has to operate both in the problem space and the feature space, which limits the plausibility of the submitted document, while at the same time gradually changing the assignment of reviewers. A general overview of our attack is outlined in Figure 2. Second, we transfer problem-space restrictions to the feature space. In this way, we resolve restrictions in a generic manner without adjusting our problem-space transformations.

**Attack goals.** Given a submission \( z \), our goal is to find an adversarial paper \( z' \) that leads to the adversary’s targeted assignment of reviewers. In the feature space, we thus want to manipulate the set of assigned reviewers \( R_z \). That is, we want to select and reject arbitrary reviewers to be included in respectively excluded from \( R_z \). Formally, we define two sets \( R_{sel} \) and \( R_{rej} \), and our goal is to find a vector \( \delta \in F \) such that the modified word counts \( x' := x + \delta \) fulfill

\[
\begin{align*}
    r \in R_{sel} & \Rightarrow r \in R_{sel}' \text{, and} \\
    r \in R_{rej} & \Rightarrow r \notin R_{sel}', \forall r \in R_z.
\end{align*}
\]

We require every reviewer \( r \in R_{sel} \) is included in \( R_{sel}' \) and likewise every reviewer \( r \in R_{rej} \) excluded from \( R_{sel}' \). In addition, we take care that the targeted solution is feasible with \( |R_{sel}| \leq L_x \) and \( |R_{rej}| \leq |R_z| - L_x \).

Furthermore, we restrict the modifications to \( ||\delta||_1 \leq L_{max}^{L_1} \) and \( ||\delta||_\infty \leq L_{max}^{L_\infty} \). The \( L_1 \) constraint limits the amount of modifications to the submissions and makes the attack less suspicious. Similarly, the \( L_\infty \) constraint restricts the maximum change to a single feature, so that a word is not included too frequently. Finally, with respect to the concrete assignment process, we assume an automatic matching that always selects the reviewers with the highest assignment scores. We note that this assumption can be relaxed, as shown by Jecmen et al. [24], and combined with colluding reviewers. We further discuss the impact of concurrent submissions in Section 5.

For manipulations in the problem space, we design various transformations for adapting the submission \( z \). We denote a single transformation by \( \omega : Z \rightarrow Z, z \rightarrow z' \), where multiple transformations can be chained together as \( \Omega = \omega_0 \circ \cdots \circ \omega_2 \circ \omega_1 \). To avoid transformations from creating artifacts and visible clues, we introduce the following problem-space constraints: First, we need to preserve the semantics of the text, so that the paper is still a meaningful submission. Second, we add a plausibility constraint, that is, the modifications should be as inconspicuous as possible. We summarize the constraints as \( \Gamma \) and write \( \Omega(z) \models \Gamma \) if a transformation sequence \( \Omega \) on a submission fulfills these constraints.

Figure 2: **Feature-space attack.** For a submission \( z \), we construct an adversarial submission \( z' \) that leads to a targeted assignment of reviewers. Our attack alternately switches between \( Z \) and \( F \). In step (1), we extract word counts \( x \) from submission \( z \), and use a search algorithm to change \( x \) in \( F \) to obtain the desired ranking (step (2)). To guide this search, we query the paper-reviewer assignment system for scores (step (3)). Next, we realize the modifications in the problem space \( Z \) and manipulate \( z \) (step (4)). Projecting the resulting submission back to \( F \), the submission vector will be shifted due to side effects and transformation limitations (step (5)). This shift is considered by continuing the search process from this new position and repeating this process iteratively (step (6)) until we obtain a valid adversarial submission \( z' \) (step (7)).
Optimization problem. We arrive at the following optimization problem for generating adversarial examples, integrating constraints from the problem space and the feature space:

\[ r \in R_x \Rightarrow r \in R_x', \text{ and} \]
\[ r \in R_{\delta} \Rightarrow r \notin R_x, \forall r \in R_x \]

subject to \[ |\delta|_1 \leq L_{\max}^1 \text{ and } |\delta|_\infty \leq L_{\max}^\infty \]
\[ \Omega(z) = \Gamma \]

with \( x = \Phi \circ \rho(z), x' = \Phi \circ \rho(\Omega(z)), \) and \( \delta = (x' - x) \). We proceed to realize this optimization strategy by first introducing our attack in the feature space and then in the problem space, before merging both components.

3.1 Feature Space

In an automatic paper-reviewer assignment system, the set of reviewers \( R_x \) for a submission is determined by the computed assignment scores \( b_{r,x} \) between reviewers \( r \) (characterized by their archives \( A_r \)) and the submission vector \( x \):

\[ b_{r,x} := \Gamma(A_r) \cdot \Gamma(x)^\top \]

To change the assignment score and thus affect the matching, we can only influence the extracted high-level features \( \Gamma(x) \) since \( A_r \) is fixed for a given set of \( R_x \). However, even when we have full control over \( \Gamma(x) \), changing the relative ordering—the ranking—between reviewers is not straightforward. For instance, suppose we have two reviewers \( r_1 \) and \( r_2 \) that share most topics (i.e., \( \Gamma(A_{r_1}) \approx \Gamma(A_{r_2}) \)), adjusting \( \Gamma(x) \) in this case will have a similar effect on both. In particular, if we naively try to increase the assignment score from \( r_1 \), we simultaneously also increase the score of \( r_2 \) and vice versa. Even if reviewers are not working in the same area, their topic distributions often partially overlap, as their research builds on similar principles and concepts. Hence, to modify the ranking we need to carefully maneuver the submission in the feature space. This is significantly more challenging compared to attacking a classification, as we need to both attack the model’s prediction while simultaneously considering effects on concurring reviewers.

Our attack is further complicated by the fact that altering the topic distribution itself is a challenging task, since we need to make changes in the latent topic space. For LDA, this distribution \( \Gamma(x) = 0_k \) is computed using a probabilistic inference procedure. Thus, typical gradient-style attacks are not applicable. Indeed, Zhou et al. [59] even show that the manipulation of this inference is \( NP \)-hard. Moreover, LDA typically assigns only a small weight to individual words, so an attacker is required to manipulate a comparatively large set of words for subverting the topic assignment.

To address both of these challenges, we use a stochastic beam search. For a given submission vector \( x \), we start with an empty modification vector \( \delta \) which is extended in each iteration until we find a successful submission vector \( x' := x + \delta \) or a maximum number of iteration \( I \) is reached. During this search, we consider \( B \) candidate vectors in parallel and select successors after each iteration with a probability increasing as a function of the candidates’ loss.

Loss. For our search, we define the following loss function to evaluate the quality of a submission \( x \) in terms of the objective from Equation 4 that incorporates the selection and rejection of reviewers:

\[ \ell := \ell_{sel} + \ell_{rej} \]

For selected reviewers, the loss \( \ell_{sel} \) is reduced when the assignment scores \( b_{r,x} \) increase or when the ranks of the reviewers improve (i.e., when reviewers ascend in the ranking):

\[ \ell_{sel} := \sum_{r \in R_{sel}} \text{rank}^r \cdot (1 - b_{r,x}) \]

where \( \text{rank}^r \) is the rank of reviewer \( r \) for submission \( x \). Similarly, for rejected reviewers the loss \( \ell_{rej} \) is reduced when the assignment scores \( b_{r,x} \) decrease:

\[ \ell_{rej} := \sum_{r \in R_{rej}} \max(\text{rank}^r_{x} - \text{rank}^r_{x} - 0, 0) \cdot (b_{r,x} - b_{r_{rej},x}) \]

where \( \text{rank}^r_{x} \) is the target rank for a rejected reviewer (i.e., rejected reviewer are pushed down towards this rank) and \( b_{r_{rej},x} \) is the corresponding assignment score. This loss is designed to focus on reviewers that are far off, but simultaneously allows reviewers to provide “room” for following reviewers, for example, when we want to move a group of reviewers upwards/downwards in the ranking.

We consider a submission vector \( x \) successful when the objective from Equation 4 is fulfilled. At this point, we are naturally just at the boundary of the underlying decision function. To make the submission vector more resilient, we could continue to decrease the loss. However, since we already successfully ordered the reviewer (i.e., the ranking), we are more interested in maximizing the margin of selected and rejected reviewers to the border of \( R_x \). We denote this margin as \( \gamma \) and set \( \ell := -\gamma \) whenever \( x \) satisfies Equation 4. Decreasing the loss is then equivalent to maximizing \( \gamma \).

Candidate generation. A key operation of the beam search is the generation of new candidate vectors. We create a successor from a given submission by adding (respectively removing) \( k \) words to adjust topic distribution \( \theta_k = \Gamma(x) \) and ultimately the ranking of submission \( x \). To select words, we represent (broadly speaking) each reviewer by a set of predictive words and sample words that lie in the disjunction between a target and its concurring reviewers. An example of this is shown in Figure 3.

To construct these sets, we first represent each reviewer \( r \) by a reviewer to words distribution \( \hat{\phi}_r \) over vocabulary \( V' \). Intuitively, this distribution assigns each word the probability
To improve performance, we therefore restrict \( \hat{\phi} \). Formally, we define \( \hat{\phi} \) as follows:

\[
Q_r : \mathcal{V} \to \mathbb{R}, \quad w \mapsto \frac{1}{|T|} \sum_{t \in T} P(w | t) P(t | r)
\]

Remember that each topic \( t \) defines a distribution over \( \mathcal{V} \) and each reviewer can be represented by \( \Gamma(A_r) \). \( Q_r \) assigns each word the average probability over all topics \( T \) scaled by the relevance of topic \( t \) for reviewer \( r \). Randomly sampling from \( \phi_r \) thus yields words with a probability given as a function of their predictiveness for \( r \). In practice, \( \mathcal{V} \) is typically large and most words are assigned with an insignificant probability.

To improve performance, we therefore restrict \( \hat{\phi} \) to only include \( \mathcal{V} \) words with highest probability. We rescale the mass function to sum up to 1 so that \( \hat{\phi} \) forms a valid distribution.

To select \( r \), we could now simply add predictive words sampled from this distribution. However, as described earlier, naively doing this will likely have unwanted side effects because of concurring reviewers. To account for this, we further refine this distribution and simultaneously consider multiple reviewers. Let \( \tilde{r} \) be a targeted reviewer and \( R \) a set of \nconcurring reviewers. We want to restrict \( \hat{\phi} \) to only include words that are predictive for \( \tilde{r} \) but not for any reviewer in \( R \). Specifically, we define \( \hat{\phi}_{\tilde{r}, R} \) with

\[
Q_{\tilde{r}, R} : \mathcal{V} \to \mathbb{R}, \quad w \mapsto \begin{cases} 
Q_r(w) & \text{if } Q_r(w) \neq 0 \land \forall r \in R : Q_r(w) = 0 \\
0 & \text{otherwise}
\end{cases}
\]

Subsequently, to form a valid probability mass function, we rescale \( Q_{\tilde{r}, R} \) to sum up to 1. Note for \( R = \emptyset \) it follows \( \hat{\phi}_{\tilde{r}, R} = \hat{\phi}_r \).

Sampling from \( \hat{\phi}_{\tilde{r}, R} \) only yields words that are predictive for \( \tilde{r} \) but not \( R \). Often we are also interested in the opposite case, i.e., words that are predictive for all reviewer in \( R \) but not for \( \tilde{r} \) (e.g., when we want to remove words to promote \( \tilde{r} \) in the ranking). Analogous, we define \( \hat{\phi}_{\tilde{r}, R} \) and write

\[
Q_{\tilde{r}, R} : \mathcal{V} \to \mathbb{R}, \quad w \mapsto \begin{cases} 
\frac{1}{|R|} \sum_{r \in R} Q_r(w) & \text{if } Q_r(w) = 0 \land \forall r \in R : Q_r(w) \neq 0 \\
0 & \text{otherwise}
\end{cases}
\]

Again, we rescale \( Q_{\tilde{r}, R} \) to sum up to 1. For \( R = \emptyset \), the distribution \( \hat{\phi}_{\tilde{r}, R} \) is not well defined, as its mass function always evaluates to 0 and we thus set \( \hat{\phi}_{\tilde{r}, R} = \hat{\phi}_R \). Figure 3 graphically depict this construction. For reviewer selection, we consider sets of concurring reviewer \( R \) that are close to \( r \) in the ranking. Specifically, we randomly sample \( M \) subsets from

\[
R \subseteq \text{Pow}(\{ r | \forall r \neq \tilde{r} \in R : 0 \leq \text{rank}_r - \text{rank}_{\tilde{r}} - v \leq \omega \})
\]

for a given reviewer window \( \omega \) with offset \( v \). In other words, we exploit locality and focus on reviewer that are either before or close behind \( r \) in the ranking. For each subset, we create two candidates by (1) adding \( k \) words from \( \hat{\phi}_{\tilde{r}, R} \) and (2) remove \( k \) words from \( \hat{\phi}_{\tilde{r}, R} \). Reviewer rejection follows analogous with the distributions interchanged and sets sampled from

\[
R \subseteq \text{Pow}(\{ r | \forall r \neq \tilde{r} \in R : -\omega \leq \text{rank}_r - \text{rank}_{\tilde{r}} + v \leq 0 \})
\]

Finally, for multiple target reviewer in \( R_{\text{sel}} \) and \( R_{\text{rej}} \), we consider the union of candidates from individual reviewer.

### 3.2 Problem Space

The result of the feature space attack is a modification vector \( \delta \in \mathcal{F} \) containing the words that have to be modified in the problem space. These words must be incorporated into an actual template PDF file \( z' \in \mathcal{Z} \) such that both the semantics and plausibility constraints are satisfied. Fortunately, the assignment system obtains a document as input and not the raw text. This provides an adversary with more capabilities and flexibility. She can carefully manipulate the text of her submission as well as exploit weak spots in the text representation or document format.

Consequently, we divide the modifications into text-level, encoding-level, and format-level transformations—sorted according to their deniability. Text-level modifications operate on the actual text, so that only targeted modifications are possible. However, the modifications are deniable if the submission raises suspicion during reviewing. Encoding-level and format-level transformations manipulate the text representation and format, respectively, and enable large modifications, but are not deniable once detected. Table 1 lists the transformations implemented in our approach. For a detailed overview, we refer the reader to Appendix J.
Table 1: Problem-space transformations. Overview of transformations to realize modifications in the problem space. They are grouped by deniability (text, encoding, format) and the capability to add or delete words. For a detailed description, see Appendix J.

<table>
<thead>
<tr>
<th>Type</th>
<th>Transformation</th>
<th>Modification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Text-level</td>
<td>Reference addition</td>
<td>●</td>
</tr>
<tr>
<td></td>
<td>Synonym</td>
<td>● ●</td>
</tr>
<tr>
<td></td>
<td>Spelling mistake</td>
<td>○ ●</td>
</tr>
<tr>
<td></td>
<td>Language model</td>
<td>● ○</td>
</tr>
<tr>
<td>Encoding-level</td>
<td>Homoglyph</td>
<td>○ ●</td>
</tr>
<tr>
<td>Format-level</td>
<td>Hidden box</td>
<td>● ● ○</td>
</tr>
</tbody>
</table>

Text-level transformations. We begin with transformations that are based solely on changes to the visible text and applicable to any text format. As such, they cannot be readily recognized without a semantic analysis of the text.

(a) Reference addition. As the first transformation, we consider additions to the submission’s bibliography. The transformation adds real references that contain the words to be added. As references, we use publications from security conferences and security-related technical reports. Our evaluation demonstrates that this transformation is very effective, while creating plausible and semantics-preserving changes to the input.

(b) Synonym. We develop a transformation that replaces a word with a synonym. To enhance the quality of the proposed synonyms, instead of using a general model for the English language [e.g. 25, 29, 49], we use a security-domain specific neural embedding that we compute on a collection of 11,770 security papers. Section 5 presents the dataset. This domain-specific model increases the quality of the synonyms, so that this transformation is also difficult to spot.

(c) Spelling mistake. As a third type of text-level manipulations, we implement a spelling-mistake transformation, which is common for misleading text classifiers [21, 33]. Here, we improve on prior work by trying to find typographical errors from a list of common misspellings [1] instead of introducing arbitrary mistakes. For example, the suffix ance is often confused with ence, so that “appearance” becomes the unobtrusive misspelling “appearence”. If we do not find such errors, we apply a common procedure from the adversarial learning literature: We either swap two adjacent letters or delete a letter in the word [21, 29, 33].

(d) Language model. Finally, we apply the large-scale unsupervised language model OPT [58] to create text containing the words to be added. To generate security-related text, we finetune the model using the corpus of 11,770 security papers. While the created sentences are not necessarily plausible, this transformation allows us to technically evaluate the plausibility that an adversary creates new text to insert words. Given the increasing capabilities of language models, we expect the chances of creating plausible text to rise in the long run. Moreover, we assume that in practice attackers would manually polish the generated text to reduce their detection probability.

Encoding-level transformations. As the second class of transformations, we consider manipulations of the text encoding. These manipulations may include the substitution of characters, the application of unicode operations, or changes to the font face and color. For our implementation, we focus on homoglyph transformation, inspired by previous works that replaces characters with visually similar counterparts [19, 29]. By replacing a character with a homoglyph, we can remove selected words from the bag-of-words vector used for the topic model. Similarly, there are several other strategies for tampering with text encoding [10]. Since these manipulations also change only the visual appearance of the text, we consider homoglyphs as a representative example of the class of encoding-level transformations.

Format-level transformations. As the third class of transformations, we focus on changes specific to the underlying document format, such as accessibility features, scripting support, and parsing ambiguity [38]. As an example of this class of transformations, we consider hidden boxes in the PDF format. Our transformation relies on accessibility support with the latex package accsupp to define an invisible alternative text in a hidden box associated with a word. The text extractor processes the alternate text, while PDF readers display only the original word. This discrepancy allows an attacker to add words as alternate text. Likewise, she can put an empty alternative text over a word that should be removed.

Improved transformations. In addition, we exploit the preprocessing implemented by assignment systems. First, we benefit from stemming, so that the transformations only need to add or delete stems instead of words. This increases the possibilities to find suitable text manipulations. For example, an attacker can modify the words attacker or attachable to remove the feature attack, since both are reduced to the same stem. Second, we exploit the filtering of stop words. The hidden box transformation requires sacrificing a word for defining an alternative text. As stop words are not part of the feature vector, no side effects occur if they are changed.

3.3 Feature-Problem-Space Attack

We are now equipped with (i) a strategy to find modifications $\delta \in \mathcal{F}$ and (ii) transformations $\omega \in \mathcal{Z}$ to realize $\delta$ in a paper submission. The ultimately missing piece is an optimization strategy that brings these two components together. In general, this optimization is responsible for guiding the transformations towards the targeted assignment. In the following, we first present the basic principle of our applied strategy and then introduce two practical extensions.
Hybrid optimization strategy. Due to the challenges around the problem space and the feature space, we use a strategy that switches alternately between $\mathcal{Z}$ and $\mathcal{F}$. Figure 2 on page 4 schematically illustrates our alternating approach. For an initial submission $z$, the adversary extracts the features (step 1) and performs a feature-space attack (step 2 and 3). As $\Phi$ is not invertible, the adversary then has to find suitable transformations in the problem space (step 4) that realize the requested modifications. This leads to a new feature vector in $\mathcal{F}$ (step 5). However, this vector is shifted due to side effects and limitations of the transformations. Consequently, the adversary continues her search from this new position and repeats the process iteratively until the target is reached or the maximum number of iterations have passed.

We note that side effects are not always negative as assumed by prior work [45]. In our evaluation, for example, we found that the additional words introduced by the reference transformation can further push a reviewer’s rank towards the target, since the additional words may also relate to other selected reviewers, for example, due to co-authors or paper titles. However, the impact of side effects is difficult to predict in advance, so that an optimization strategy should be capable of dealing with positive as well as negative side effects.

Constraint mapping $\mathcal{Z} \rightarrow \mathcal{F}$. Our first extension to this hybrid strategy addresses the complexity of problem-space modifications. In practice, not every requested modification from $\mathcal{F}$ can be realized in $\mathcal{Z}$ with the implemented transformations due to PDF and $\LaTeX$ restrictions. For example, in $\LaTeX$, homoglyphs are not usable in the listing environment, while the hidden box is not applicable in captions or section titles. In general, such restrictions are difficult to predict given the large number of possible $\LaTeX$ packages. Instead of solving such shortcomings in the problem space by tediously adjusting the transformations to each special case, we resort to a more generic approach and transfer problem-space constraints back to the feature space. The transformers in $\mathcal{Z}$ first collect words that cannot be handled, which are then blocked from being sampled during candidate generation in $\mathcal{F}$.

Surrogate models. We introduce a second extension for the black-box scenario. In this scenario, the adversary has no access to the victim model. Still, she can leverage public information about the program committee, collect papers from its members, and assemble a dataset similar to the original training data. This allows her to train a surrogate model that enables preparing an adversarial paper without access to the assignment system. This strategy has been successfully used for attacks against neural networks [42]. However, in our case, this strategy is hindered by a problem: LDA models suffer from high variance [2, 37]. Even if the adversary had access to the original data, she would still get different models with varying predictions. This makes it unlikely that an adversarial paper computed for one model transfers to another.

As a remedy, we propose to use an ensemble of surrogate models to better approximate the space of possible LDA models. We run the attack simultaneously for multiple models until being successful against all surrogates. To this end, we extend the feature-space attack to multiple target models: (i) we create candidates for each surrogate model independently and consider the union over all surrogates and (ii) we compute the loss as the sum of individual losses over all surrogates. Intuitively, this increases the robustness of an adversarial paper and, consequently, improves the success rate that the attack transfers to the unknown victim model.

4 Evaluation

In the following, we evaluate the efficacy of the proposed approach to prepare adversarial papers. To this end, we simulate the automatic paper-reviewer assignment process of a real conference with the full program committee (PC). We consider two different scenarios: First, we demonstrate how a white-box attacker with full-knowledge about the target system can select and reject reviewers for a submission. Second, we consider a black-box adversary with only limited knowledge and no access to the trained assignment system. We show that such an adversary can generate effective surrogate models by exploiting public knowledge about the conference. Finally, we verify that the manipulated papers are plausible and preserve the semantics of the text.

Setup. We use Autobid [44] as an open-source realization of the TPMS concept [14]. We simulate an automatic assignment for the 43rd IEEE Symposium on Security and Privacy with the full PC and set the paper load $L_x = 5$ (i.e., assign each submission to five reviewers). In contrast to the real conference, we assume a fully automated assignment without load balancing and conflicts (see Section 5). As we do not have access to the original submissions, we use the accepted papers as substitutes. In total, we find 32 papers on the arXiv e-Print archive with $\LaTeX$ source, which we use for our evaluation.

The PC consists of 165 persons. For each PC member, we construct an archive $A_r$ of papers representative for the person’s expertise by crawling their Google Scholar profile. We select 20 paper for each reviewer and compile the corpus as the union of these archives. To simulate a black-box scenario, we additionally generate surrogate corpuses that overlap with the original data between $0\%$ and $100\%$. Appendix A describes this process in detail. In all cases, we train Autobid with the default configuration on a given corpus.

For each attack, we perform a grid search on its parameters to realize a reasonable trade-off between efficacy and efficiency. We start by relaxing any constraints on $\delta (L^\text{min} = \infty$ and $L^\text{max} = \infty$) and run the attack with at most $S = 8$ transitions between the feature space and problem space (see Appendix B for details). All experiments are performed on a server with 256 GB RAM and two Intel Xeon Gold 5320 CPUs.
Performance measures. We use three measures to evaluate the attack’s performance. First, we consider an adversarial paper \( z' \) to be successful if the constraints from Equation 5 are fulfilled. Second, to quantify modifications to the submission, we use two standard measures: \( L_1 \) and \( L_\infty \) norm. Given the modified word counts \( x := x + \delta \), these are computed as

\[
\|\delta\|_1 = \sum_i |\delta_i| \quad \text{and} \quad \|\delta\|_\infty = \max_i |\delta_i|.
\]

\( L_1 \) is the absolute number of modified words and provides a general overview on the total amount of modifications. Intuitively, we are interested in minimizing \( L_1 \) to make an attack less suspicious. Similarly, \( L_\infty \) is the maximum change in a single dimension (i.e., a single word) and ensures that a single word is not included too frequently. Third, we assess the semantics and plausibility of the manipulated papers in a user study with security researchers.

4.1 White-box Scenario

In our first scenario, we focus on a white-box scenario and consider three attack objectives: (1) selection, (2) rejection, and (3) substitution of a reviewer. For these objectives, we focus on reviewers that are already “close” to a submission in the assignment system. For example, a paper on binary analysis would raise suspicion if it would get assigned to a reviewer with a cryptography background.

We use the initial assignment scores of the submission as a proxy to simulate this setting. We determine potential reviewers by computing the ranking for the unmodified submission. For objective (1), we sample reviewers from the ranks 6–10 and attempt to get them assigned to the submission. Analogously, for objective (2), we select reviewers from the ranks 1–5 and aim at eliminating their assignment. Finally, for objective (3), we first select a reviewer for removal and then a counterpart for selection. We repeat this procedure 100 times with random combinations of papers and reviewers for each objective. Moreover, to account for the high variance of LDA, we train the topic model 8 times and average results in the following.

Table 2: Feature-space search. We compare our attack with two baselines: hill climbing and morphing. For this comparison, we consider three attack objectives: (1) selecting, (2) rejecting, and (3) substituting of reviewers.

<table>
<thead>
<tr>
<th></th>
<th>Selection</th>
<th>Rejection</th>
<th>Substitution</th>
</tr>
</thead>
<tbody>
<tr>
<td>( L_1 ) norm</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Our attack</td>
<td>704 \times 1.00</td>
<td>1032 \times 1.00</td>
<td>2059 \times 1.00</td>
</tr>
<tr>
<td>Hill climbing</td>
<td>1652 \times 2.35</td>
<td>2255 \times 2.18</td>
<td>5526 \times 2.68</td>
</tr>
<tr>
<td>Morphing</td>
<td>3059 \times 4.35</td>
<td>- \times -</td>
<td>- \times -</td>
</tr>
<tr>
<td>( L_\infty ) norm</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Our attack</td>
<td>17 \times 1.00</td>
<td>43 \times 1.00</td>
<td>62 \times 1.00</td>
</tr>
<tr>
<td>Hill climbing</td>
<td>38 \times 2.22</td>
<td>44 \times 1.02</td>
<td>98 \times 1.58</td>
</tr>
<tr>
<td>Morphing</td>
<td>45 \times 2.63</td>
<td>- \times -</td>
<td>- \times -</td>
</tr>
</tbody>
</table>

Feature-space search. We start our evaluation by examining the feature-space search of our attack in detail. For this experiment, we consider format-level transformations that can realize arbitrary changes. Other transformations are evaluated later when we investigate the problem-space side of our attack.

The results of this experiment are presented in Table 2 and further detailed in Appendix C. We observe that our approach is very effective: 99.7% of the attacks finish successfully with a median run-time of 7 minutes. The number of performed changes shows high variance, ranging between 9 and 22,621 adapted words. Despite this broad range, however, the average manipulation involves only between 704 and 1,032 words for objectives (1) and (2), respectively. For reference, an unmodified submission contains 7,649 words on average, so that the necessary changes for preparing an adversarial paper amount to 9% and 13% of the words.

Among the three objectives, we see a trend that selecting a reviewer is more efficient than rejecting one. Rejected reviewers have—per construction—a high assignment score, and hence share many topics with nearby reviewers. In contrast, for selected reviewers it is easier to determine topics with less side effects. The third scenario, where we both reject and select a reviewer, is naturally the hardest case. Generally, we observe that topic models based on LDA are comparatively robust against adversarial noise, in relation to neural networks which can be deceived into a misclassification by changing only a few words [e.g., 21, 29].

Baseline experiments. To put these numbers into perspective, we examine two baselines. First, we implement a hill climbing approach that directly manipulates the topic vector of a submission (cf. Equation 6) by sampling words from the topic-word distributions associated with a reviewer. For the second baseline, we consider an approach that morphs a target submission with papers that already contains the correct topic-word distribution. To find these papers, we compute all assignments of the training corpus and identify submissions to which the target reviewer is assigned. We then repeatedly select words from these submissions and expand our adversarial paper until we reach the target. In rare cases, we could not find papers in which the reviewer is highly rated. We exclude such cases from our experiments.

Considering all three objectives, the hill climbing approach shows a lower success rate: Only 92.2% of the papers are successfully manipulated. The failed submissions either reach the maximum number of 1,000 iterations or get stuck in a local minimum. In successful cases, the attacker needs to introduce more than twice as many changes compared to our attack and the median \( L_1 \) norm increases from 704–2,059 to 1,652–5,526 words. For the morphing baseline, the attack is successful in only 91.1% of the cases and again needs to introduce significantly more words. We find that the median \( L_1 \) norm increases by a factor of 4.35 with a maximum of 29,291 modified words for a single attack.
Generalization of attack. To investigate the generalization of our attack, we repeat this experiment for a second real conference. In particular, we simulate the assignment of the 29th USENIX Security Symposium with 120 reviewers. We consider 24 original submissions and construct targets as before. Results of this experiment are presented in Appendix D. We observe a similar performance across all three objectives, indicating the general applicability of our attack.

Scaling of target reviewers. Next, we scale the attack to larger sets of target reviewers and consider different combinations for selecting, rejecting, and substituting reviewers. We allow an attacker to select up to five target reviewers, which is equivalent to replacing all of the initially assigned reviewers. Furthermore, we allow the rejection of up to two reviewers. We focus again on close reviewers and randomly select 100 sets of targets per combination.

The results are summarized in Appendix E. The attack remains effective and we can successfully craft adversarial papers in most of the cases. We observe a clear trend that with increasing numbers of target reviewers, we need to perform more changes to the submission. For example, to select all five reviewers, in the median we need to modify 5,968 words. This is expected: we have to move the submission in the topic space from the initially-assigned reviewers to the targeted ones. By adding more reviewers, we include more constraints which results in a significant amount of modifications.

All transformations. So far, we have focused on format-level transformations to realize manipulations. These transformations exploit intrinsics of the submission format, which effectively allows us to make arbitrary changes to a PDF file. An attacker likely has access to similar transformations in any practical setting. In fact, robust parsing of PDF files has been shown to be a hard problem [e.g., 13]. However, we believe it is important for an attacker to minimize any traces and consider different classes of transformations as introduced in Section 3.2.

(a) Attack budget. For this experiment, we introduce an attack budget to describe the maximum amount of allowed modifications for a given transformation. This budget trades off the ability of a transformation to introduce changes with their conspicuousness, since too many (visible) modifications will likely lead to a rejected submission. In particular, we assume a maximum of 25 real and 5 adaptive added BbBTeX entries, at most 25 replacements of words with synonyms, no more than 20 spelling mistakes, and up to 10 requested words on average through a text from a language model. In Section 4.3, we validate these parameters and assess if the resulting adversarial papers are unobtrusive to human observers.

As a result of the attack budget, we cannot realize arbitrary modifications, since their total amount is restricted. To study this in more detail, we consider the success rate as a function of the attack budget scaled with a factor \( \sigma \) between 0.25 and 4. During the attack, we split the budget equally across 8 feature-problem-space transitions. We require that targets are feasible with this budget and randomly select 100 targets from the three attack objectives that require \( \leq 1,000 \) changes in \( \mathcal{F} \). Finally, we consider three different configurations: (1) text-level transformations, (2) text-level and encoding-level transformations, and (3) text-level, encoding-level, and format-level transformations combined. We do not restrict the budget for format-level transformations as these transformations are generally not visible.

The results are shown on the left side of Figure 4. For text-level transformations and text-level & encoding-level transformations, we see an increase in the success rate when the attack budget grows. For the base budget (\( \sigma = 1 \)), 40.75% of the adversarial papers can be prepared with text-level transformations only. That is, no changes in the format and encoding are necessary for manipulating the reviewer assignment. This can be further improved by increasing the budget, for instance, 67.13% of the papers become adversarial by scaling it to 4. For smaller budgets, however, we observe that there is often not enough capacity to realize the required modifications. Still, using format-level transformations improves the success rate to 100% in almost all cases. In rare cases, we observe that the attack gets stuck in a local minima. Interestingly, this is more likely with larger budgets. In these cases, the attack makes bigger steps per iteration which introduces more side effects. From the perspective of an attacker, this can be resolved by either increasing the number of switches or reducing the budget.

(b) Problem-feature-space transitions. To better understand the influence of the alternating search on the success rate of our attack, we conduct an additional experiment. In particular, we simulate our attack for different numbers of transitions composed of the problem space and
the feature space. We consider the same targets as before and set the attack budget to $\sigma = 1$.

The results of this experiment are depicted on the right side of Figure 4. Increasing the number of transitions has a significant effect on the success rate. For all configurations, we see a steady improvement when the number of problem-feature-space transitions increases. Notably, even the format-level transformations require multiple transitions in some cases. The success rate increases from 77.13%—with no transitions—to 100% when increasing $\mathcal{S}$. By alternating between $\mathcal{F}$ and $\mathcal{Z}$ we share constraints between problem and feature space to find modifications that can be realized in the problem space. This further underlines that it is beneficial and in fact necessary to consider both spaces together.

4.2 Black-box Scenario

In practice, an attacker typically does not have unrestricted access to the target system. In the following, we therefore assume a black-box scenario and consider an adversary with only limited knowledge. In particular, this adversary cannot access the assignment system and its training data. Instead, we demonstrate that she could leverage her knowledge about the program committee and construct a surrogate dataset to train her own models for preparing adversarial papers.

The assignment systems AutoBid and TPMS do not specify how the corpus for training a topic model is constructed. They only require that the selected publications are representative of the reviewers. Hence, even if we do not know the exact composition of the training data, we can still collect a surrogate corpus of representative data with public information, such as recent papers of the PC members, and transfer our attack between models. In practice, the success of this transfer depends on two factors: (a) the stability of the surrogate models and (b) the overlap of publications between the original training data and the surrogate corpus.

Stability of surrogate models. The training of LDA introduces high variance [2, 37], so that adversarial papers naively computed against one model will likely not transfer to another. To account for this instability, we approximate the model space and consider an ensemble of surrogate models. That is, we run our attack simultaneously against multiple surrogate models trained on the same data. We focus on format-level transformations and repeat the attacks for all three objectives. We vary the number of models in the ensemble from 1 to 8 and consider an overlap of 70% between the underlying surrogate corpus and the original training data.

Figure 5 show the results of this experiment. Across all objectives, we see an improvement of the success rate when increasing the number of surrogate models. This is intuitive: the adversarial papers are optimized against all models and thus more likely to transfer to other models. This robustness, however, comes at a cost and the number of modifications increases as well. The median $L_1$ norm increases from 1,990 to 7,556 when considering 8 instead of a single surrogate model (see Appendix F).

As a result, an adversary in the black-box scenario must find a trade-off: If she needs a successful attack with high probability, she must sacrifice detectability and modify a large number of words. If, on the other end, she only wants to increase her chances for a specific assignment, she can operate without an ensemble and adapt only a few words.

To further study the transferability of our attack, we sample 100 target reviewer from the median ranking computed over 8 assignment systems and simulate the attack with an ensemble of 8 surrogates. Figure 6 visualizes how the resulting adversarial papers transfer among the target systems. 96% of the papers are successful against four or more target systems and 34% are successful considering all 8 systems.

Overlap of surrogate corpus. To understand the role of the surrogate corpus, we finally repeat the previous experiment with varying levels of overlap. Surprisingly, the attack remains robust against variations in training data. The success rate...
only fluctuates slightly: 78.0% (100% overlap), 80.0% (70% overlap), 79.6% (30% overlap), and 82.8% (0% overlap). To explain this, we compute the cross-entropy of the reviewer-towards-distributions $\Phi$, for models trained on training data with different overlaps. We observe that the cross-entropy between models trained on the same dataset (i.e., 100% overlap) is in the same range compared to models trained on different data (cf. Appendix G for details). As LDA models trained on the same corpus already vary significantly, our attack seeks a robust solution that transfers well if the surrogate models have less overlap with the original training data.

4.3 Plausibility and Semantics

Finally, we empirically verify if the adversarial modifications are (a) plausible and (b) preserve the semantics of the text.

Study design. As dataset, we use the combined set of original and adversarial papers from our evaluation. In total, we select seven original papers and their adversarial counterparts, ensuring varying topics and transformations. The attack budget is $\sigma = 1.00$. Due to a limited number of participants, we focus on visible transformations (i.e. encoding-level and text-level) that a reviewer could detect. Each participant selects (“bids on”) one paper. This selection cannot be changed afterwards and participants are secretly assigned either to the adversarial or to the unmodified version. Each participant will only check one paper to avoid potential bias and fatigue effects.

We design the review process along two phases. Our methodology here is inspired by the work from Bajwa et al. [4] and Sullivan et al. [53]. In the first phase, we request participants to write a mini-review (as a proxy task) for a given paper. In the second phase, we ask if they think the paper has been manipulated. Importantly, the answers of phase 1 cannot be changed. This two-phase separation allows us to observe two factors: First, we can analyze how suspicious adversarial papers are to an unaware reader. Second, once the reader is informed, we can learn about which transformations are noticeable and make our attack detectable. In each phase, we provide a template with questions on a numerical scale from 1–5, together with free text fields for justifying the rating. Participants are debriefed finally. We obtained approval from our institution’s Institutional Review Board (IRB) and our study protocol was deemed to comply with all regulations.

Results. We recruited 21 security researchers (15× PhD students, 4× postdocs, 1× faculty, 1× other). All participants are familiar with the academic review process but have different review experience (7× have not written a review before, 4× between 1-2 reviews, 6× between 3-10, and 4× at least 10 reviews). The participants reviewed a total of 12 adversarial and 9 original submissions.

Figure 7 summarizes the results. Benign and adversarial submissions are rated similar across all review questions. No participant was certain that a paper was manipulated (i.e., gave it a ranking of 5) and only a single of the 12 manipulated submissions was flagged as suspicious with a rating of 4. This was justified with missing references and redundancy in the text—neither of which were introduced by our attack. Interestingly, this reviewer did notice the spelling mistake and language model transformer (when asked about the writing quality), but did not attribute this as a sign for manipulation. This is opposed to two false positive ratings of benign papers, which results in an overall detection precision of 33% with a recall of only 8%. This highlights the difficulty to detect any introduced modifications.

Finally, we check that the semantics of the papers are not changed. With the limited attack budget, only small, bounded changes are made to a paper. This is further supported by the organization and comprehensibility ratings in Figure 7, which are similar between manipulated and benign submissions.

5 Discussion

Our work reveals a notable vulnerability in systems for automatic paper-reviewer assignment. In the following, we discuss further aspects of our findings, including limitations, defenses, and the implications and benefits of an attack.

Committee size. We simulate an automatic assignment for two large security conferences with committees composed of 120 and 165 reviewers, respectively. Considering the current trend, it is likely that these conferences will continue to grow larger. In the following, we want to understand how an increased set of concurring reviewers impacts the attack. Therefore, we consider committees with 100–500 reviewers.
Load balancing and conflicts. Our attack focuses on the manipulation of assignment scores and assumes a direct matching from PC members to submissions. For a complete end-to-end attack, an attacker would also need to take load balancing of submissions and reviewer conflicts into account. For example, the target submission might compete with another paper on the same topic and get a different assignment despite a successful manipulation of the topic model. Unfortunately, these obstacles are hard to model, as conflicts and the other submissions are typically not known to the adversary. Instead, we can generally improve the resilience of our attack. By increasing the margin $\gamma$ of the target reviewer to others, we can make a matching assignment more likely. Interestingly, in this case, conflicts can be even seen as a simplification: if a target reviewer is the top candidate among all reviewers $R$, she is also the top candidate for only a subset of reviewers (i.e., all unconflicted reviewers).

To further understand the role of this margin, we simulate the selection of a reviewer for different values of $\gamma \in \{0, 0.1, 0.2\}$ and varying numbers of concurring submissions between 200 and 1,000 (sampled from a hold-out corpus). We model the full assignment to maximize similarity subjected to load constraints as introduced in Section 2. We assume $L_{\text{r}} = 5$ reviews per paper and that each reviewer is assigned $L_{\text{s}} = 10$ submissions. Appendix I shows the attack’s success rate as a function of the number of concurring submissions. The attack remains effective but we observe a slight downward trend of its success rate. This is expected: with increasing number of submissions, there exist more similar paper that compete for a given reviewer. An attacker can account for this by (1) increasing the margin and, as the attack is undetectable (in general), an attacker could (2) further increase her chances by repeating the attack (e.g., resubmitting a rejected paper).

Paper corpus. We select accepted papers from IEEE S&P 2022 as basis for our evaluation. This selection leads to a potential bias, as rejected submissions are not considered. However, we do not expect any impact on our results. Papers follow a common structure, so that our transformations in \LaTeX are applicable in general. The feature-space algorithm works on bag-of-words vectors, which is just another representation for any paper. In Appendix D, we test our attack with papers from the 29th USENIX Security Symposium and find no significant difference in our results.

Countermeasures and defenses. Our results show that systems based on topic models such as LDA have relatively strong robustness towards adversarial noise. This stands in stark contrast to neural networks, where changing only a few words can already lead to a misclassification [e.g., 21, 29]. However, our work also demonstrates that LDA-based systems are still vulnerable to adversarial examples and there is a need for appropriate defenses.

Unfortunately, text-level manipulations are challenging to fend off, as they can only be spotted on the semantic level. In our user study, participants often struggled to differentiate adversarial modifications from benign issues and an adversary can always manually rewrite an adversarial paper to further reduce the detection probability. Moreover, even completely machine generated text—such as done with our OPT-based transformer—is often indistinguishable from natural text [11, 40]. The underlying models are evolving rapidly and current state-of-the-art models such as InstructGPT [41] and Galactica [55] are now actively used for academic writing.

For encoding-level and format-level changes, however, defenses are feasible: The root cause of these manipulations is the disparity between human perception and parser-based text extraction. Thus, an effective defense needs to mimic a human reader as close as possible similar to defenses recently proposed for adversarial examples in other domains [e.g. 20]. To evaluate this defense, we replace the parser-based text extraction (pdftotext) with an optical character recognition (OCR) (tesseract). We observe that for the modified system the encoding-level and format-level attacks now completely fail, while the performance of the text-level attacks remains unaffected. At the same time, however, we observe a large increase in runtime. Compared to the parser-based extraction, OCR is orders of magnitude slower and needs an average time of 56 s for a single submission compared to 0.14 s with conventional text extraction.

Other countermeasures can be more tailored to the individual transformations: Flag usage of unusual font encodings to prevent homoglyph attacks, remove comment boxes and non-typeset pages in a preprocessing step, or automatically verify the bibliography entries using online bibliography databases.

Benefits and implications. Manipulating a submission comes with a considerable risk if the attack is detected. This can range from a desk reject over a submission ban at a specific venue to permanent damage of the authors’ scientific reputation [50]. Nevertheless, recent incidents show that academic misconduct happens. Dishonest authors, for example, leveraged synthetic texts to increase the paper output [12]. Moreover, collusion rings exist where authors and reviewers collaborate to accept each other’s papers [32]. Automated assignment techniques can raise the bar for dishonest col-
6 Related Work

Our attack touches different areas of security research. In the following, we examine related concepts and methods.

Adversarial learning. A large body of work has focused on methods for creating adversarial examples that mislead learning-based systems [7]. However, most of this work considers attacks in the image domain and assumes a one-to-one mapping between pixels and features. This assumption does not hold in discrete domains, leading to the notion of problem-space attacks [45, 46]. Our work follows this research strand and introduces a new hybrid attack strategy for operating in both the feature space and problem space. Furthermore, we examine weak spots in text preprocessing, which extend the attack surface for adversarial papers. These findings complement prior work advocating that the security of preprocessing in machine learning needs be considered in general [47].

Table 3 summarizes prior work on misleading text classifiers. While we build on some insights developed in these works, text classification and paper assignment differ in substantial aspects: First, the majority of prior work focuses on untargeted attacks that aim at removing individual features. In our case, however, we have to consider a targeted attack where an adversary needs to specifically change the assignment of reviewers. Second, prior attacks often directly exploit the gradient of neural networks or compute a gradient by using word importance scores. Such gradient-style attacks are not applicable to probabilistic topic models.

In view of these differences, our work is more related to the attack from Zhou et al. [59] which studies the manipulation of LDA. The authors show that an evasion is \textit{NP-hard} and present an attack to promote and demote individual LDA topics. For our manipulation, however, we need to adjust not only individual topics but the complete topic distribution as well as consider side effects with concurring reviewers.

Attacks on assignment systems. Finally, another strain of research has explored the robustness of paper-reviewer assignment systems. Most of these works are based on \textit{content-masking attacks} [38, 56], which use format-level transformation to exploit the discrepancy between displayed and extracted text. More specifically, Markwood et al. [38] and Tran and Jaiswal [56], similar to our work, target the paper-reviewer assignment task. Their attack is evaluated against Latent Semantic Indexing [17]—that is not used in real-world systems like TPMS. Although Tran and Jaiswal [56] recognize the shortcomings of format-level transformations, they do not explore text-level transformations or the interplay between the problem space and feature space of topic models.

Complementary to our work, a further line of research focuses on the collusion of reviewers. These works have analyzed semi-automatic paper matching systems under the assumption that malicious researchers can manipulate the paper assignment by carefully adjusting their paper biddings. Jacmen et al. [24] propose a probabilistic matching to decrease the probability of a malicious reviewer to be assigned to a target submission, while Wu et al. [57] tries to limit the disproportional influence of malicious biddings.

7 Conclusion

In this paper, we demonstrate that current systems for automatic paper-reviewer assignments are vulnerable and can be misled by \textit{adversarial papers}. On a broader level, we develop a novel framework for constructing adversarial examples in discrete domains through joint optimization in the problem space and feature space. Based on this framework, we can craft objects that satisfy real-world constraints and evade machine-learning models at the same time.

In summary, our work demonstrates a significant attack surface of current matching systems and motivates further security analysis prior to their deployment. As a result, we have informed the developers of TPMS and Autobid about our findings, as part of a responsible disclosure process.
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We sort all papers first by year and then by number of citations to obtain an approximation of the recent research interests. From this list, we remove all papers with no citation and for which we cannot obtain a PDF file (e.g., paywalled files we cannot access). Furthermore, we remove papers that are already used as a target submission. From the remaining list, we select the first 40 papers (if available).

To construct reviewer archives $A_r$, we randomly sample 20 paper for each reviewer and compile the corpus as the union of these archives. The remaining 20 papers are used to simulate the black-box scenario. Here, we consider different levels of overlaps between 0% (i.e., no overlap between the training data of the surrogates and target system) and 100% (i.e., complete overlap).

### A Training Corpus

In the following, we describe how the corpus for the simulated paper-reviewer assignment process is generated. The PC of the 43rd IEEE Symposium on Security and Privacy conference consists of 165 persons. For each PC member, we construct an archive of papers representative for the person's expertise and interests by crawling their Google Scholar profile. In rare cases, this profile is not available and we use the profile from DBLP computer science bibliography instead.

We sort all papers first by year and then by number of citations to obtain an approximation of the recent research interests. From this list, we remove all papers with no citation and for which we cannot obtain a PDF file (e.g., paywalled files we cannot access). Furthermore, we remove papers that are already used as a target submission. From the remaining list, we select the first 40 papers (if available).

To construct reviewer archives $A_r$, we randomly sample 20 paper for each reviewer and compile the corpus as the union of these archives. The remaining 20 papers are used to simulate the black-box scenario. Here, we consider different levels of overlaps between 0% (i.e., no overlap between the training data of the surrogates and target system) and 100% (i.e., complete overlap).

### B Hyperparameter Selection

In the following, we describe how we determine the hyperparameters of our attack in the two scenarios.

#### White-box scenario. We perform a grid search over 100 randomly sampled targets from all three objectives and optimize parameters as a trade-off between attack efficacy and efficiency. To not overfit to a specific model, we train 8 AutoBid systems on different random seeds and randomly select one system per target. Note that an attacker with full-knowledge could also choose parameters that perform best for a specific target. We set the beam width $B = 8 \in \{2^0, \ldots, 2^5\}$, step size $k = 128 \in \{2^3, \ldots, 2^8\}$, number of successors $M = 512 \in \{2^9, \ldots, 2^{10}\}$, and reviewer window to $\omega = 6 \in \{2^1, \ldots, 2^3\}$ with offset $\nu = 3 \in \{0, \ldots, 3\}$. The target rank for rejected reviewer is set to $\text{rank}^*_A = 10$ and we consider $\nu = 5000$ words per reviewer. We run the attack for at most $I = 1000$ iterations with at most $S = 8$ transitions between spaces and a target margin of $\gamma = -0.02$.

#### Black-box scenario. We repeat the grid search and train 8 systems on a surrogate corpus at 70% overlap. We randomly sample 100 targets from all three objectives and assign each a random surrogate system. We set the beam width $B = 4 \in \{2^0, \ldots, 2^3\}$, step size $k = 256 \in \{2^4, \ldots, 2^9\}$, number of successors $M = 128 \in \{2^7, \ldots, 2^9\}$, and reviewer window to $\omega = 2 \in \{2^1, \ldots, 2^2\}$ with offset $\nu = 1 \in \{0, \ldots, 3\}$. Finally, to increase the robustness of our attack, we set the margin as $\gamma = -0.16$. All other parameters are the same as before.
### C Feature-Space Search

We report the $L_1$ norms of individual attacks exemplary for the selection objective. We consider 8 different assignment system and sample 100 random targets per system (i.e., 800 attacks in total).

### D Generalization of Attack

We empirically evaluate our attack on two conferences with differently sized committees: (a) the 29th USENIX Security Symposium with 120 reviewers and (b) the 43rd IEEE Symposium on Security and Privacy conference with a larger committee consisting of 165 reviewers. We simulate the attack for all three objectives and report the aggregated success rate, the median running time, and the median $L_1$ and $L_\infty$ norm.

<table>
<thead>
<tr>
<th></th>
<th>Success Rate</th>
<th>Running Time</th>
<th>$L_1$</th>
<th>$L_\infty$</th>
</tr>
</thead>
<tbody>
<tr>
<td>USENIX ’20</td>
<td>99.62 %</td>
<td>7m 38s</td>
<td>1033</td>
<td>30</td>
</tr>
<tr>
<td>IEEE S&amp;P ’22</td>
<td>99.67 %</td>
<td>7m 12s</td>
<td>1115</td>
<td>35</td>
</tr>
</tbody>
</table>

### E Scaling of Target Reviewer

We run the attack for different combinations of the number of selected and rejected target reviewers. For each combination, we report the median $L_1$ norm as well as the success rate over 100 targets.

### F Surrogate Ensembles

We report the $L_1$ norms for the black-box scenario with varying sizes of surrogate ensembles. We report the $L_1$ over 100 targets for all three objectives.

### G Overlap

We compare the cross-entropy of reviewer-to-words distributions across models trained on a corpus with different overlaps. We randomly select 10 reviewers and report the mean cross-entropy and standard deviation between 8 models each (i.e., 64 pairs per overlap and reviewer).

<table>
<thead>
<tr>
<th>#</th>
<th>0%</th>
<th>30%</th>
<th>70%</th>
<th>100%</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>13.19 ± 0.46</td>
<td>13.13 ± 0.47</td>
<td>13.12 ± 0.37</td>
<td>13.20 ± 0.44</td>
</tr>
<tr>
<td>2</td>
<td>12.56 ± 0.29</td>
<td>12.55 ± 0.37</td>
<td>12.64 ± 0.34</td>
<td>12.50 ± 0.29</td>
</tr>
<tr>
<td>3</td>
<td>13.58 ± 0.63</td>
<td>13.56 ± 0.56</td>
<td>13.47 ± 0.62</td>
<td>13.52 ± 0.63</td>
</tr>
<tr>
<td>4</td>
<td>12.43 ± 0.50</td>
<td>12.29 ± 0.48</td>
<td>12.35 ± 0.54</td>
<td>12.32 ± 0.50</td>
</tr>
<tr>
<td>5</td>
<td>13.41 ± 0.51</td>
<td>13.41 ± 0.61</td>
<td>13.50 ± 0.56</td>
<td>13.31 ± 0.66</td>
</tr>
<tr>
<td>6</td>
<td>12.84 ± 0.23</td>
<td>12.81 ± 0.21</td>
<td>12.93 ± 0.25</td>
<td>12.90 ± 0.23</td>
</tr>
<tr>
<td>7</td>
<td>14.20 ± 0.42</td>
<td>14.28 ± 0.44</td>
<td>14.39 ± 0.48</td>
<td>14.08 ± 0.41</td>
</tr>
<tr>
<td>8</td>
<td>13.57 ± 0.46</td>
<td>13.59 ± 0.46</td>
<td>13.55 ± 0.40</td>
<td>13.66 ± 0.42</td>
</tr>
<tr>
<td>9</td>
<td>13.44 ± 0.72</td>
<td>13.33 ± 0.68</td>
<td>13.54 ± 0.67</td>
<td>13.44 ± 0.76</td>
</tr>
<tr>
<td>10</td>
<td>15.24 ± 0.59</td>
<td>15.08 ± 0.59</td>
<td>15.31 ± 0.66</td>
<td>14.88 ± 0.61</td>
</tr>
</tbody>
</table>
H Committee Size

We simulate the attack with varying sizes of the program committee. For each size, we report the mean number of required modifications over 8 target systems each sampled with a random committee. For each objective, we compute 280 adversarial papers per target system.

I Load balancing

We simulate the attack with varying numbers of concurring submissions between 200 and 1,000. We report the mean success rate over 8 target systems each sampled with a random committee. For each objective, we compute 280 adversarial papers per target system.

J Problem-Space Transformations

Detailed description of problem-space transformations. For the transformations’ categorization, see Table 1.

<table>
<thead>
<tr>
<th>Transformation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference addition</td>
<td>Given a database of bibtext records of real papers, this transformation adds papers to the bibliography. It has two options:</td>
</tr>
<tr>
<td></td>
<td>• Add unmodified papers. This option treats the insertion as optimization problem. It tries to find ( k ) bibtext records such that the number of added words is maximized. This allows us to maximize the impact of the added papers in the bibliography.</td>
</tr>
<tr>
<td></td>
<td>• Add adapted papers. This option adds ( r ) words into a randomly selected bibtext record, which is then added to the bibliography. This transformation allows us to add very specific words which are difficult to add in the normal text in a meaningful way. In the experiments, ( r ) is set to 3, i.e., each added bibliography entry has only 3 additional words to avoid suspicion.</td>
</tr>
<tr>
<td>Synonym</td>
<td>This transformation replaces words by synonyms using a security domain-specific word embedding [39]. To this end, the word embeddings are computed on a collection of 11,770 security papers (Section 5 presents the dataset). Two options are implemented:</td>
</tr>
<tr>
<td></td>
<td>• Add. Allows adding a word. For each word in the text, it obtains its synonyms. If one of the synonyms is in the list of words that should be added, the synonym is used as replacement for the text word.</td>
</tr>
<tr>
<td></td>
<td>• Delete. Allows removing a word by replacing it with one of its synonyms. The transformation iterates over possible synonyms and only uses a synonym if it has the same part-of-speech (POS) tag as the original word. From the remaining set of synonyms, the transformation randomly chooses a candidate.</td>
</tr>
<tr>
<td>Spelling mistake</td>
<td>Inserts a spelling mistake into a word that should be deleted.</td>
</tr>
<tr>
<td></td>
<td>• Most common misspelling. This option tries to find a misspelling from a list of 78 rules for most common misspellings, such as appearance instead of appearance (rule: ends with -ance), or basically instead of basically (rule: ends with -ally).</td>
</tr>
<tr>
<td></td>
<td>• Swap or delete. Swap two adjacent letters or delete a letter in the word. Chooses between both ways randomly. The transformation first tries to find a common misspelling, and if not possible, it applies the swap-or-delete strategy.</td>
</tr>
<tr>
<td>Language model</td>
<td>Uses a language model, here OPT [58], to create sentences with the requested words. To create more security-related sentences, we use the corpus from Section 5 consisting of 11,770 security papers to finetune the OPT-350m model. Equipped with this model, the transformer appends new text at the end of the related work or discussion section. To this end, we extract some text before the insertion position and ask the model to complete the text while choosing suitable words from the set of requested words.</td>
</tr>
<tr>
<td>Homoglyph</td>
<td>Replaces a single character in a word by a visually identical or similar homoglyph. For instance, we can replace the Latin letter A by its Cyrillic equivalent.</td>
</tr>
<tr>
<td>Hidden box</td>
<td>Uses the accessibility support with the latex package accsupp that allows defining an alternative text over an input text. Only the input text is visible, while the feature extractor processes the alternative text. This allows adding an arbitrary number of words as alternative text. As the input text is not processed, we can also delete words or text in this way. Two options are implemented:</td>
</tr>
<tr>
<td></td>
<td>• Add. Allows adding an arbitrary number of words in the alternative text. This step requires defining the alternative text at least over a visible word that is, however, not extracted as feature afterwards anymore. To reduce side effects, the transformation first checks if the attack requests a word to be reduced. If so, it lays the alternative text over this word. Otherwise, a stop word is chosen that would be ignored in the preprocessing stage anyway. The step thus reduces possible side effects.</td>
</tr>
<tr>
<td></td>
<td>• Delete. Adds an empty alternative text over the input word that needs to be removed, so that the word is not extracted anymore.</td>
</tr>
</tbody>
</table>