
This paper is included in the Proceedings of the 
32nd USENIX Security Symposium.

August 9–11, 2023 • Anaheim, CA, USA
978-1-939133-37-3

Open access to the Proceedings of the 
32nd USENIX Security Symposium 

is sponsored by USENIX.

V-Cloak: Intelligibility-, Naturalness- & Timbre-
Preserving Real-Time Voice Anonymization

Jiangyi Deng, Fei Teng, and Yanjiao Chen, Zhejiang University; Xiaofu Chen 
and Zhaohui Wang, Wuhan University; Wenyuan Xu, Zhejiang University

https://www.usenix.org/conference/usenixsecurity23/presentation/deng-jiangyi-v-cloak



V-CLOAK: Intelligibility-, Naturalness- & Timbre-Preserving
Real-Time Voice Anonymization

Jiangyi Deng
Zhejiang University

Fei Teng
Zhejiang University

Yanjiao Chen
Zhejiang University

Xiaofu Chen
Wuhan University

Zhaohui Wang
Wuhan University

Wenyuan Xu
Zhejiang University

Abstract
Voice data generated on instant messaging or social me-

dia applications contains unique user voiceprints that may
be abused by malicious adversaries for identity inference or
identity theft. Existing voice anonymization techniques, e.g.,
signal processing and voice conversion/synthesis, suffer from
degradation of perceptual quality. In this paper, we develop a
voice anonymization system, named V-CLOAK, which attains
real-time voice anonymization while preserving the intelli-
gibility, naturalness and timbre of the audio. Our designed
anonymizer features a one-shot generative model that modu-
lates the features of the original audio at different frequency
levels. We train the anonymizer with a carefully-designed loss
function. Apart from the anonymity loss, we further incor-
porate the intelligibility loss and the psychoacoustics-based
naturalness loss. The anonymizer can realize untargeted and
targeted anonymization to achieve the anonymity goals of
unidentifiability and unlinkability.

We have conducted extensive experiments on four datasets,
i.e., LibriSpeech (English), AISHELL (Chinese), Common-
Voice (French) and CommonVoice (Italian), five Automatic
Speaker Verification (ASV) systems (including two DNN-
based, two statistical and one commercial ASV), and eleven
Automatic Speech Recognition (ASR) systems (for differ-
ent languages). Experiment results confirm that V-CLOAK
outperforms five baselines in terms of anonymity perfor-
mance. We also demonstrate that V-CLOAK trained only on
the VoxCeleb1 dataset against ECAPA-TDNN ASV and Deep-
Speech2 ASR has transferable anonymity against other ASVs
and cross-language intelligibility for other ASRs. Further-
more, we verify the robustness of V-CLOAK against various
de-noising techniques and adaptive attacks. Hopefully, V-
CLOAK may provide a cloak for us in a prism world.

1 Introduction

Voiceprint is a critical biometric that can uniquely identify a
person. As massive personal data is collected and processed
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Figure 1: Voiceprint in voice data may be leveraged by mali-
cious adversaries for identity inference or identity theft. The
raw audio is cloaked with V-CLOAK before being passed to
applications, thus malicious service providers or third parties
can only obtain a pseudo identity/voiceprint.

by online services, there are rising concerns for privacy leak-
age. In 2018, the European Union enforced the General Data
Protection Regulation (GDPR) [1] for personal data protec-
tion, especially for biometric data. However, an avalanche
of voice data is generated daily on social media (e.g. Face-
book/Meta, WeChat, TikTok) and in communication applica-
tions (e.g. Zoom, Slack, Microsoft Teams, Ding Talk), and
automated processing methods, e.g., ASV, can easily extract
voiceprint for ill use. For example, as shown in Figure 1, an
adversary may infer the speaker identity of a private conver-
sation from voice messages uploaded to the cloud with an
ASV [19, 22, 28]. Therefore, there is an urgent demand for
voice anonymization to help users protect voiceprint while
enjoying voice-related services (e.g., speech recognition by
ASR) and interpersonal communication (e.g., human listeners
can identify the speaker).

Existing voice anonymization methods are mainly based
on voice signal processing (SP), voice conversion (VC) and
voice synthesis (VS). SP [34, 53] methods directly apply
signal processing techniques to modify speaker-related fea-
tures in audios to obscure voiceprints. Nonetheless, SP-based
voice anonymization usually induces large quality degra-
dation as intelligibility and naturalness are not considered.
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Table 1: V-CLOAK versus existing works.

Method Type∗ Intelligibility# Naturalness# Timbre-preserving Real-Time Coef.↓ User-agnostic†

VoiceMask [38, 39] VC % % % 0.041 !

Yoo [56] VC % ! % N.K. %

NSF [14, 16] VS ! ! % 0.110 %

HFGAN [29] VS ! ! % 0.104 !

Justin [21] VS ! ! % N.K. !

McAdams [34] SP % % % 0.030 !

Vaidya [53] SP % % % N.K. !

V-CLOAK (Ours) Adv ! ! ! 0.011 !

(i) ∗: Voice Conversion (VC). Voice Synthesis (VS). Signal Processing (SP). Adversarial examples (Adv). (ii) #: whether the method has
explicit constraints on intelligibility or naturalness. (iii) ↓: Real-time coefficient (RTC), the ratio between the processing time and the duration
of the audio. The lower the RTC, the more efficient the method. We measure the five methods under the same computing resource conditions.
N.K., not known, the authors did not evaluate the efficiency of their methods or make their codes available. (iv) †: whether the method needs to
be trained for a new user.

VC [38, 39, 48, 56] and VS [14, 16, 21, 29] methods convert
the original audio into another audio that sounds completely
different from the original speaker. Although VC and VS
may achieve anonymity, they are not suitable for scenarios
where the user wants to hide their identity from ASVs but
hopes to preserve their personal timbre to human audiences,
e.g., posts of celebrities on social media, voice messages with
acquaintances.

In this paper, we make the first attempt to design a real-
time voice anonymization system, named V-CLOAK, which
achieves anonymity while preserving intelligibility, natural-
ness, and timbre of the audios. A comparison of V-CLOAK
with existing works is shown in Table 1. Nonetheless, to re-
alize these design goals with a practical real-time system is
challenging in three aspects.

• How to achieve real-time voice anonymity against adap-
tive attacks?

Different from traditional signal processing and voice con-
version & synthesis, we are inspired by the adversarial ex-
amples that can trick ASV into misidentifying the speaker
but induce imperceptible differences to the human auditory
system. Nonetheless, directly applying adversarial examples
to voice anonymization has two major issues. First, most of
the existing ASV adversarial examples [7, 11, 26, 27, 58] are
constructed via iterative updates, which cannot achieve real-
time voice anonymization. As far as we are concerned, there
is only one ASV adversarial attack named FAPG that creates
adversarial examples using a one-shot generative model [55].
Unfortunately, FAPG needs to train a feature map for each
potential target speaker and the original paper only evaluates
for an ASV with 10 speakers. Furthermore, the adversary
may be informed of the anonymization method and the model
(anonymizer), and then launches an adaptive attack to de-
anonymize the anonymized audio.

To tackle these problems, we adapt a lightweight genera-
tive model Wave-U-Net [49] for V-CLOAK. We equip Wave-
U-Net with two novel components, i.e., VP-Modulation and
Throttle. VP-Modulation modulates the feature elements of
the original audio at each frequency level according to the
voiceprint of a target speaker. Throttle adjusts the weights
of features of the original audio at different frequency levels
to conform to the constraint on the anonymization pertur-
bations. The trained anonymizer can produce anonymized
audios targeting any speaker/voiceprint under any anonymiza-
tion perturbation constraint without re-training. Furthermore,
we conduct theoretical analysis and experiments to verify the
anonymity of V-CLOAK in the case of adaptive attacks.

• How to maintain objective and subjective intelligibility
of anonymized audios?

It is desirable for the anonymized audios to be intelligible
to ASRs (objective intelligibility) such that the users can
still enjoy speech-to-text services; and to humans (subjective
intelligibility) such that voice messages can be understood.
However, SP- and VC-based anonymization, as well as voice
adversarial examples, do not consider intelligibility constraint
and may introduce noises that greatly degrade intelligibility.

To address this issue, we impose an intelligibility loss when
training the anonymizer. The intelligibility loss is based on the
decoding error rate of the ASR. Instead of the commonly-used
Connectionist Temporal Classification (CTC) loss of ASR, we
acquire the graphemic posteriorgram (GPG) loss, which pre-
serves the full alignment of the transcription and the grapheme
of each frame. The subjective intelligibility is achieved by
constraining the anonymization perturbations by our proposed
Throttle module and better masking the anonymization per-
turbations based on psychoacoustics.

• How to preserve naturalness and timbre of anonymized
audios?
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Naturalness and timbre preservation are important to hu-
man audiences or listeners of anonymized audios. Signal pro-
cessing and existing ASV adversarial examples did not con-
sider naturalness such that the processed audios may sound
mechanical. In addition, signal processing, voice conversion
and voice synthesis all distort the timbre of the original
speaker such that the anonymized audio sounds unlike being
spoken by the original speaker (e.g., a friend or a celebrity).

To cope with this problem, we introduce a naturalness &
timbre loss when training the anonymizer based on the psy-
choacoustic theory of masking effects. Our user study verifies
that the anonymized audios of V-CLOAK receive high natu-
ralness and timbre scores.

We implement a fully-functional prototype of V-CLOAK,
evaluated with extensive experiments on five ASVs
(anonymity) and eleven ASRs (intelligibility) with datasets
of four languages (English, Chinese, French, Italian). The
comparison with five baselines demonstrates that V-CLOAK
achieves the best anonymization performance with the second-
best intelligibility performance. Cross-language experiments
show that the anonymizer of V-CLOAK trained on one ASV
and one ASR can be transferred to other ASVs and ASRs
(with different languages). A user study with 102 volun-
teers confirms the intelligibility-, naturalness- and timbre-
preserving properties of V-CLOAK.

We summarize our main contributions as follows.

• We propose V-CLOAK, an intelligibility-, naturalness-
and timbre-preserving voice anonymization system. V-
CLOAK is proved and evaluated to fulfil the anonymiza-
tion goals of unidentifiability and unlinkability against
naive and adaptive adversaries.

• We develop a real-time anonymizer that transforms the
original audio into targeted or untargeted anonymized
audios. The anonymizer is trained with anonymity, in-
telligibility, naturalness and timbre loss, generalizing to
any new original speaker or new target speaker without
the need for re-training.

• We conduct extensive experiments to verify the effective-
ness and efficiency of V-CLOAK under various testing
conditions and a user study to confirm the practicality
and applicability of V-CLOAK.

2 Background

2.1 Voice Data
In the digital world, voice data of a user is massively generated
and distributed for various purposes, e.g., communications
via voice messages or video posts on social media. These
wildly exposed voice data may be easily collected by service
providers or third parties. For instance, Facebook is collecting
audio data from voice messages on its social network platform,

and even attempts to transcribe the content of these private
messages [22]. TikTok revised its privacy policy to legitimize
faceprints and voiceprints collection from the videos uploaded
by users, and even claimed the possibility of data sharing for
business purposes [28].

Voice data contains two kinds of information, i.e., speech
contents and phonetic features.

• Speech contents. Speech contents refer to the linguis-
tic information contained in the voice data, i.e., "what
are the words spoken." Speech contents determine the
intelligibility of the voice data.

• Phonetic features. Phonetic features refer to the way
the speech contents are conveyed in the voice data, i.e.,
"how are the words spoken." Phonetic features affect the
timbre of the voice data.

Voiceprint is a phonetic feature that can uniquely iden-
tify a speaker. However, voiceprint contained in voice data
may be abused for identity inference or identity theft. On
the one hand, voiceprint may be used to infer the identity of
speakers of a private conversation by automatic speaker veri-
fication (ASV) systems. On the other hand, the voiceprint of
a speaker may be extracted from audios to synthesize audios
to pass voiceprint-based authentication systems. For example,
WeChat, a popular messaging app in China, allows users to
login via voiceprint [3]. In face of these potential privacy leak-
ages, it is essential for users to anonymize voice data before
sending voice messages or publishing videos on social media.

2.2 Psychoacoustics

Psychoacoustics is the study of the relationship between sub-
jective psychological perceptions (e.g., perceived volume,
pitch) and objective physical parameters (e.g., sound pres-
sure level, frequency) [57]. The masking effect is one of the
most common psychoacoustic phenomena [15]. There are
two forms of masking: temporal and spectral. Temporal mask-
ing refers to the situation where a sound cannot be perceived
if a sudden louder sound appears immediately preceding or
following the first one. The louder sound is called the masker.
Spectral masking refers to the imperceptibility of a sound
component due to other frequency components played simul-
taneously. The perception threshold of this component varies
due to both sound signals (e.g., frequency) and the listener. We
leverage the spectral masking effect to make anonymization
perturbations more imperceptible to human users.

2.3 Automatic Speaker Verification & Auto-
matic Speech Recognition

An Automatic Speaker Verification (ASV) system aims to
deduce the speakers of audios based on their voiceprints.
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Speaker inference via an ASV system includes the enroll-
ment phase and the inference phase. In the enrollment phase,
clean audio samples of the speaker to be recognized are fed
into the ASV such that the voiceprint can be extracted and
stored in the ASV. In the inference phase, the ASV takes an
audio sample as input and outputs whether the input audio
belongs to the enrolled speaker. There are two mainstream
methods of extracting and matching voiceprints, i.e., statisti-
cal models and Deep Neural Network (DNN)-based models.
Gaussian mixture model (GMM) is a traditional statistical
model to extract ivector voiceprints. ivector-PLDA is a popu-
lar ASV implementation that matches ivector voiceprints via
probabilistic linear discriminant analysis (PLDA). X-vector is
a DNN-based voiceprint extractor, which outperforms GMM
as DNNs are more effective in extracting feature represen-
tations from large-scale voice datasets. ECAPA-TDNN [10]
is the state-of-the-art ASV implementation using end-to-end
training, i.e., training the front-end and the back-end jointly
as an integrated network [54].

An Automatic Speech Recognition (ASR) system aims to
transcribe the speech contents from audio samples (without
the need to know the speaker). In the training process, au-
dios are first transformed into a sequence of spectral frames.
Each frame is then transformed into a feature vector. Com-
monly used features include Filter Bank (FBank) [43], Mel-
Frequency Cepstral Coefficients (MFCC) [30], Spectral Sub-
band Centroid (SSC) [51] and Perceptual Linear Predictive
(PLP) [17]. Then, the posterior probability of the lingueme
(e.g., phoneme, grapheme, or word) contained in each frame
is estimated. The linguemes are usually represented as tokens.
For example, 29 tokens are used for the English language, i.e.,
letters a∼z, space, apostrophe and the special blank token φ.
Next, the Connectionist Temporal Classification (CTC) mod-
ule sums the probability of all possible alignments that reduce
to the ground-truth sequence. For example, a three-frame se-
quence of [a b φ], [a φ b] and [φ a b] will all be reduced to the
ground-truth sequence of [a b]. Finally, the model is updated
to increase the probability of producing the ground-truth se-
quence. In the inference phase, a language model may be used
to provide a prior probability to find the lingueme sequence
of the highest probability.

2.4 Voice Anonymization
Voice anonymization refers to the practice of removing
voiceprint from voice data. A voice anonymization system
needs to satisfy various requirements to fulfil different pur-
poses. Regarding the digital voice data privacy, we aim to
achieve the following performance goals.

Anonymity. An anonymized audio should not reveal the
identity of the speaker. More specifically, we consider con-
cealing speaker identities in the digital domain from ASVs.

Intelligibility. An anonymized audio should be intelligible
to both humans and ASRs. More specifically, the speech con-
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Figure 2: Threat model. A1: ignorant adversary who enrolls
clean audios into the ASV and feeds anonymized audio into
the ASV to infer the speaker. A2: semi-informed adversary
who enrolls clean audios into the ASV and feeds de-noised
anonymized audio into the ASV to infer the speaker. A3:
informed adversary who enrolls anonymizer-processed audios
into the ASV and feeds the anonymized audio into the ASV
to infer the speaker.

tents of the anonymized audio can be correctly understood by
humans and transcribed by ASRs.

Naturalness & Timbre. An anonymized audio should
sound natural and like the timbre of the original speaker to hu-
mans. Studies show that most people find highly mechanical
audios irritating and discomforting to listen to, thus natural-
sounding anonymized audios are more user-friendly [50]. For
voice messages and video posts on social media, it is ideal to
make the anonymized audios sound authentic as the original
speaker to audiences, especially for communications between
acquaintances and publicity of celebrities.

Voice anonymization can be realized in various ways, as
summarized in Table 1.

Voice signal processing. Signal processing techniques at-
tempt to contort the voiceprint by directly modifying the
voice signals in terms of formant positions, pitch, tempo, or
pause [34,53]. Though simple and fast, signal processing may
degrade the intelligibility and naturalness of audios.

Voice conversion & synthesis. Voice conversion & syn-
thesis techniques aim to replace the voiceprint of the orig-
inal speaker in an audio with the voiceprint of another
speaker [14, 16, 21, 29, 38, 39, 48, 56]. Voice conversion &
synthesis preserve the intelligibility and naturalness, but al-
ter the timbre so that the audio sounds unlike the original
speaker. This may reduce the authenticity of voice messages
to acquaintances and video posts of celebrities.

Voice adversarial examples. Adversarial example attacks
against ASVs add imperceptible noises to audios such that
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the ASV cannot recognize the speaker [7, 11, 26, 27, 55, 58].
Adversarial perturbations can be generated in two ways.

• Iterative optimization. Optimization-based methods for-
mulate the problem of adversarial perturbation gener-
ation as a constrained optimization problem [7, 11, 26,
27, 58]. As the formulated optimization problems are
usually NP-hard, the solutions can only be approximated
through iterative updates, which is quite time-consuming.
Therefore, iterative optimization methods cannot be ap-
plied to real-time services.

• One-shot generative model. Generative models can be
trained to produce adversarial perturbations in one shot.
Commonly used generative models include Generative
Adversarial Networks (GAN) and autoencoders [35, 36,
47]. As far as we know, there is only one study on gen-
erative model-based adversarial examples against ASV,
named FAPG [55]. However, FAPG mainly focuses on
deceiving ASVs but not preserving intelligibility and
naturalness of audios.

2.5 Threat Model
We define the threat model in terms of the adversary’s knowl-
edge and capability, then we elaborate the performance goals
of voice anonymization under the defined threat model. As
shown in Figure 2, we consider three kinds of adversaries, i.e.,
ignorant (A1), semi-informed (A2), and informed (A3), with
different knowledge and capabilities.

Knowledge. The adversary has an anonymized audio
whose speaker is unknown. The adversary has collected a
few clean samples of a pool of potential speakers to help
with identity inference. Adversary A1 does not know that
the audio is anonymized. Adversary A2 knows that the audio
is anonymized but does not know the specific anonymizer.
Adversary A3 has full knowledge of the anonymizer.

Capability. Adversary A1, A2, and A3 can use any ASVs
to infer the speaker of the anonymized audio. As shown in
Figure 2, A1 and A2 enroll potential speakers in the ASV
using clean audios, and A3 enrolls potential speakers in the
ASV using audio samples processed by the anonymizer. In the
inference phase, A1 directly feeds the anonymized audio into
the ASV; A2 applies de-noising methods to the anonymized
audio and feeds the de-noised audio into the ASV; A3 also
directly feeds the anonymized audio into the ASV.

In the face of the knowledge and the capability of adver-
saries, we further elaborate the goal of achieving anonymity
regarding different types of adversaries. More specifically,
in the case of ignorant and semi-informed adversaries, the
speaker of the anonymized audio should be unidentifiable,
and in the case of informed adversaries, the speaker and the
anonymized audio should be unlinkable.

Unidentifiability. For A1 and A2 who enroll clean
voiceprints into the ASV, the speaker of an anonymized audio

should not be identified during the inference phase.
Unlinkability. For adversary A3 who enrolls anonymizer-

processed voiceprints into the ASV, the speaker of an
anonymized audio should be undistinguishable from other
speakers.

3 Problem Formulation

Before delving into the design details of V-CLOAK, in this
section, we formally formulate the voice anonymization as a
constrained optimization problem.

Given an audio sample x = [x1, · · · ,xD] ∈ R1×D, where
R1×D is a D-dimensional real number field, and D is the
length of the audio. Without loss of generality, we assume
xi ∈ [−1,1]. We aim to obtain an anonymized audio x̃ such
that the ASV cannot match the voiceprint of x̃ with that of
x. Let V : R1×· → R1×N , denote the voiceprint extraction
function that outputs a voiceprint of a fixed length N, and
G : R1×D → R1×Do denote the anonymizer function.
Basic Formulation:

min
G

LASV

s.t. ∥x̃− x∥∞ ≤ ε and x, x̃ ∈ [−1,1],
where

LASV =

{
S
(
V (x̃),V (x)

)
, untargeted anonymization,

−S
(
V (x̃),v

)
, targeted anonymization.

x̃ =

{
G(x), untargeted anonymization,
G(x,v), targeted anonymization.

(1)
where ε constrains the l∞ norm difference between x and x̃,
S(·, ·) is the scoring function measuring the similarity be-
tween the voiceprints of x and x̃, and v is the voiceprint of
a speaker other than x. With untargeted anonymization, the
voiceprint of the anonymized audio is diverted from that of the
original audio as much as possible, which guarantees uniden-
tifiability, i.e., the voiceprint of the anonymized audio will
not match the voiceprint of the original audio. With targeted
anonymization, the voiceprints of two anonymized audios
with different original speakers but the same target speaker
v will both be matched with v (thus be matched together),
which guarantees both unidentifiability and unlinkability. We
theoretically analyze the unidentifiability and the unlinkabil-
ity of targeted and untargeted anonymizations in Appendix A
and perform corresponding evaluations in §5.

The anonymized audio obtained by Equation (1) satisfies
the basic goal of anonymity but may suffer from quality degra-
dation in terms of intelligibility, naturalness and timbre. To
tackle this problem, we equip the basic optimization problem
with loss terms that address the performance goals of intelligi-
bility, naturalness and timbre preservation. More specifically,
we introduce an ASR-related loss term, which maintains the
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Figure 3: Architecture of V-CLOAK. The anonymizer G pro-
duces the anonymized audio x̃ given the original audio x and
the threshold ε. G is trained to minimize the loss function
related to the performance goals of anonymity, intelligibility,
naturalness and timbre.

intelligibility of the anonymized audio for ASR. We also add
a psychoacoustic-related loss term and an l2-norm loss term
to improve naturalness of the anonymized audio. Overall, the
refined optimization problem is
V-CLOAK Formulation:

min
G

LASV +α ·LASR(x, x̃)+β ·LPSY(x, x̃)+ γ · ∥x̃− x∥2,

s.t. ∥x̃− x∥∞ ≤ ε and x, x̃ ∈ [−1,1],
(2)

where parameters α, β, γ balance the trade-off among the
performance goals.

4 V-CLOAK: Design Details

The optimization problem in Equation (2) is difficult to
solve directly. Therefore, we propose a framework named
V-CLOAK to derive the solution of Equation (2) based on a
generative model. As shown in Figure 3, the main component
of V-CLOAK is the anonymizer G . G takes the original audio
x and the threshold ε as inputs, and creates the anonymized
audio in one shot. We first introduce the model architecture
of G , and then elaborate the training process of G .

4.1 Anonymizer Design
To realize real-time voice anonymization, we create
anonymized audios through one-shot generation instead of
iterative updates. We develop a generative model-based
anonymizer based on Wave-U-Net [49], as shown in Figure 4.

Wave-U-Net is originally used for audio source separa-
tion [49]. The vanilla Wave-U-Net is U-shaped with the down-
sampling (DS) and the upsampling (US) sub-networks, as
illustrated by the grey blocks in Figure 4. The input audio
passes through a sequence of DS blocks, where a deeper DS
block extracts a longer feature vector at a lower frequency
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Figure 4: The design of the anonymizer G . VP-Modulation
modulates the elements in the feature vector extracted by each
downsampling (DS) block (the same frequency level) based
on the target voiceprint. Throttle adjusts features at different
frequency levels according to the constraint ε.

level. There is a shortcut that transports the output of the first
convolutional layer in each DS block to the final convolutional
layer in each US block to combine the features at different
frequency levels.

The anonymizer of V-CLOAK innovates Wave-U-Net in
two ways with the VP-Modulation and the Throttle modules
as shown in Figure 4.

4.1.1 VP-Modulation

Wave-U-Net in the previous work [55] creates targeted ASV
adversarial examples by converting the audio of the original
speaker towards a target speaker with a feature map of the
target speaker inserted in the bottleneck layer at the bottom of
the Wave-U-Net. Unfortunately, this suffers from two limita-
tions. First, the feature map of every potential target speaker
needs to be trained from scratch with relatively high overhead.
The feature map needs to be replaced if another speaker is
targeted, thus targeting an untrained speaker is not possible.
Second, the feature map resides on the bottom of the Wave-U-
Net, which means that the feature map represents the feature
at the lowest frequency level. This lowest-frequency feature is
too coarse-grained to capture the distinctive traits of different
speakers, limiting the ability of the model to target a larger
pool of speakers.

To address this limitation, we design VP-Modulation to
guide the audio conversion process by the target voiceprint.
As shown in Figure 4, at each frequency level, the target
voiceprint v is transformed by a fully-connected layer (FC)
into a modulation vector with a dimension consistent with the
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output at each shortcut and the output of the last DS block.
The modulation vector rescales the shortcut features extracted
by each DS block at each frequency level. In this way, the
trained bottleneck layer needs no modification for a new target.
In addition, the voiceprint of any target speaker can be fed
into the network to realize a targeted anonymization without
the need for re-training.

4.1.2 Throttle

Wave-U-Net in the previous work [55] imposes a fixed con-
straint on the converted audio during training to ensure that
the difference between the converted audio and the orig-
inal audio is beneath a threshold ε. However, during the
voice anonymization phase, the threshold ε cannot be flexibly
changed according to different requirements.

To cope with this problem, we design Throttle to learn to
adapt anonymization perturbations under different constraints
during training. In particular, Throttle takes constraint ε as in-
put, and computes a K-dimensional adjustment vector, where
K is the number of DS/US blocks. The adjustment vector
controls the magnitude of each shortcut feature during com-
bination. The output perturbation will be clipped to conform
to the l∞-norm constraint of ε, and back-propagate the loss
to the Throttle to alter the adjustment vector. In this way, the
Throttle learns the optimal adjustment vector under different
l∞-norm constraints. Note that the modulation vector pro-
duced by VP-Modulation weights the elements in the feature
vector at a specific frequency level, and the adjustment vector
produced by Throttle weights the feature vectors at different
frequency levels.

4.2 Anonymizer Training
To train the anonymizer G to fulfil the performance goals, we
materialize the loss function in Equation (2) as follows.

4.2.1 Anonymity Loss

In LASV, we utilize cosine similarity to measure the resem-
blance of two voiceprints S(·, ·). In general, the voiceprint ex-
traction function V can follow any ASV. In our experiments,
we utilize the state-of-the-art DNN-based ASV, ECAPA-
TDNN [10], to encode varied-length audios into fixed-length
voiceprints, V : R1×· → R1×192. We demonstrate that the
anonymized audio is transferable to different ASVs in our
experiments.

For untargeted anonymization, minimizing LASV pushes
the voiceprint of x̃ away from that of x, such that the voiceprint
of the anonymized audio cannot be matched with that of the
original audio, i.e., unidentifiability is guaranteed. For tar-
geted anonymization, minimizing LASV drives the voiceprint
of x̃ towards the target voiceprint v, such that the anonymized
audio cannot be matched with that of the original audio
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Figure 5: Intelligibility Loss. Above is the structure of Deep-
Speech2. Graphemic posteriorgram (GPG) output by the FC
layer is used to constrain the linguistic distortion, and GPG
loss is measured with the MSE between the original audio
and the cloaked audio.

when a proper v is selected, i.e., unidentifiability is guaran-
teed. Furthermore, for targeted anonymization, voiceprints of
anonymized audios of two different speakers will be matched
together (both matched with the same voiceprint v), i.e., un-
linkability is guaranteed. A theoretical proof of unidentifiabil-
ity and unlinkability is provided in Appendix A.

4.2.2 Intelligibility Loss

For a similar reason, LASR can be instantiated with any ASR.
In our experiments, we adopt DeepSpeech2 [4] with two 2D
convolutional layers, five bidirectional LSTM layers, a fully-
connected layer and a softmax layer, as shown in Figure 5.
DeepSpeech2 uses graphemes, i.e., the smallest functional
unit in a writing system in linguistics, as tokens. For the
English language, the last softmax layer outputs the posterior
probability of 29 tokens, i.e., a-z, space, apostrophe and the
special φ token. The φ token indicates ’blank’ or no label.

Connectionist temporal classification (CTC) loss is com-
monly used in ASR to train a sequence-to-sequence model
when the alignment between the input spectral-frame se-
quence and the output token sequence is unknown. However,
the CTC loss does not preserve the exact grapheme sequence.
For instance, when the input is a three-frame audio, the fi-
nal fully-connected layer in DeepSpeech2 outputs [a φ b]
and [a b φ], where a,b and φ are the tokens of each frame.
The CTC loss will ignore the blank token and reduce both
sequences to [a b].

To better improve intelligibility, we utilize another loss
term instead, i.e., the graphemic posteriorgram (GPG) loss.
As shown in Figure 5, GPG loss is based on the posterior
probability output by the softmax layer (we use the output of
the preceding fully connected layer in practice). Therefore, we
have LASR(x, x̃) = MSE(GPG(x),GPG(x̃)), where MSE(·, ·)
is the mean squared error. We evaluate the effects of the CTC
loss and the GPG loss in our ablation study in §5.7.
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4.2.3 Naturalness & Timbre Loss

We ensure naturalness and timbre preservation of the
anonymized audio based on the psychoacoustic theory of
masking effect. In particular, we leverage the spectral masking
effect as the original audio and the anonymization perturba-
tions are played at the same time. We treat the original audio
as the masker, which masks the presence of anonymization
perturbations.

To materialize LPSY, we first compute the masking thresh-
old [40] of the original audio, M (x), an F-dimensional vector,
in which each element represents the maximum tolerable per-
turbation at a certain frequency level (a total of F frequency
components). Then LPSY is computed as the sum of excesses
of the perturbations in the anonymized audio.

LPSY(x̃,x) = min{ψ,
1
F

max{0, PSD(x̃− x)−M (x)}},
(3)

where PSD(·) computes the log-magnitude power spectral
density, and max{0, ·} preserves the positive but not negative
parts of a function. We constrain the magnitude of the loss
by ψ, since we find in our experiments that the LPSY term is
unstable and of large variance, especially in the early stage of
training. Note that we further add an l2-norm ∥x̃− x∥2 in the
loss function in order to limit the energy of the anonymization
perturbations.

5 Evaluation

5.1 Experiment Setup
Prototype. We have implemented a prototype of V-CLOAK
on the PyTorch [33] platform and trained the model according
to Equation (2) using two NVIDIA 3090 GPUs. We set the
default configuration as D = 41,641, Do = 32,089, N = 192,
F = 1,025, K = 5, and a batchsize of 64. The l∞-norm con-
straint, ε, is sampled from a normal distribution N (µ,σ) with
the mean µ = 0.05 and the variance σ = 0.05. Note that we
randomize ε, the constraint value of l∞ to train the Throttle
module in V-CLOAK to learn to adjust the magnitude of each
feature under different constraints. In the training phase, we
use an Adam [23] optimizer to update the parameters of the
anonymizer G for 50 epochs, with a learning rate of 4e-4. The
default adversary is A1.
Dataset. We train V-CLOAK on VoxCeleb1 [31], an En-
glish dataset with 352-hour audios from 1,251 speakers. Four
widely-used datasets are adopted to evaluate the effectiveness
of V-CLOAK, i.e., LibriSpeech (English) [32], AISHELL (Chi-
nese) [6], CommonVoice (French) [5], and CommonVoice
(Italian) [5]. We use the test sets of the four datasets for evalu-
ation. Note that CommonVoice datasets are used for ASR with
no credible speaker identity information, so we only use them
to test whether the anonymized audios maintain intelligibility.
More details about the datasets are listed in Table 2.

Table 2: Dataset statistics.

Dataset Subset #Speaker #Utterance Duration (s)

LibriSpeech (English) test-clean 40 2,620 1.3 ∼ 35.0

AISHELL (Chinese) test 20 7,176 1.9 ∼ 14.7

CommonVoice (French) test -∗ 5,000† 1.6 ∼ 11.5

CommonVoice (Italian) test -∗ 5,000† 3.2 ∼ 11.4

(i) ∗: CommonVoice datasets have no credible speaker identity information.
(ii) †: We use the first 5,000 utterances in CommonVoice for evaluation.

Table 3: ASVs used for evaluation.

Model Alias Category Source EER†(%)

ECAPA-TDNN EP DNN-based SpeechBrain 0.70
X-vector XV DNN-based SpeechBrain 6.53
GMM-UBM GMM Statistical Kaldi 11.39
ivector-PLDA IV Statistical Kaldi 6.03
iFlytek IF Commercial iFlytek 9.44
†: We test the EERs of the five ASVs on test-clean of LibriSpeech (B0).

ASV. As shown in Table 3, we use five widely-used ASVs
to test the effectiveness and transferability of V-CLOAK,
i.e., ECAPA-TDNN, X-vector [45], ivector-PLDA [8], GMM-
UBM [42] and iFlytek ASV [2]. ECAPA-TDNN and X-vector
are DNN-based ASVs implemented using SpeechBrain [41]
and trained on VoxCeleb1&2. GMM-UBM and ivector-PLDA
are traditional statistical model-based ASVs implemented us-
ing Kaldi toolkit [37] and trained on VoxCeleb1&2. iFlytek
ASV is a commercial ASV API provided by iFlytek Open
Platform [2], with private training data that is unknown. We
download pretrained models of the five ASVs. The baseline
performance of the five ASVs presented in Table 3 is tested
on the test-clean set of LibriSpeech.
ASR. We evaluate the decoding error of anonymized audios
on eleven ASRs, including five English ones, two Chinese
ones, two French ones and two Italian ones. These ASRs are
trained on different datasets or have different architectures.
More details about the ASRs are listed in Table 6 in the
extended version [9]. The baseline performance of the ASRs
presented in Table 6 is tested on the corresponding datasets
in Table 2.
Evaluation metrics. Six metrics are used to evaluate the
performance of voice anonymization.

• Miss-Match Rate (MMR), the probability that the
voiceprint of the anonymized audio cannot be matched
with that of the original speaker by the ASV, which is
like the False Rejection Rate (FRR) of the ASV.

• Wrong-Match Rate (WMR), the probability that the
voiceprint of the anonymized audio is matched with that
of a wrong speaker, which is like the False Acceptance
Rate (FAR) of the ASV.

• Equal Error Rate (EER), the rate at which MMR equals
WMR (FRR equals FAR), which measures the overall
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Figure 6: Comparison with existing works. (a) MMR. (b) EER. (c) WER. V-CLOAK yields the highest average MMR of 94.02%
and the highest average EER of 46.10%. V-CLOAK obtains a low average WER of 7.65% second only to the NSF (7.19%).

anonymization power.

• Word Error Rate (WER)/Character Error Rate (CER),
metrics that measure the differences between the tran-
scription given by the ASR and the ground-truth. WER
(resp. CER) is calculated as,

WER (resp. CER) =
Nsub +Ndel +Nins

Nre f
,

where Nsub, Ndel and Nins are the numbers of substitution,
deletion, and insertion errors of words (resp. characters),
respectively. Nre f is the ground-truth number of words
(resp. characters).

• Signal-to-noise Ratio (SNR), computed as SNR(dB) =
10log10(Px/Pδ), where δ = x̃−x, Px and Pδ are the aver-
age power of the original audio and the anonymization
perturbation, respectively. SNR is used to evaluate the
objective naturalness of the anonymized audios. We also
evaluate the subjective naturalness and timbre of the
anonymized audios with a user study.

• Real-time coefficient (RTC), computed as RTC =
Tcvt/Taudio, where Taudio is the duration of the original
audio, and Tcvt is the time to anonymize the audio. RTC
is used to evaluate the efficiency of the voice anonymiza-
tion system.

MMR (i.e., false negative/rejection rate) and WMR (i.e.,
false positive/acceptance rate) are commonly-used met-
rics for speaker verification systems. EER and WER
(CER) are widely used by existing works, e.g., NSF, HF-
GAN, and McAdams. SNR is a commonly-used metric
to measure the imperceptibility of adversarial pertur-
bations. RTC is often used to gauge the efficiency of
voice processing methods [38]. To achieve desirable
anonymization performance, MMR, WMR, and EER are
better to be higher. To maintain intelligibility, WER is
better to be lower, and the SNR is better to be higher. To
realize real-time voice anonymization, RTC is better to
be lower.

Baselines. We compare V-CLOAK with the baselines. The
performance of ASVs and ASRs with clean/unprocessed au-
dios is referred to as B0. Moreover, we reproduce four state-
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Figure 7: Unidentifiability under adversary A2. The most
effective de-noising method, MP3 compression, only causes
a decrease in the MMR of 3.27% and the EER of 9.26%.

of-the-art voice anonymization methods, i.e., NSF [14], HF-
GAN [29], McAdams [34], and VoiceMask [38, 39]. Details
of the baselines are in the Appendix B (extended version [9]).
Hyperparameter tuning. Hyperparameters affect the con-
vergence, performance and generalization of the anonymizer.
When balancing different optimization goals of anonymity,
intelligibility and naturalness, we need to tune the hyperpa-
rameters α, β and γ. We adopt a stepwise hyperparameter
tuning, which increases the weights of other loss terms as the
anonymity loss decreases. When LASV ≥ 0.3, α = 0.5,β =1e-
6, γ = 0.1. When 0.15 ≤ LASV < 0.3, α = 0.8,β =2e-6,
γ = 0.1. When LASV < 0.15, α = 1,β =3e-6, γ = 0.1.

5.2 Comparison With Existing Works
As shown in Figure 6 (Table 7 in the extended version [9]), we
compare V-CLOAK with four existing anonymization meth-
ods on the test-clean set of LibriSpeech against adversary A1.
V-CLOAK (ε = 0.1) achieves the highest average MMR of
94.02% and the highest average EER of 46.10%. In the worst
case where the attacker adopts the best ASV, the lowest EER
of V-CLOAK is still 8.23% higher than the lowest EER of
all other baselines. V-CLOAK gives a low average WER of
7.65% second only to NSF (7.19%). Although NSF achieves
the lowest WER, it only gains an MMR of 78.74% and an
EER of 32.27%. Although VoiceMask has high unidentifiable
performance, it causes severe linguistic distortions, with an
average WER of 20.05%. Overall, V-CLOAK provides the
best anonymity while maintaining a low ASR decoding error
(high intelligibility).
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Discussion. As far as we are concerned, existing works on
voice anonymization have not standardized the threshold of
EER for enough anonymization. We expect that in the future,
standards on data anonymization, especially on biometric
data, will be implemented, e.g., by NIST.

5.3 Cross-Language Performance
Apart from English, we also test V-CLOAK on Chinese,
French and Italian datasets. Note that V-CLOAK is trained
only on the English ASV and ASR.

As shown in Figure 10 and Table 8 in the extended ver-
sion [9], V-CLOAK can effectively anonymize Chinese audios,
with an average MMR of 98.19% and an EER of 51.44%. The
cross-language transferability of V-CLOAK may be attributed
to the language-agnostic ECAPA-TDNN used in the training
process. Moreover, we test V-CLOAK with two Chinese ASRs,
and the CER results are presented in Figure 10. V-CLOAK
induces a CER increase of only 2.68% with ε = 0.1. Due
to a lack of identity information provided by CommonVoice
datasets, we only use the French and the Italian datasets for
ASR intelligibility test. As shown in Figure 12, Table 9 & 10
in the extended version [9], V-CLOAK leads to a WER in-
crease of 6.59% with French audios (from 16.33% to 22.91%)
and 6.55% with Italian audios (from 15.11% to 21.66%).

It demonstrates that even if only an English dataset is
used for training, the intelligibility-preserving property of
V-CLOAK can generalize to significantly different languages,
i.e., Chinese, French, and Italian in our case.

5.4 Unidentifiability Under Adaptive Attacker
A2

We compare the unidentifiability of V-CLOAK and baselines
against adversary A2, who applies de-noising techniques to
try to remove the anonymization perturbation. We consider six
methods that are commonly used to remove adversarial pertur-
bations, i.e., smoothing (mean filter and median filter with a
kernel of 3, band-pass filter with a passband of 50∼7,500Hz),
quantization (from 32-bits to 8-bits), audio squeezing (0.8×
the sampling rate), and MP3 compression. The results are
shown in Figure 7 (Table 11-16 in the extended version [9]).
Most of the de-noising techniques have little influence on the
effectiveness of V-CLOAK. Among them, MP3 compression
has the most obvious influence, i.e., an average MMR de-
crease of 3.27% (to 90.75%) and an EER decrease of 9.26%
(to 36.84%). Compared with the four baselines, V-CLOAK
achieves the highest EERs in the worst-case scenario against
all six de-noising methods. It indicates that the anonymized
audios of V-CLOAK are robust in terms of unidentifiability
under de-noising techniques.
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Figure 8: The SNRs at different anonymization levels.

5.5 Unlinkability Under Adaptive Attacker A3
We compare the performance of V-CLOAK and baselines
against adaptive attacker A3, who has the anonymizer G and
attempts to link the voiceprint of an anonymized audio to that
of an anonymizer-processed audio. As shown in Table 4, with
the untargeted anonymization, V-CLOAK achieves the sec-
ond highest anonymization performance (only slighly worse
than HFGAN). With the targeted anonymization, V-CLOAK
achieves the highest EER among all methods. For adversary
A3, without the voiceprint key, the anonymizer-processed
audio (enrollment audio) still cannot be matched with the
anonymized audio (test trial), achieving a highest EER of
42.57% in the average case and 37.56% in the worst case. In
the most challenging scenario where the adversary has access
to the anonymizer and the voiceprint key v, audio samples
anonymized with v from any speakers (not only the original
speaker of the anonymized audio, but also other speakers) will
be matched to the same speaker v, thus producing a highest
EER of 36.47%. Overall, our experiment results show that
unlinkability is achieved in the face of adversary A3. To verify
the targeted anonymization effectiveness of V-CLOAK, we
convert audios of test-clean to 10 speakers in dev-clean, and
test the success rate. As shown in Table 17 in the extended
version [9], 99.99% of the converted audios are successfully
matched with the target speakers.

5.6 Anonymization Levels
As shown in Figure 11 and Table 19 in the extended ver-
sion [9], we test the performance of V-CLOAK at different
anonymization levels, i.e., vary the ε from 0.02 ∼ 0.10, on the
test-clean set of LibriSpeech. We can observe that the MMRs
and EERs of V-CLOAK are much higher than those of clean
audios (B0). As ε increases, i.e., larger anonymization pertur-
bations, both MMRs and EERs increase. Note that although
the anonymizer of V-CLOAK is trained using the ECAPA-
TDNN ASV, the anonymization is also effective for the other
four ASVs including a commercial ASV, iFlytek, whose ar-
chitecture and training set are unknown. The transferability
is gained probably because we optimize at the intermediate
voiceprint layer rather than the last classification layer.

As for intelligibility, we can see that only a slight increase
of WER is induced by the anonymization perturbation, i.e.,
increased by 1.46% from 6.19% to 7.65% (ε= 0.1). Although
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Table 4: The performance under adaptive attacker A3.

Model B0 (%) NSF (%) HFGAN (%) McAdams (%) VoiceMask (%) V-CLOAK (%)
Untargeted Targeted w/o key† Targeted w key†

ASV

EP 0.70 24.50 24.79 9.01 8.80 22.03 46.93 32.98
XV 6.53 27.56 27.11 9.13 14.75 18.20 44.50 29.67
GMM 11.39 30.36 31.40 23.33 32.58 39.50 43.44 51.15
IV 6.03 11.17 26.51 8.76 18.25 32.90 40.42 37.22
IF 9.44 28.24 27.85 13.31 18.95 19.93 37.56 31.34
AVG 6.82 24.37 27.53 12.71 18.67 26.51 42.57 36.47
WCS - 11.17 24.79 8.76 8.80 18.20 37.56 29.67

(i) †: w/ or w/o key means that the voiceprint of the target speaker is known or unknown to the adversary. (ii) AVG: the average-case scenario,
WCS: the worst-case scenario. EP: ECAPA-TDNN, XV: X-vector, GMM: GMM-UBM, IV: ivector-PLDA, IF: iFlytek.

only the DeepSpeech2 ASR is used in the training process,
the intelligibility of V-CLOAK generalizes to other ASRs of
different architectures and training sets.

As shown in Figure 8, the average SNRs of anonymized
audios range from 8.4dB (ε = 0.1) to 15.5dB (ε = 0.02).
The lower the ε, the larger the average SNR and the vari-
ance, which means that for those hard-to-anonymize audios,
V-CLOAK adaptively generates larger anonymization pertur-
bations, thus V-CLOAK can maintain high MMR (87.86%)
even when ε = 0.02.

5.7 Ablation Study
Intelligibility loss. As shown in Table 20 in the extended
version [9], without the intelligibility loss, the anonymizer
can achieve a higher MMR of 97.16% and a higher EER of
53.53%, since the constraint on the anonymization process
is looser. However, the intelligibility is greatly reduced (an
average WER of 107.66%) without the intelligibility loss
term. In addition, we evaluate the effectiveness of the CTC
loss and the GPG loss. We find that GPG is more effective
in decreasing the ASR decoding error and stabilizing the
convergence of ASV loss.

Throttle. We remove Throttle from the anonymizer and
present the results in Figure 13 and Table 18 in the extended
version [9]. We can see that removing Throttle induces an
obvious performance degradation on GMM-UBM, ivector-
PLDA, and iFlytek, which demonstrates the necessity and
effectiveness of Throttle.

5.8 Data Separation
In the default experiment setup, the training datasets of V-
CLOAK and baselines are partially overlapped with the train-
ing datasets of ASVs (note that the test datasets are not over-
lapped with any training datasets). In this section, we examine
the performance of V-CLOAK and baselines when their train-
ing datasets do not overlap with those of the ASVs. More
specifically, we train V-CLOAK on VoxCeleb1&2 and Lib-
riSpeech (train-clean-100, train-other-500). NSF and HFGAN
are trained on VoxCeleb1&2, LibriSpeech (train-clean-100,
train-other-500), and LibriTTS (train-clean-100). McAdams
and VoiceMask are model-free methods and do not need to

be trained. For ASVs, we train ECAPA-TDNN, X-vector, and
DeepSpeaker [24] all on LibriSpeech (train-clean-360). The
test set is LibriSpeech (test-clean). As shown in Table 5, V-
CLOAK achieves the highest average and worst-case MMR
and EER compared with four baselines. This verifies the trans-
ferability of V-CLOAK, i.e., V-CLOAK is effective in fooling
ASVs trained on totally different datasets.

5.9 User Study
To demonstrate the intelligibility-, naturalness-, and timbre-
preserving properties of V-CLOAK, we conduct a user study,
which is approved by the Institutional Review Board (IRB)
of our institutes.

Setup. We have recruited 102 participants to answer two
sets of questions. The participants are aged 18∼28 with 72
males and 30 females. Before answering each question, users
are asked to listen to one or two audios and give a score ac-
cording to the quality of the audio(s). Users can listen to the
audios for multiple times if they are unsure of the answer. The
audios are played via a JBL GO2 loudspeaker in a quiet envi-
ronment. Each audio sample is clipped to 10s. Note that we
anonymize an audio piece by piece so that the anonymization
will not degrade over long pieces of audio. The user study
is carried out in a controlled laboratory environment, where
we guarantee that no bots, scripts or automated answering
tools are used in the process. In addition, we randomly insert
attention-check questions to ensure that the participants pay
attention to the questions.

Timbre. The first set of questions evaluates the timbre of
the anonymized audios. We select 5 audios and anonymize
each audio with V-CLOAK and four baselines, resulting in a
total of 25 pairs of audios. Each participant is asked to listen
to the original audio and the anonymized audio from the same
speaker and to rate the similarity between the two with a score
from 1∼10 points (1 for completely different and 10 for com-
pletely the same). The user is also asked to assume that the
speaker of the original audio is a celebrity or their acquain-
tances and rate whether they accept the anonymized audio as
from the same speaker. There is a total of 25 similarity ratings
and 25 acceptability ratings given by each participant.

Intelligibility & Naturalness. The second set of ques-
tions evaluates the intelligibility and the naturalness of the
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Figure 9: The results of user study.

Table 5: Comparison with existing works under data separation.

Model B0 (%) NSF (%) HFGAN (%) McAdams (%) VoiceMask (%) V-CLOAK (%)
EER MMR WMR EER MMR WMR EER MMR WMR EER MMR WMR EER MMR WMR EER

ASV
EP 3.72 88.89 3.89 38.09 87.33 3.89 42.21 46.53 3.89 20.69 70.15 3.89 23.40 97.90 3.89 42.21
XV 5.74 87.33 4.73 34.47 88.89 4.73 39.05 84.28 4.73 40.19 95.73 4.73 37.79 100.0 4.73 44.73
DP 3.72 93.97 4.05 39.70 89.39 4.05 33.13 80.15 4.05 35.00 99.24 4.05 41.37 99.77 4.05 49.47
AVG 4.39 90.06 4.22 37.42 88.54 4.22 38.13 70.32 4.22 31.96 88.37 4.22 34.19 99.22 4.22 45.47
WCS - 87.33 3.89 34.47 87.33 3.89 33.13 46.53 3.89 20.69 70.15 3.89 23.40 97.90 3.89 42.21

AVG: average, WCS: worst-case scenario. EP: ECAPA-TDNN, XV: X-vector, DP: DeepSpeaker.

anonymized audios. We select 5 audios and anonymize each
audio with V-CLOAK and the four baselines, resulting in a
total of 25 audios. Each participant is asked to listen to one
audio sample and to rate the intelligibility of the audio with a
score from 1∼10 points (1 for completely unintelligible and
10 for completely intelligible). The user is also asked to rate
the naturalness of the audio with a score from 1∼10 points
(1 for completely unnatural and 10 for completely natural).
There is a total of 25 naturalness ratings and 25 intelligibility
ratings given by each participant.

Results. As shown in Figure 9, V-CLOAK gains the high-
est scores in similarity and acceptability, with most scores
distributed between 7∼10, which means that V-CLOAK pre-
serves the timbre of audios for users to trust that the audio is
from the genuine speaker. For naturalness and intelligibility,
V-CLOAK obtains scores as high as HFGAN. User studies
verify that V-CLOAK preserves intelligibility, naturalness and
timbre of the audios.

5.10 Efficiency
We test V-CLOAK and the baselines [14, 29, 34, 38, 39] under
the same computing resources on the test-clean set of Lib-
riSpeech. The results are shown in Table 1, which indicates
that V-CLOAK has the highest efficiency.

6 Related Work

6.1 Voice Signal Processing
Conventional signal processing techniques are used to alter
the voice signals. Patino et al. [34] proposed to utilize the
McAdams coefficient to shift the formant positions in an utter-
ance for speaker anonymization. Vaidya et al. [53] modified
the pitch, tempo, pause, and MFCCs of an audio to alter the
voice characteristics. Voice signal processing methods do not
consider preserving naturalness of audios, thus they induce

large distortions. In comparison, V-CLOAK limits the distor-
tion with a psychoacoustics-based loss in the training phase
to mask the introduced anonymization perturbations.

6.2 Voice Conversion & Synthesis
Voice Conversion (VC)/ Synthesis (VS) methods aim to con-
vert the speaker features of an original audio into those of the
target speaker while preserving naturalness.

VTLN-based VC. VTLN is a traditional voice conversion
method that utilizes a frequency warping function to rescale
the frequency axis of the voice spectrogram [13]. Qian et
al. [38,39] utilized a bilinear warping function with randomly-
chosen parameters to conceal the original voiceprint. How-
ever, they do not consider intelligibility and naturalness of
the sanitized audios. According to our user study, the method
has low scores of intelligibility and naturalness. Srivastava
et al. [48] investigated the performance of different target
speaker selection strategies in two VTLN-based VC and one
DNN-based VC. Their results show that VTLN-based VC
methods suffer from a 6.5%∼10.4% WER increase on ASR.
In contrast, we consider intelligibility and naturalness in train-
ing the anonymizer to achieve lower WER/CER and high
subjective scores in user studies.

DNN-based VC/VS. Yoo et al. [56] proposed to anonymize
audios by VC technique based on CycleVAE-GAN, which
modifies the speaker identity vectors of the VAE input. Fang
et al. [14] proposed to disentangle linguistic and speaker
identity features from an utterance, replace the latter with
a pseudo identity, and re-synthesize an anonymized audio.
Han et al. [16] designed a voiceprint privacy metric according
to differential privacy [12] and adapted Fang [14] to a voice
data release mechanism that satisfies the privacy metric. Miao
et al. [29] followed the basic framework of Fang [14] but pro-
posed to use a HuBERT-based content encoder, an ECAPA-
TDNN speaker encoder, and a HiFi GAN to re-synthesize
the speech. Justin et al. [21] proposed to transform only the
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linguistic content of an audio into an audio of another speaker
with a speech synthesis system. However, the features of pitch,
rhythm, tempo, and pause in the audio are all lost. DNN-based
VC/VS methods convert the original speaker features into
those of another speaker, which may not be suitable for in-
stant messaging and social media applications. In comparison,
we preserve the timbre of the original speaker while hiding
the voiceprint of the speaker from the ASV.

6.3 Voice Adversarial Examples
As far as we know, there is only one work on generative model-
based audio adversarial attacks, called FAPG. FAPG [55]
trains an audio adversarial example generator and a series
of feature maps. Each feature map is trained for each tar-
get speaker. A feature map can be concatenated with the
anonymizer to produce adversarial examples of a specific tar-
get speaker. V-CLOAK differs from FAPG in four aspects.
Firstly, FAPG attacks a speaker classification model with
fixed and known classes and requires a re-training of feature
maps for unseen classes/speakers. Secondly, FAPG utilizes
the last softmax layer of the classification model, which is
training-set-specific, resulting in low transferability [18]. In
comparison, V-CLOAK can realize targeted anonymization
with the input of any target speaker without the need to retrain
the anonymizer. Thirdly, the size of the FAPG model increases
with the number of feature maps, while the V-CLOAK model
has a constant size. Finally, the design of FAPG only con-
siders one fixed constraint on the added noise. In contrast,
V-CLOAK introduces a learnable structure to allow diversified
constraints on the anonymization perturbation.

7 Ethics Discussion

V-CLOAK is designed to protect voiceprint, a sensitive bio-
metric, as the General Data Protection Regulation (GDPR) [1]
enacted by the European Union grants natural persons “the
right to the personal data protection". The processing of bio-
metric data for the purpose of uniquely identifying a natural
person is prohibited except for certain cases [1], the prominent
ones of which include

• Criminal convictions and offences.
• Social security.
• Scientific or historical research.
• Public health.
• Consent by the data owner.

We shall take proper measures to prevent the abuse of V-
CLOAK in these legitimate cases, including but not limited to
1) providing necessary details of V-CLOAK to bodies that can
legally conduct voice analysis, 2) withholding the release of
the code of V-CLOAK for 90 days after notification.

8 Conclusion & Future Work

In this work, we present the design, implementation and eval-
uation of V-CLOAK, a real-time voice anonymization system,
which preserves intelligibility, naturalness and timbre of the
audios. Extensive experiments on four language datasets with
various ASVs and ASRs confirm the effectiveness and trans-
ferability of V-CLOAK. The user study demonstrates the high
perceptual quality of the anonymized audios generated by
V-CLOAK. In the future, V-CLOAK can be further improved
in several aspects.

Psychoacoustics. Apart from spectral masking, there are
other psychoacoustic effects that may be leveraged to further
improve the performance of V-CLOAK. For instance, we may
find out the non-silent segments of audios utilizing Voice
Activity Detection (VAD) [46], and only anonymize the non-
silent parts, which may further improve naturalness.

Analog voice data. We mainly consider anonymization for
digital voice data in applications such as voice messaging
and social media. Anonymization for analog voice data or
over-the-air digital voice data may be necessary in the case
where the adversary physically records public speeches or
private conversations. To realize over-the-air or analog voice
data anonymization, a possible way is to incorporate room
impulse responses (RIRs) [20] in the optimization problem
of voice anonymization. This is our future direction.

Other attacks. We assume that the adversary knows that
voice anonymization is performed and only focuses on de-
anonymization. However, it is possible that the adversary does
not know whether voice anonymization is conducted and tries
to detect its presence. Anonymization detection can be per-
formed by A1 ∼A3 before de-anonymization. The attacker
may also train the ASV with (denoised) anonymized samples
and feed denoised samples into ASV during inference. How-
ever, a possible loophole is that the performance of ASV on
clean samples may degrade. We consider these attacks as our
future direction.

Extension to other applications. The approach we design
for V-CLOAK may be extended to other tasks. For example,
we may train an adversarial model with a similar architecture
against an audio Deepfake model, preventing the generation
of Deepfake audio, similar to Fawkes for facial images [44].
We consider the extensions of V-CLOAK as our future work.
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A Theoretical Analysis

In this part, we prove the unidentifiability achieved by the
untargeted and targeted anonymization, and prove the unlink-
ability achieved by the targeted anonymization.

We first define two probabilities pA and pR related to the
distinguishability of ASV,

∀X ,∃tA, P
(
∀x1,x2 ∈ X , S(V (x1),V (x2))≥ tA

)
= pA,

(4a)

∀X ,Y,∃tR, P
(
∀x ∈ X ,y ∈ Y, S(V (x),V (y))< tR

)
= pR,

(4b)

where X ,Y are the data distributions of two different speakers.
tA, tR ∈ (−1,1) are two thresholds, and we have tA ≥ tR. S(·, ·)
is the cosine similarity function. Without loss of generality,
we further assume that ∀x,∥V (x)∥= 1. (4a) states that if two
utterances are from the same speaker, the ASV outputs the
score no less than tA with a probability of pA. (4b) states that
if two utterances are from two different speakers, the ASV
outputs the score less than tR with a probability of pR. The
ASV guarantees that both pA and pR are close to 1.

A.1 Untargeted Anonymization
According to the basic formulation (1), we train an untargeted
anonymizer G that satisfies

P
(
∀x, S(V (x̃),V (x))< ku

)
= pG, (5)

where x̃ = G(x),ku ∈ (−1,1). (5) states that for any audio x,
G outputs x̃ such that the score between x and x̃ is less than
ku with a probability of pG close to 1.

Theorem 1 ∀x0,x1 ∈ X, ∀tR ∈ (
√

5 − 2,1), ∃ku ∈ (−1,1),
such that S(V (x̃0),V (x1)) < tR with a probability higher
than pA · pG.

Proof A.1

S(V (x̃0),V (x1)) = V (x̃0) ·V (x1)

= V (x̃0) ·
[
V (x1)−V (x0)

]
+V (x̃0) ·V (x0)

≤ ∥V (x̃0)∥ · ∥V (x1)−V (x0)∥+V (x̃0) ·V (x0)

= ∥V (x̃0)∥ ·
√

∥V (x1)∥2 +∥V (x0)∥2 −2V (x1) ·V (x0)

+V (x̃0) ·V (x0)

=
√

2−2V (x1) ·V (x0)+V (x̃0) ·V (x0)

From (4a),

P
(√

2−2V (x1) ·V (x0)≤
√

2−2tA
)
= pA. (6)

From (5),
P
(

V (x̃0) ·V (x0)< ku

)
= pG. (7)

Thus,

P
(

S(V (x̃0),V (x1))≤
√

2−2V (x1) ·V (x0)

+V (x̃0) ·V (x0)<
√

2−2tA + ku

)
≥ pA · pG.

∀tR ∈ (
√

5−2,1), tA ≥ tR,

S(V (x̃0),V (x1))<
√

2−2tA + ku ≤
√

2−2tR + ku,√
2−2tR + ku < tR ⇔ ku <

(
tR −

√
2−2tR

)
∈ (−1,1).

Therefore, ∃ku ∈ (−1,1), such that the probability of
S(V (x̃0),V (x1))< tR is higher than pA · pG, which is close
to 1.

A.2 Targeted Anonymization
A.2.1 Unidentifiability

According to the basic formulation (1), we train a targeted
anonymizer G that satisfies

P
(
∀x, S(V (x̃),v)> kt

)
= pG, (8)

where x̃ = G(x,v),kt ∈ (−1,1). (8) states that for any audio x,
the G outputs x̃ such that the similarity score between v and x̃
is larger than kt with a probability of pG. We assume that the
target speaker has a voiceprint v that is far away from that of
the original speaker, i.e.,

P
(
∀x ∈ X , S(V (x),v)< tR −η

)
= pR,0 ≤ η < tR +1, (9)

where (t−η) stands for how far the target voiceprint v is from
the user’s, V (x), and η is a margin.

Theorem 2 ∀x0,x1 ∈ X, ∀tR ∈ (− 1
2 ,1), ∃kt ∈ (−1,1),η ∈

(0, tR+1), such that S(V (x̃0),V (x1))< tR with a probability
higher than pR · pG.

Proof A.2

S(V (x̃0),V (x1)) = V (x̃0) ·V (x1)

= V (x̃0) ·
[
V (x1)+ v

]
−V (x̃0) · v

≤ ∥V (x̃0)∥ · ∥V (x1)+ v∥−V (x̃0) · v

= ∥V (x̃0)∥ ·
√

∥V (x1)∥2 +∥v∥2 +2V (x1) · v

−V (x̃0) · v

=
√

2+2V (x1) · v−V (x̃0) · v

(10)

From (4b),

P
(√

2+2V (x1) · v <
√

2+2(tR −η)
)
= pR.
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From (8),
P
(

V (x̃0) · v > kt

)
= pG.

Thus,

P
(

S(V (x̃0),V (x1))≤
√

2+2V (x1) · v

−V (x̃0) · v <
√

2+2(tR −η)− kt

)
≥ pR · pG.

Let η = 1
2 , ∀tR ∈ (− 1

2 ,1),√
2+2(tR −1/2)− kt < tR

⇔ kt >
(√

1+2tR − tR) ∈ (
1
2
,1).

Therefore, ∃kt ∈ (−1,1), such that the probability of
S(V (x̃0),V (x1))< tR is higher than pR · pG, which is close
to 1.

A.2.2 Unlinkability

A3 does not have the key. We first prove that if A3 does not
have the voiceprint key v and converts the clean samples of
potential speakers with a random key u, then the anonymized
audio x̃0 will not be matched with any enrollment samples
with high probability.

Theorem 3 ∀x0 ∈ X, ∀y, ∃kt ∈ (−1,1), such that
S(V (x̃0),V (ỹ)) < tR with a high probability, where
x̃0 = G(x0,v), ỹ = G(y,u) and u ∼U({u ∈R1×N : ∥u∥= 1}).

Proof A.3

S(V (x̃0),V (y))

=
[
V (x̃0)− v

]
·
[
V (y)−u

]
+u ·V (x̃0)+ v ·V (y)−u · v

=
[
V (x̃0)− v

]
·
[
V (y)−u

]
+u ·

[
V (x̃0)− v

]
+ v ·

[
V (y)−u

]
+u · v

≤ ∥V (x̃0)− v∥ · ∥V (y)−u∥+∥u∥ · ∥V (x̃0)− v∥
+∥v∥ · ∥V (y)−u∥+u · v,

(11)
of which,

P
(
∥V (x̃0)− v∥=

√
∥V (x̃0)∥2 +∥v∥2 −2V (x̃0) · v

≤
√

2−2V (x̃0) · v <
√

2−2kt

)
= pG.

Similarly,

P
(
∥V (y)−u∥<

√
2−2kt

)
= pG.

Lemma 1 [25] The surface area of an N-sphere in N-
dimensional Euclidean space, of radius R, can be given in the
closed form:

AN(R) =
2π

N
2

Γ(N
2 )

RN−1, (12)

where Γ is the gamma function. An N-sphere can be cut into
two caps, by a hyperplane. We denote the colatitude angle, i.e.,
the angle between a vector of the sphere and its positive Nth-
axis, as ϕ. We only consider the smaller cap in the following,
i.e., 0 ≤ ϕ ≤ π

2 .

Lemma 2 [25] The surface area of a hyperspherical cap
described above can be given in the closed form:

Acap
N (R,ϕ) =

1
2

AN(R)Isin2
ϕ

(N −1
2

,
1
2

)
, (13)

where Isin2
ϕ
(·, ·) is the regularized incomplete beta function.

Thus,

P(u · v ≥ cosϕ) =
Acap

N (R,ϕ)
AN(R)

=
1
2

Isin2
ϕ

(N −1
2

,
1
2

)
(14)

Let ϕ = arccos(α · tR),0 < α < 1,

P(u · v < αtR) = 1− 1
2

Isin2
ϕ

(N −1
2

,
1
2

)
=

1
2
+

1
2

I1−sin2
ϕ

(1
2
,

N −1
2

)
=

1
2
+

1
2

Icos2
ϕ

(1
2
,

N −1
2

)
=

1
2
+

1
2

I
α2t2

R

(1
2
,

N −1
2

) (15)

Thus,

P
(

S(V (x̃0),V (y))< 2−2kt +2
√

2−2kt +α · tR
)

≥ p2
G ·

(
1
2
+

1
2

I
α2t2

R

(1
2
,

N −1
2

))
→ 1(pG → 1,N → ∞)

lim
kt→1

(
2−2kt +2

√
2−2kt +α · tR

)
= α · tR < tR

(16)

Therefore, ∀tR ∈ (−1,1), ∃kt ∈ (−1,1) such that
S(V (x̃0),V (y))< tR with a probability close to 1.

A3 has the key. Next, we prove that if A3 has the voiceprint
key v, and converts the clean samples of potential speak-
ers with the exact v, then the anonymized audio x̃0 will be
matched with any enrollment samples with high probability.

Theorem 4 ∀x0 ∈ X, tA ∈ (−1,1), ∃kt ∈ (−1,1), ∀y,
S(V (x̃0),V (ỹ))> tA with a high probability.

Proof A.4 From (8),

P
(

V (x̃0) · v > kt

)
= pG,

P
(

V (ỹ) · v > kt

)
= pG.

Thus, ∀y,

P
(

S(V (x̃0),V (ỹ)) =
[
V (x̃0) · v

][
V (x̃1) · v

]
> k2

t

)
≥ p2

G.

Therefore, ∀tA ∈ [−1,1], let kt =
√

tA +α(1− tA),0 < α < 1,
such that,

S(V (x̃0),V (ỹ))> k2
t = tA +α(1− tA)> tA.

5198    32nd USENIX Security Symposium USENIX Association


	Introduction
	Background
	Voice Data
	Psychoacoustics
	Automatic Speaker Verification & Automatic Speech Recognition
	Voice Anonymization
	Threat Model

	Problem Formulation
	V-Cloak: Design Details
	Anonymizer Design
	VP-Modulation
	Throttle

	Anonymizer Training
	Anonymity Loss
	Intelligibility Loss
	Naturalness & Timbre Loss


	Evaluation
	Experiment Setup
	Comparison With Existing Works
	Cross-Language Performance
	Unidentifiability Under Adaptive Attacker A2
	Unlinkability Under Adaptive Attacker A3
	Anonymization Levels
	Ablation Study
	Data Separation
	User Study
	Efficiency

	Related Work
	Voice Signal Processing
	Voice Conversion & Synthesis
	Voice Adversarial Examples

	Ethics Discussion
	Conclusion & Future Work
	Theoretical Analysis
	Untargeted Anonymization
	Targeted Anonymization
	Unidentifiability
	Unlinkability


	Baseline



