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Abstract
Vertical split learning is a new paradigm of federated learn-
ing for participants with vertically partitioned data. In this
paper, we make the first attempt to explore the possibility of
backdoor attacks by a malicious participant in vertical split
learning. Different from conventional federated learning, ver-
tical split learning poses new challenges for backdoor attacks,
the most looming ones being a lack of access to the training
data labels and the server model. To tackle these challenges,
we propose VILLAIN, a backdoor attack framework that fea-
tures effective label inference and data poisoning strategies.
VILLAIN realizes high inference accuracy of the target label
samples for the attacker. Furthermore, VILLAIN intensifies
the backdoor attack power by designing a stealthy additive
trigger and introducing backdoor augmentation strategies to
impose a larger influence on the server model. Our extensive
evaluations on 6 datasets with comprehensive vertical split
learning models and aggregation methods confirm the effec-
tiveness of VILLAIN. It is also demonstrated that VILLAIN
can resist the popular privacy inference defenses, backdoor
detection or removal defenses, and adaptive defenses.

1 Introduction

The ever-increasing interests in data privacy have boosted the
demand for federated learning, where multiple data owners
collaboratively train a model without disclosing their private
data. According to how data is distributed among various par-
ticipants, federated learning can be classified into two main
categories, i.e., horizontal and vertical federated learning [67].
A complete training data sample consists of the sample in-
dex, the feature vector, and the label. In horizontal federated
learning, datasets of participants share the same feature space
but different sample spaces, i.e., every participant owns full
feature vectors, but the sample indexes of different partici-
pants do not overlap. For instance, two hospitals have similar
healthcare services, so their feature spaces are the same, but
their patient groups are different. In contrast, in vertical feder-
ated learning, datasets of participants share the same sample

Trigger

 
 

Dog

Airplane

Malicious Participant

Benign Participant

Clean Server Model

Backdoored Server Model

 
 

 
 

 
 

Figure 1: Scenario of VILLAIN. A malicious participant aims
to inject a backdoor into the server model by uploading poi-
soned embedding vectors to the server.

space but differ in feature spaces, i.e., every participant owns
a non-overlapping partial feature vector, and their sample
indexes are the same. For example, a national bank and an
insurance company have the same large customer base while
they record different transaction features of these customers.
Google Gboard [3] is a successful application of horizon-
tal federated learning. WeBank (China) drives FedAI [1], an
open-source federated AI ecosystem that implements both
horizontal and vertical federated learning.

Apart from privacy issues, security threats also concern
federated learning, among which backdoor attacks have been
made against horizontal federated learning. A malicious par-
ticipant can construct poisoned weights based on poisoned
local data and upload the poisoned weight to insert the back-
door in the global model maintained by the server. The par-
ticipant can further control the backdoored model to behave
normally on clean samples but yield misclassification results
to a target label on samples with a specially-designed trigger.
While extensive research has been conducted on backdoor
attacks in horizontal federated learning [5] [62], there is a lack
of works on backdoor attacks in vertical federated learning.

In this paper, we make the first attempt to explore the possi-
bility of backdoor attacks in vertical federated learning. More
specifically, we concentrate on vertical split learning [54] [59],
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a state-of-the-art vertical federated learning framework, as
shown in Figure 1. Similar to existing works, our goal is to
enable a malicious participant to insert a backdoor in the
server model via poisoned uploads, in order to control the
server model with the trigger. Unfortunately, the workflow of
vertical split learning poses significant challenges to backdoor
attacks.

(1) No access to label. Different from the participant in hori-
zontal federated learning with full control over the labels
of the local dataset, the participant in vertical federated
learning only has partial features but no label information
of the data samples, which is indispensable for targeted
backdoor attacks. Only the server possesses the ground-
truth labels and the attacker has no access to labels. This
also entails clean-label backdoor attacks in vertical split
learning, which are much more difficult than dirty-label
attacks in horizontal federated learning.

(2) No access to server model. A selected participant in a cer-
tain training epoch receives the entire global model from
the server in horizontal federated learning. In contrast,
the participant in vertical split learning only gets gradient
information from the server. This makes it difficult to
optimize a trigger that imposes a great influence on the
server model.

To address these challenges, we propose the design, im-
plementation and evaluation of VILLAIN, a backdoor attack
framework against vertical split learning. VILLAIN consists of
two modules, i.e., label inference and data poisoning, which
allow a malicious participant to launch backdoor attacks even
though the data label and the server model are unknown. The
label inference module aims to deduce whether a sample be-
longs to the target misclassification label or not, which is es-
sential for creating poisoned updates in clean-label attacks. A
novel embedding swapping algorithm is designed for efficient
and accurate label inference with one known sample of the
target label. The data poisoning module fabricates poisoned
updates based on the label inference results. To intensify the
impact of poisoned updates on the server model, we choose
the most important elements in the update vector as the trigger
mask and introduce randomness into the trigger to improve
its robustness.

We conduct comprehensive experiments to evaluate the
performance of VILLAIN on four image datasets (MNIST
[32], CIFAR-10 [31], CINIC-10 [12], ImageNette [23]) and
two financial datasets (Bank Marketing [41], and Give-Me-
Some-Credit [2]), with five vertical split learning models. It
is demonstrated that VILLAIN achieves an average attack
success rate of more than 90% with a poison rate of only 1%.
We further evaluate the resistance of VILLAIN to backdoor
defenses and show that VILLAIN maintains a high attack
success rate under five state-of-the-art defense methods.

The main contributions are summarized as follows:

• We propose a backdoor attack framework, named VIL-
LAIN, for vertical split learning, which realizes effective
attacks in spite of a lack of access to both the label and
the server model in vertical split learning.

• We develop an efficient label inference algorithm that
can work with a labeled sample. We design a data poi-
soning strategy with additive triggers to reinforce the
backdoor and with trigger randomization strategies to
mitigate backdoor overfitting in the server model.

• We conduct extensive experiments to validate the effec-
tiveness, robustness, and efficiency of our attack. It is
also shown that VILLAIN survives existing and adaptive
backdoor defenses.

2 Preliminaries

2.1 Vertical Split Learning
Collaborative machine learning or distributed learning is an
appealing way to build large-scale high-quality machine learn-
ing models by cooperative participants [57]. Federated learn-
ing is an important protocol to realize collaborative machine
learning. According to the data sharing pattern among clients,
federated learning can be categorized into horizontal learning
and vertical learning. In horizontal learning, the participants
have labeled datasets with the same feature space but differ-
ent sample spaces. In vertical learning, the participants have
datasets with different feature spaces but the same sample
space. In this paper, we focus on vertical federated learn-
ing. Vertical federated learning has been used in real-world
applications such as credit evaluation and online advertis-
ing [33] [70]. For credit evaluation, a bank often uses external
non-credit data to better evaluate the credit of an individ-
ual, e.g., transaction data from online shopping platforms or
billing data from a telecommunication company. For online
advertising, an ad company can cooperate with social media
platforms to better recommend ads to individuals based on
their browsing history and their social interactions.

Vertical split learning is a state-of-the-art vertical federated
learning method that splits the global model into different
parts and assigns each part to a participant to train. More
specifically, each participant trains a local embedding model
with the gradient from the server and sends the embedding
vectors to the server for aggregation. The server has the label
to train a final classifier based on the aggregated embedding
vectors via supervised learning. Since backdoor attacks have
been extensively studied in horizontal learning, we focus on
vertical learning in this paper. As shown in Figure 2, we
consider a vertical split learning scenario with a group of
participants {C k}K

k=1. Let X = {xi}N
i=1 denote the complete

dataset, in which each data sample has an M-dimensional
feature vector xi = [xi,1,xi,2, · · · ,xi,M]. Participant C k owns a
partial feature vector of each data sample, i.e., Xk = {x̃k

i }N
i=1,
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Figure 2: An illustration of vertical split learning. Each par-
ticipant trains a local embedding model and sends the embed-
ding vector to the server. The server leverages the aggregated
embedding vectors and the label to train a classifier, and back-
propagates the corresponding gradient information to each
participant to update their embedding models.

and we have
⋃K

k=1 x̃k
i = xi. The ground-truth label of xi is

denoted as yi, owned only by the server.
Vertical split learning is carried out iteratively in the fol-

lowing three steps.

• Step I Participant C k produces an Mk-dimensional em-
bedding vector by the embedding model f k as

ek
i = f k(x̃k

i ), (1)

where ek
i is the k-th embedding of data xi from the k-th

participant. All participants send their embedding vec-
tors to the server.

• Step II The server combines the embedding vectors of
all participants with a certain aggregation function as
the whole embedding ei = A(e1

i ,e2
i , · · · ,eK

i ). The server
leverages ei and the label yi to train the classifier f (ei) =
yi with supervised learning. After training, the server
back-propagates the corresponding gradient information
gk =▽ek

i
L to each client, where L is the loss function

of f .

• Step III C k uses gk to update its embedding model f k

with a learning rate of αk. After updating, all participants
send the new embedding vectors of the next data batch
to the server until convergence.

In the inference phase, the input x is also held separately
by the participants. Each participant sends the embedding ek

to the server, and the server derives the prediction result. The
prediction result may not be returned to the participants.

Vertical split learning was first proposed to enable dif-
ferent hospitals and tele-health screening centers to jointly
train a disease prediction model with complementary medical
records [61] [26]. Note that vertical split learning may be
materialized with different model structures, such as Graph
Neural Network (GNN) [55] and Recurrent Neural Network

(RNN) [71]. Split learning can also be implemented based on
self-supervised learning tasks without labels [68].

2.2 Backdoor Attacks

Backdoor attacks aim to train a backdoored model that be-
haves normally on clean inputs but misclassifies special inputs
(inputs with a trigger) into a target label (targeted attacks) or
any wrong label (untargeted attacks). In this paper, we focus
on targeted attacks. The linchpins of backdoor attacks are the
trigger and the backdoor. The trigger is optimized with de-
sirable properties, in particular, imperceptibility achieved by
limiting the size or the transparency of the trigger. The trigger
will be integrated with clean training samples of to create
poisoned training samples. The backdoor establishes the asso-
ciation between the trigger and the target (misclassification)
label with the help of poisoned training samples.

According to the label of poisoned samples, backdoor at-
tacks can be categorized into dirty-label attacks and clean-
label attacks. In dirty-label attacks, the attacker adds the trig-
ger to the clean data of the other labels and then changes their
labels to the target label [9] [20]. But in clean-label attacks,
the attackers cannot change the true label of poisoned train-
ing samples so they only add triggers to the training data of
the target label [25] [69]. With greater freedom, dirty-label
attacks can better impose the influence of the trigger on the
target misclassification label than clean-label attacks. The
label information is indispensable to both the attacks.

Federated learning is ideal for an attacker to carry out back-
door attacks as a participant since the server is not allowed
to inspect local data and local models of participants. Back-
door attacks have been widely studied in horizontal learning
scenarios, where the attacker uploads poisoned weights to the
server to insert the backdoor in the global model. The attacker
may augment the poisoned updates to enhance the backdoor
injection effect.

Unfortunately, backdoor attacks in horizontal learning are
not feasible for vertical learning due to two main reasons.

No label information. In horizontal learning, all partici-
pants know the true labels of their local dataset. To conduct
the targeted backdoor attack, the attacker chooses a specific
part of the training data to poison according to the label in-
formation and can also manipulate the label of the data to
conduct dirty-label attacks. Nevertheless, in vertical learning,
no participant but the server knows the true labels of each
training sample, so the targeted backdoor attack gets much
more difficult. The attacker is also compelled to launch clean-
label attacks, much more difficult than dirty-label attacks.

No server model information. In horizontal learning, all
participants and the server work on the same global model
with the same input feature space. The global model will
be distributed to selected participants in each training epoch,
which makes it easier for the attacker to compute an opti-
mal poisoned weight. Nonetheless, in vertical learning, the
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participants and the server work on different models due to
different feature spaces. The server only sends the gradient
update information to the participant such that it is difficult
for the attacker to poison the uploaded embedding vector to
inject the backdoor into the unknown server model.

Our proposed backdoor attack framework, VILLAIN, ad-
dresses the above challenges and realizes successful backdoor
attacks in vertical split learning.

2.3 Threat Model

We define the threat model of backdoor attacks in vertical split
learning in terms of the goals, knowledge and capability of
the attacker. Without loss of generality, we assume that there
is one participant in vertical split learning who is the attacker,
denoted as C a. Note that VILLAIN can be easily extended to
the multi-attacker case.

Attacker’s goal. The attacker aims to inject a backdoor
into the model of the server during training. In the inference
phase, if the attacker uploads a benign embedding vector to
the server, the backdoored model of the server will output the
correct label. If the attacker uploads a triggered embedding
vector to the server, the backdoored model of the server will
output the target label. Note that our targeted backdoor attack
is a special case of untargeted backdoor attacks, where the
triggered inputs can induce the server to output any wrong
label. Compared with untargeted backdoor attacks, targeted
backdoor attacks are more challenging.

Attacker’s knowledge. The attacker has a local dataset
Xa = {x̃a

i }N
i=1 with correct sample indexes. The attacker

knows but cannot alter the indexes of samples used in each
epoch (i.e., the training batch). The attacker has no knowledge
of the labels of its dataset. Note that the server does not reveal
the labels of training samples during the training phase but
may return the predicted labels to users during the inference
phase. Therefore, the attacker can check the attacker’s per-
formance during the inference phase. The attacker originally
has access to one target label sample. The attacker acquires
corresponding gradient information ga back-propagated from
the server. Note that the server will coordinate all participants
to send the embedding vectors of the same data batch in each
epoch [10] [67].

Attacker’s capability. The attacker can train a local embed-
ding model f a based on Xa. The output of f a has a dimension
of Ma, which is designated by the server. The attacker can
upload the embedding vectors to the server. The attacker can
execute the attack through multiple epochs. The attacker can
select which epochs to poison and which samples to utilize
for poisoning. The attacker does not have access to the server
model or the local models held by other participants.

3 VILLAIN: Detailed Construction

The ultimate goal of VILLAIN is to insert a backdoor in the
server model in vertical split learning. To fulfil this goal, as
shown in Figure 3, our proposed attack framework consists
of two modules, i.e., label inference and data poisoning. The
label inference module aims to address the challenge of no
label information for the attacker. By pinpointing the data
samples that belong to the target label, the attacker is able to
carry out clean-label backdoor attacks. The data poisoning
module aims to tackle the difficulty of no global model infor-
mation for the attacker. We carefully design the poisoned data
to introduce the backdoor into the global model.

Label inference. For a participant to launch a backdoor at-
tack in vertical split learning, the lack of label information and
the inability to control the labeling process create a dilemma.
On one hand, since the attacker cannot falsify the label of
training samples, the backdoor attack has to be conducted
in a clean-label manner. On the other hand, in clean-label
attacks, the only way to establish the link between the trigger
and the target label is by poisoning the samples of the target
label, which, however, requires the attacker to know the label
of data samples. To resolve this dilemma, we carefully design
a novel label inference approach, which is able to pinpoint
data samples of the target label.

Data poisoning. The lack of server model information, in-
cluding input dimensions and parameters, prevents the at-
tacker from constructing poisoned training samples that im-
pose the most significant influence on the victim model (i.e.,
the server model). Furthermore, the server may employ de-
fense strategies, including backdoor detection and backdoor
removal, to try to thwart backdoor attacks. To tackle these
difficulties, we propose a data poisoning algorithm that is
able to perform backdoor injection in an effective and stealthy
way.

3.1 Label Inference

As we have explained, backdoor attacks in vertical split learn-
ing can only be conducted in a clean-label manner, which
is much less effective than the dirty-label method adopted
in most existing backdoor attacks. In dirty-label attacks, the
adversary can willfully assign the wrong label to a training
sample and can utilize any sample for poisoning. More specif-
ically, the adversary can add the trigger to any benign sample
(of any label) and change its label to the target label such that
the backdoor between the trigger and the target label can be
learned during training. Nonetheless, in clean-label attacks, a
trigger added to a non-target-label sample is nugatory, which
means that the adversary can only establish the link between
the trigger and the target label by poisoning the samples of
the target label. Therefore, it is necessary for the adversary to
know if a sample belongs to the target label or not.

Our label inference algorithm consists of three modules,
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Figure 3: Overview of VILLAIN. VILLAIN consists of the label inference module and the data poisoning module. The label
inference module leverages embedding swapping, candidate selection and inference adjustment to pinpoint samples of the target
label. The data poisoning module leverages trigger fabrication, backdoor augmentation and learning rate adjustment to hijack the
server model.

i.e., embedding swapping, candidate selection, and inference
adjustment. In the embedding swapping module, we propose
a novel algorithm that leverages the relationship between
the uploaded embedding and the back-propagated gradient
to infer whether a sample belongs to the target label or not.
In the candidate selection module, we design a selection
rule to narrow down the samples that are most likely to be
from the target label. In the inference adjustment module,
we dynamically adjust the embedding vector used for label
inference to achieve stealthiness.

3.1.1 Embedding Swapping

To make full use of the knowledge available to the attacker,
we design a new label inference algorithm that explores the
relationship between the forwarded embedding vector (by the
attacker) and the back-propagated gradient (from the server).
Our intuition is that a forwarded unaltered embedding vector
from the (well-trained) embedding model of the attacker will
induce a small loss; thus, the back-propagated gradient will
be small. However, if the attacker intentionally alters the for-
warded embedding of a sample to the embedding of another
class, the back-propagated gradient will be relatively large.

Let ea
t = f a(x̃a

t ) denote the embedding vector of a known
(partial) sample x̃a

t of the target label yt , and ea
i = f a(x̃a

i )
denote the embedding vector of a sample x̃a

i whose label is
unknown. During training, if index i is in the current training
batch, the attacker uploads the original embedding vector ea

i
to the server and obtains a back-propagated gradient ga

i . The
next time that index i is in the training batch again, the attacker
instead uploads ea

t to the server and obtains a back-propagated
gradient ĝa

i . The label of x̃a
i is likely to be the target label if

||ĝa
i ||2

||ga
i ||2

≤ θ, (2)

and
||ga

i ||2 ≤ µ, (3)

where || · ||2 represents the L2 norm, θ and µ are two threshold
parameters. The changing ratio and the gradient norm values
can be combined to form the accurate inference label infer-
ence judgment conditions. Condition (2) means that replacing
the embedding vector of x̃a

i with the embedding vector of x̃a
t

will not induce high training loss, which indicates that the
label of x̃a

i is very likely to be yt . Note that we do not consider
the direction of gradients in condition (2) since the direction
of gradients indicates to which direction the model parameters
need to be updated to reduce the training loss. No matter to
which direction the model parameters need to be updated, a
large update indicates a high training loss and a small update
indicates a small training loss. Therefore, it is the magnitude
but not the direction of gradients that yields the label informa-
tion. In addition, we withhold embedding swapping during
the first several epochs of model training to avoid instability.
Condition (3) means the norm of the gradient is small in the
previous training, so the norm training loss of x̃a

i is relatively
small, which indicates the server model is more confident in
predicting x̃a

i as the target label.

3.1.2 Candidate Selection

The prior works [16] conduct privacy inference in vertical split
learning by training an inference model that predicts the label
of a sample based on the output of the attacker’s embedding
model. The inference model is trained in a supervised or semi-
supervised manner with a set of labeled samples. Instead of
performing embedding swapping for all training samples (of
which many do not belong to the target label), it is wiser for
the attacker to select candidate samples that are most likely
to belong to the target label for embedding swapping. This
will improve the algorithm accuracy and avoid as much as
possible to influence the server model continuing learning.

To realize this objective, we build a binary classifier H
adapted from the previous method to predict whether the
label of a certain sample x̃a

i is the target label yt or not. The
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input of H is the embedding vector ea
i rather than the raw

data sample x̃a
i since the embedding model f a extracts more

label-differentiative representations of raw data samples. H
is trained in a semi-supervised manner based on the results of
embedding swapping [46]. In each training batch, the attacker
selects the top-n samples with the highest prediction results
given by H for embedding swapping, and the results of their
embedding swapping can be used to fine-tune H . We leverage
the embedding swapping and the H output for label inference
and candidate selection. Our evaluations will demonstrate that
VILLAIN achieves a more accurate label inference.

3.1.3 Inference Adjustment

If the attacker keeps using the static ea
t for embedding swap-

ping for all candidate samples, the server may notice the un-
changing embedding for different samples and be alarmed.
Also the server model will be influenced. Therefore, we pro-
pose to dynamically adjust the embedding for swapping. In
a certain batch, given a set of samples T previously inferred
to belong to the target class yt , we choose a subset of sam-
ples with confidence to form an inference embedding group.
The embedding to swap for a candidate sample is randomly
selected from the group.

3.2 Data Poisoning
After inferring the samples that belong to the target class,
the attacker needs to poison these samples to inject the back-
door into the server model. To realize effective and stealthy
backdoor injection, we develop three strategies, i.e., trigger
fabrication, backdoor augmentation, and learning rate adjust-
ment.

3.2.1 Trigger Fabrication

Conventional backdoor attacks usually adopt a replacement
trigger, i.e., within the trigger mask area, a fixed trigger pat-
tern replaces the original sample. Nonetheless, a replacement
trigger with a fixed pattern is easy to be detected by the server.
Therefore, we propose to use an additive trigger E to poison
the embedding vector a sample as

êa = f a(x̃a)⊕E , (4)

where ⊕ denotes element-wise addition. Note that we directly
add the trigger to the embedding vector instead of the raw data
sample since the attacker only has to upload the embedding
vector to the server.

The trigger E is formed as

E = M ⊗ (β ·∆), (5)

where M is the trigger mask that has value 1 at the trigger
area and value 0 at other areas, ⊗ is the element-wise multi-
plication, β is a parameter that controls the trigger magnitude,

and ∆ = [+δ,+δ,−δ,−δ, · · · ,+δ,+δ,−δ,−δ] (a pattern of
two positive values followed by two negative values). We de-
sign the trigger based on the strips based backdoor (SIG) [6]
to improve the backdoor effectiveness. δ is the average stan-
dard deviation of elements in the backdoor dimension of all
samples. Let m denote the number of 1s in the trigger mask
M . We choose the m elements in the embedding vector with
the highest standard deviation as the trigger area mainly due
to two reasons. It is harder for the server to detect the added
trigger on elements with a larger standard deviation.

3.2.2 Backdoor Augmentation

The backdoor injection in vertical split learning is more dif-
ficult than the normal backdoor because the attacker can not
control the embedding updates from other benign participants.
To augment the backdoor injection, we introduce randomness
to poisoned data during training. Therefore, we develop two
randomization strategies for backdoor augmentation.

Dropout. Backdoor attacks, as a special kind of feature
learning, are also possible to suffer from overfitting [19] [53].
Inspired by the dropout method commonly used to mitigate
the overfitting problem [58], we randomly set a small number
of 1s to 0s in the trigger mask for data poisoning.

Shifting. We randomly multiply the trigger mask by γ that
is uniformly distributed in the range [γ,γ] to slightly shift the
trigger magnitude. Shifting introduces randomness into the
trigger, improving the trigger robustness and generalizability
[30] [50]. The trigger shifting may also help evade trigger
detection in backdoor defenses [14] [37].

Note that we do not apply the randomization strategies to
the trigger during the inference phase.

3.2.3 Learning Rate Adjustment

In vertical split learning, the attack power of the malicious
participant is likely to be diluted by other benign participants.
To cope with this problem, we propose to increase the learn-
ing rate of the embedding model owned by the attacker to
enhance the influence of the attack model to the final classifi-
cation result during the normal training phase before inference
and backdoor attack. Note that the malicious participant only
adjusts its own learning rate but not the learning rate of the
server model. Learning rate adjustment is valid in our attack
since the participant has full control over the local training
process. Although the server may assign learning rates to par-
ticipants in vertical split learning, it is difficult for the server
to check whether a participant follows the designated learning
rate during the local training or not. The learning rate is ad-
justed to the smaller value in the attack phase. Learning rate
adjustment has been adopted by existing works for poisoning
attacks in federated learning [5] [16]. If there are more than
one attackers, they may collude to improve the overall attack
performance. For example, the attackers can cooperatively
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Table 1: Attack performance of VILLAIN compared with baselines.

DS† Metric
ExPLoit
repl. tgr.

ExPLoit
add. tgr.

pasv. Fu
repl. tgr.

pasv. Fu
add. tgr.

act. Fu
repl. tgr.

act. Fu
add. tgr.

ES
repl. tgr. VILLAIN ‡

MN
ASR 16.51 ± 5.14% 18.43 ± 4.50% 98.02 ± 2.21% 100.00 ± 0.00% 97.66 ± 3.57% 99.94 ± 0.13% 96.53 ± 5.11% 100.00 ± 0.00%
CDA 96.10 ± 0.22% 95.73 ± 0.16% 95.99 ± 0.19% 96.14 ± 0.08% 96.01 ± 0.12% 96.18 ± 0.07% 95.47 ± 0.33% 96.11 ± 0.22%
LIA 12.48 ± 0.73% 12.48 ± 0.73% 89.39 ± 6.99% 89.39 ± 6.99% 93.70 ± 4.48% 93.70 ± 4.48% 94.03 ± 2.56% 94.03 ± 2.56%

CF
ASR 8.26 ± 2.02% 16.93 ± 3.76% 13.61 ± 0.86% 78.99 ± 6.23% 14.45 ± 1.44% 84.96 ± 8.28% 23.66 ± 6.48% 98.68 ± 0.59%
CDA 76.66 ± 0.38% 75.94 ± 0.36% 76.75 ± 0.27% 76.96 ± 0.35% 76.90 ± 0.14% 77.09 ± 0.38% 76.49 ± 0.40% 76.87 ± 0.25%
LIA 18.96 ± 2.19% 18.96 ± 2.19% 68.12 ± 6.09% 68.12 ± 6.09% 76.35 ± 5.26% 76.35 ± 5.26% 96.08 ± 4.28% 96.08 ± 4.28%

IN
ASR 13.94 ± 4.8% 12.55 ± 1.79% 26.73 ± 2.73% 76.03 ± 9.59% 27.71 ± 2.44% 79.48 ± 6.09% 32.39 ± 12.26% 92.79 ± 1.58%
CDA 71.21 ± 0.39% 70.82 ± 0.93% 70.55 ± 0.18% 70.08 ± 0.22% 70.91 ± 0.50% 70.19 ± 0.74% 71.64 ± 0.89% 71.54 ± 0.98%
LIA 14.53 ± 1.70% 14.53 ± 1.70% 80.28 ± 8.94% 80.28 ± 8.94% 86.54 ± 6.68% 86.54 ± 6.68% 90.41 ± 2.18% 90.41 ± 2.18%

CN
ASR 5.13 ± 3.95% 8.98 ± 4.39% 26.63 ± 5.30% 86.56 ± 6.45% 33.95 ± 10.22% 85.01 ± 15.82% 64.56 ± 6.36% 99.55 ± 0.62%
CDA 61.90 ± 0.28% 61.64 ± 0.48% 62.65 ± 0.17% 62.86 ± 0.08% 62.68 ± 0.31% 62.72 ± 0.47% 62.67 ± 0.08% 62.78 ± 0.11%
LIA 12.55 ± 1.91% 12.55 ± 1.91% 66.83 ± 8.01% 66.83 ± 8.01 % 72.09 ± 7.26% 72.09 ± 7.26% 93.19 ± 3.95% 93.19 ± 3.95%

BM
ASR 9.15 ± 3.90% 14.38 ± 1.93% 40.19 ± 4.31% 90.28 ± 10.19% 39.46 ± 2.53% 86.79 ± 10.56% 59.43 ± 12.10% 97.84 ± 2.57%
CDA 91.36 ± 0.77% 90.37 ± 0.51% 92.11 ± 0.94% 91.22 ± 2.71% 92.79 ± 0.25% 88.83 ± 2.55% 91.80 ± 1.46% 90.00 ± 2.34%
LIA 46.18 ± 2.39% 46.18 ± 2.39% 92.11 ± 4.49% 92.11 ± 4.49% 88.78 ± 4.64% 88.78 ± 4.64% 94.05 ± 4.82% 94.05 ± 4.82%

GM
ASR 12.01 ± 3.54% 17.87 ± 5.83% 67.69 ± 1.04% 100.00 ± 0.00% 67.43 ± 1.22% 100.00 ± 0.00% 92.27 ± 15.41% 100.00 ± 0.00%
CDA 78.02 ± 0.77% 77.81 ± 0.42% 78.55 ± 0.24% 78.41 ± 0.06% 78.53 ± 0.20% 78.32 ± 0.24% 78.68 ± 0.09% 78.37 ± 0.14%
LIA 55.78 ± 2.33% 55.78 ± 2.33% 77.66 ± 0.72% 77.66 ± 0.72% 77.52 ± 0.60% 77.52 ± 0.60% 95.18 ± 5.69% 95.18 ± 5.69%

† MN: MNIST, CF: CIFAR-10, IN: ImageNette, CN: CINIC-10.
‡ ASR: attack success rate. CDA: clean data accuracy. LIA: label inference accuracy. ExPLoit: label inference adapted from [28]. pasv. Fu: the passive label inference method

in Fu [16]. act. Fu: the active label inference method in Fu [16]. repl. tgr.: replacement trigger without backdoor augmentation. add. tgr.: additive trigger with backdoor
augmentation. ES: embedding swapping.

conduct label inference based on the joint gradient informa-
tion. More advanced collusion strategies for backdoor attacks
in vertical split learning will be our future directions.

4 Evaluations

4.1 Experiment Setup
Dataset. We evaluate VILLAIN on six datasets with different
neural network architectures. Specifically, we choose four im-
age datasets (unstructured datasets), i.e., MNIST [32], CIFAR-
10 [31], CINIC-10 [12], ImageNette [23], and two tabular
datasets (structured datasets), i.e., Bank Marketing (BM) [41],
Give-Me-Some-Credit (GM) [2].

Vertical split learning settings. Our default experiment
setting consists of two participants, each owning half of the
feature vector. For MNIST, the embedding model of each
participant is a 4-layer fully-connected neural network, and
the server model is a 3-layer fully-connected neural network.
The accuracy on the test data is 96.11%. For CIFAR-10, the
embedding model of each participant is a VGG16 network,
and the server model is a 3-layer fully-connected neural net-
work. The accuracy on the test data is 76.87%. For CINIC-10,
the embedding model of each participant is a VGG16 net-
work, and the server model is a 3-layer fully-connected neural
network. The accuracy on the test data is 62.78%. For Ima-
geNette, the embedding model of each participant is a VGG16
network, and the server model is a 3-layer fully-connected
neural network. The accuracy on the test data is 71.54%. For
BM and GM, the embedding model of each participant is a
4-layer fully-connected neural network, and the server model
is a 3-layer fully-connected neural network. The accuracy on

Table 2: Potential side-effects. ori. acc.: the clean data ac-
curacy without the attack. CDA.L: clean data accuracy with
only the label inference module. CDA.B: clean data accuracy
with the entire attack.

Dataset ori. acc. CDA.L CDA.B

MNIST 94.82 ± 0.19% 94.74 ± 0.28% 95.08 ± 0.24%

CIFAR-10 79.26 ± 0.17% 78.10 ± 0.15% 77.74 ± 0.57%

ImageNette 66.92 ± 4.35% 69.46 ± 2.60% 70.54 ± 2.93%

CINIC-10 63.07 ± 0.25% 59.35 ± 2.92% 62.78 ± 1.74%

BM 89.78 ± 0.28% 90.98 ± 1.04% 91.80 ± 1.36%

GM 77.22 ± 0.04% 77.69 ± 0.03% 78.36 ± 0.18%

the test data is 90.00% on BM and 78.37% on GM.
Attack settings. We validate our attack in the two-

participant scenario as default. Different from horizontal fed-
erated learning that is usually used in the crowdsourcing sce-
nario with thousands of participants [3] [67], vertical split
learning is usually used by a few big companies with com-
plementary features of large datasets with the same sample
IDs [8]. We follow the experiment settings in existing works
on vertical federated learning with two participants as de-
fault [16] [54]. The default embedding aggregation method
in the server model is embedding concatenation. We also test
different embedding aggregation methods in Section 4.2. The
default poisoning rate is 1% on each dataset. For MNIST,
CIFAR-10, ImageNette, CINIC-10, BM and GM, the number
of each training batch is 128, 128, 50, 64, 100, 1,000, respec-
tively, and the number selected for embedding swapping is
n = 14,14,10,8,6,40, respectively. The threshold µ in label
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Table 3: Attack on different aggregation methods.
DS M† ori. acc. LIA ASR CDA

MN

C 95.82 ± 0.29% 94.03 ± 2.56% 100.00 ± 0.00% 96.11 ± 0.22%
A 96.69 ± 0.35% 99.00 ± 0.19% 100.00 ± 0.00% 95.97 ± 0.27%

M1 95.97 ± 0.38% 89.48 ± 2.99% 100.00 ± 0.00% 95.13 ± 0.30%
M2 95.61 ± 0.69% 94.05 ± 3.65% 100.00 ± 0.00% 94.56 ± 0.48%
M3 96.11 ± 0.16% 99.51 ± 0.17% 95.22 ± 1.13% 95.59 ± 0.37%

CF-10

C 78.29 ± 0.42% 96.08 ± 4.28% 98.68 ± 0.59% 76.87 ± 0.25%
A 78.79 ± 0.22% 99.85 ± 0.22% 94.55 ± 0.28% 79.90 ± 0.58%

M1 77.83 ± 0.27% 99.86 ± 0.32% 94.85 ± 0.51% 79.17 ± 0.18%
M2 76.44 ± 0.37% 99.98 ± 0.02% 91.33 ± 0.48% 78.09 ± 0.70%
M3 76.94 ± 0.05% 99.29 ± 0.44% 82.98 ± 3.81% 78.54 ± 0.10%

IN

C 71.59 ± 0.84% 90.41 ± 2.18% 92.79 ± 1.58% 71.54 ± 0.98%
A 71.93 ± 1.06% 88.56 ± 2.63% 100.00 ± 0.00% 68.84 ± 0.74%

M1 59.99 ± 1.94% 82.30 ± 4.48% 99.29 ± 0.12% 56.64 ± 3.57%
M2 66.95 ± 1.44% 84.30 ± 2.31% 100.00 ± 0.00% 64.56 ± 0.79%
M3 65.59 ± 1.57% 86.69 ± 3.74% 100.00 ± 0.00% 63.49 ± 1.30%

CN

C 62.10 ± 0.08% 93.19 ± 3.95% 99.55 ± 0.62% 62.78 ± 0.11%
A 63.36 ± 1.37% 94.97 ± 4.22% 95.84 ± 3.82% 62.81 ± 1.59%

M1 63.19 ± 0.27% 88.61 ± 2.90% 96.81 ± 2.27% 61.76 ± 0.23%
M2 60.16 ± 1.51% 85.18 ± 3.07% 94.43 ± 6.10% 62.83 ± 0.59%
M3 63.29 ± 0.37% 88.47 ± 3.58% 96.81 ± 2.53% 64.11 ± 0.20%

BM

C 90.98 ± 0.52 % 94.05 ± 4.82% 97.84 ± 2.57% 90.57 ± 2.14%
A 90.35 ± 0.36% 99.58 ± 0.37% 92.50 ± 5.83% 90.83 ± 0.28%

M1 92.68 ± 0.78% 99.89 ± 0.10% 70.68 ± 8.54% 92.70 ± 0.81%
M2 92.31 ± 0.35% 99.80 ± 0.12% 92.45 ± 3.61% 90.15 ± 0.96%
M3 91.94 ± 0.56% 99.90 ± 0.11% 84.32 ± 5.31% 90.31 ± 0.53%

GM

C 78.91 ± 0.28% 95.18 ± 5.69% 100.00 ± 0.00% 78.37 ± 0.14%
A 75.04 ± 0.30% 84.64 ± 6.17% 96.10 ± 1.70% 77.96 ± 0.25%

M1 76.80 ± 0.36% 93.13 ± 4.51% 98.37 ± 0.52% 77.04 ± 0.58%
M2 77.39 ± 0.28% 95.70 ± 6.98% 96.17 ± 1.24% 77.20 ± 0.32%
M3 77.54 ± 0.55% 95.27 ± 6.13% 97.99 ± 1.49% 76.69 ± 0.45%

† We evaluate five different vertical split learning aggregation methods. C: CON, embedding
concatenation. A: ADD, element-wise addition. M1: MEAN, element-wise average. M2:
MAX, element-wise maximum. M3: MIN, element-wise minimum.

inference model is set based on the average value of the gradi-
ent L2 norm value. The default value of β is 0.4. We set γ to
0.6 and γ to 1.2. We perform attack on all the labels to test the
overall effectiveness. The dropout ratio we use in the exper-
iment is 0.75. We use Attack success rate (ASR) and Clean
data rate (CDA) to evaluate the performance of backdoor
attacks [17]. We also use Label inference accuracy (LIA) to
evaluate the performance of the label inference module. LIA
measures the percentage of correctly-inferred samples in all
the samples we classified as the target label, since we only
use the target label data for the backdoor attack.

Baselines. As far as we know, there are no backdoor attacks
against vertical split learning. Therefore, we compare the at-
tack performance of VILLAIN with a baseline that adopts
a traditional replacement trigger [1, -1, 1, -1, 1]. We com-
pare the label inference module of VILLAIN with the passive
and the active label inference methods in Fu [16]. We also
compare our work with ExPLoit [28]. ExPLoit considers a
two-party split learning scenario where the participant owns
all features and the server owns all labels. The participant
learns an embedding model based on all features, while the
server learns a classification model based on embeddings. To
conduct a label inference attack, ExPLoit enables the mali-
cious participant to optimize a surrogate model with similar
functionalities of the server’s classification model. We adapt
ExPLoit to our threat model where the malicious participant

Table 4: Data-domain triggers. TS: Trigger Size.
DS TS ASR CDA ori. acc. DS TS ASR CDA ori. acc.

MN

2 92.04% 96.72% 94.66%

CF

2 95.36% 78.82% 76.78%
3 99.92% 96.65% 94.71% 3 99.70% 78.95% 76.58%
4 99.97% 96.79% 94.40% 4 98.53% 79.31% 75.65%
5 99.94% 96.80% 94.57% 5 99.27% 79.43% 76.75%
6 99.99% 96.63% 94.99% 6 99.55% 79.27% 77.76%

IM

14 41.69% 74.19% 73.06%

CN

2 46.60% 63.43% 61.00%
21 51.11% 74.51% 70.45% 3 98.59% 63.84% 62.26%
28 77.58% 74.87% 70.05% 4 96.85% 64.12% 62.74%
35 90.11% 75.25% 72.53% 5 99.17% 64.01% 62.11%
42 98.66% 74.37% 71.47% 6 96.92% 63.87% 62.16%

BM

1 98.69% 92.40% 90.18%

GM

1 100.00% 78.52% 77.82%
2 97.79% 92.76% 88.25% 2 100.00% 78.76% 77.82%
3 99.74% 93.28% 90.33% 3 100.00% 78.76% 77.73%
4 99.35% 92.89% 86.23% 4 100.00% 78.54% 77.65%
5 99.80% 93.12% 90.72% 5 100.00% 78.73% 77.80%

only owns partial features.
The experiments are carried out on our workstations

equipped with Intel(R) Xeon(R) Gold 6226R CPU @
2.90GHz, and NVIDIA GTX 3090 GPU cards running
Ubuntu 18.04 system.

4.2 Overall Performance

We run each experiment five times for the overall performance
and record the mean and standard deviation. As shown in Ta-
ble 1, VILLAIN outperforms the baseline backdoor attack with
significant improvement. The clean data accuracy of VILLAIN
is less than 1% lower than the benign model. As shown in
Table 1, our label inference algorithm achieves the highest
precision on each dataset. Our proposed label inference strat-
egy outperforms baselines [16] by as high as 20%. The attack
performance of ExPLoit [28] is not ideal under our threat
model. The possible reason is that ExPLoit requires all fea-
tures to reconstruct a substitute server model. Under our threat
model with only partial features, the server model cannot be
restored with high reliability, thus the label inference attack
of ExPLoit is less effective. The main task accuracy of the
vertical split learning is lower than that of centralized models
since model split negatively affects the overall learning abil-
ity. We evaluate the runtime efficiency of the label inference.
The ExPLoit takes much more time since the optimization is
time-consuming. VILLAIN without candidate selection has
a much lower time efficiency and takes the shortest time for
label inference than baselines. For backdoor attack, it takes 4,
5, 4, 2, 6, 9 epochs to establish the stable backdoor into the
server model for MNIST, CIFAR-10, ImageNette, CINIC-10,
BM, and GM respectively. Our label inference results are im-
pressive mainly because we have made use of the gradient
information, which has been ignored in existing papers. The
gradients indicate the training loss on the training sample,
which enables us to design embedding swapping for label
inference. Moreover, our proposed candidate selection further
improves inference efficiency by sifting the most promising
candidate for label inference.
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Table 5: Multi-participant scenario. # pa.: number of partici-
pants. ori. acc.: original model accuracy.

DS # pa. ori. acc. LIA ASR CDA

MN

2 95.82 ± 0.29% 94.03 ± 2.56% 100.00 ± 0.00% 96.11 ± 0.22%
4 92.87 ± 0.24% 94.71 ± 4.71% 100.00 ± 0.00% 93.72 ± 0.49%
8 93.18 ± 0.17% 90.07 ± 3.15% 94.86 ± 1.04% 92.87 ± 0.36%

16 90.49 ± 0.29% 81.59 ± 5.82% 87.16 ± 7.76% 89.65 ± 0.15%

CF

2 78.29 ± 0.42% 96.08 ± 4.28% 98.68 ± 0.59% 76.87 ± 0.25%
4 70.61 ± 0.33% 91.17 ± 4.90% 98.57 ± 0.69% 69.39 ± 0.89%
8 67.38 ± 0.48% 72.31 ± 6.75% 65.59 ± 4.68% 68.76 ± 0.15%

16 65.56 ± 0.45% 65.39 ± 9.45% 23.57 ± 6.03% 66.69 ± 0.25%

IN

2 71.59 ± 0.84% 90.41 ± 2.18% 92.79 ± 1.58% 71.54 ± 0.98%
4 67.58 ± 0.29% 84.20 ± 3.85% 80.64 ± 2.76% 68.68 ± 0.70%
8 66.73 ± 0.31% 82.28 ± 6.08% 62.19 ± 6.01% 64.17 ± 0.96%

16 58.15 ± 0.57% 73.68 ± 5.15% 36.89 ± 10.81% 60.82 ± 0.44%

CN

2 62.10 ± 0.08% 93.19 ± 3.95% 99.55 ± 0.62% 62.78 ± 0.11%
4 59.19 ± 0.28% 90.62 ± 3.89% 84.98 ± 3.17% 61.87 ± 1.33%
8 58.44 ± 0.26% 70.69 ± 2.09% 59.12 ± 8.79% 58.83 ± 0.67%

16 53.90 ± 1.06% 62.96 ± 9.51% 37.32 ± 7.48% 54.43 ± 0.79%

BM

2 90.98 ± 0.52 % 94.05 ± 4.82% 97.84 ± 2.57% 90.57 ± 2.14%
3 90.71 ± 0.61% 92.26 ± 4.52% 92.26 ± 3.64% 91.46 ± 0.29%
4 90.74 ± 0.51% 87.29 ± 6.48% 91.26 ± 4.09% 91.45 ± 0.92%
6 91.18 ± 0.13% 82.93 ± 8.54% 76.91 ± 6.55% 92.59 ± 0.44%

GM

2 78.91 ± 0.28% 95.18 ± 5.69% 100.00 ± 0.00% 78.37 ± 0.14%
3 79.22 ± 0.84% 93.17 ± 8.50% 92.14 ± 2.58% 77.64 ± 0.17%
4 76.04 ± 0.18% 96.58 ± 6.59% 89.55 ± 6.87% 78.42 ± 0.61%
6 77.24 ± 0.30% 78.57 ± 9.62% 66.17 ± 5.58% 78.27 ± 0.28%

AM

2 97.05 ± 0.57% 96.93 ± 3.09% 98.14 ± 1.07% 97.46 ± 0.72%
4 81.27 ± 0.63% 93.27 ± 5.24% 95.14 ± 2.82% 80.73 ± 0.90%
8 71.29 ± 0.23% 87.58 ± 11.42% 88.53 ± 5.04% 73.36 ± 0.55%

16 68.09 ± 0.42% 82.57 ± 5.71% 69.17 ± 4.65% 67.68 ± 0.28%

Potential side-effects. The embedding swapping of label
inference module and the data poisoning module may both
have side-effects on learning the central model. We evaluate
the clean data accuracy without any attack, with only label
inference, and with both label inference and data poisoning.
As shown in Table 2, the label inference only slightly down-
grades the main task accuracy. This is because the candidate
selection process greatly reduces the number of samples for
embedding swapping. The low poisoning rate ensures that the
backdoor does not degrade clean data accuracy.

Different embedding aggregation methods. We evaluate
VILLAIN on different vertical split learning aggregation meth-
ods on the server model that adopt addition, average pooling,
max pooling, and min pooling for embedding aggregation.
The default embedding aggregation is embedding concatena-
tion. The server splices the embedding from different clients
into one embedding. The element-wise addition vertical split
learning method adds the embedding from different partic-
ipants together to form the input for the server model. The
element-wise average pooling vertical split learning mode
conducts average pooling on each element of the embedding
vector from the participants. The max/min pooling vertical
split learning methods choose the maximum/minimum value
of each element of the embedding vector from the participants.
As shown in Table 3, VILLAIN performs well on different
vertical split learning methods.

Data-domain triggers. In VILLAIN, the trigger can be
added in the data domain or the embedding domain. We test

Table 6: Impact of server models. dep.: model depth.

dep. MNIST CIFAR-10
LIA ASR LIA ASR

3 94.03 ± 2.56% 100.00 ± 0.00% 96.08 ± 4.28% 98.68 ± 0.59%
4 95.89 ± 2.95% 100.00 ± 0.00% 96.63 ± 3.55% 96.97 ± 0.45%
5 94.92 ± 2.63% 99.53 ± 0.24% 97.55 ± 3.97% 96.83 ± 0.24%
6 92.85 ± 4.10% 100.00 ± 0.00% 97.06 ± 1.73% 98.03 ± 0.58%
7 95.73 ± 2.66% 100.00 ± 0.00% 98.53 ± 2.66% 97.86 ± 0.13%

dep. CINIC-10 BM
LIA ASR LIA ASR

3 93.19 ± 3.05% 99.55 ± 0.62% 94.05 ± 4.82% 97.84 ± 2.57%
4 94.10 ± 2.56% 97.27 ± 1.43% 95.03 ± 5.93% 96.91 ± 0.92%
5 93.68 ± 1.41% 98.03 ± 0.20% 98.23 ± 0.96% 98.35 ± 0.47%
6 96.14 ± 3.02% 95.82 ± 3.94% 94.76 ± 2.59% 92.47 ± 1.69%
7 95.16 ± 3.97% 96.29 ± 3.46% 95.91 ± 2.49% 95.10 ± 0.82%

dep. ImageNette GM
LIA ASR LIA ASR

3 90.41 ± 2.18% 92.79 ± 1.58% 95.18 ± 5.69% 100.00 ± 0.00%
4 92.14 ± 3.06% 93.01 ± 1.65% 98.62 ± 0.63% 100.00 ± 0.00%
5 95.52 ± 3.45% 96.68 ± 0.94% 96.28 ± 3.10% 99.35 ± 0.20%
6 87.05 ± 7.49% 90.93 ± 3.69% 93.60 ± 4.60% 100.00 ± 0.00%
7 94.11 ± 2.46% 92.04 ± 0.75% 94.04 ± 3.63% 98.80 ± 0.94%

Table 7: Impact of participant models.
Model MNIST BM GM

LIA ASR LIA ASR LIA ASR

FCNN-4 94.03 ± 2.56% 100.00 ± 0.00% 94.05 ± 4.82% 97.84 ± 2.57% 95.18 ± 5.69% 100.00 ± 0.00%
FCNN-5 95.23 ± 3.09% 99.51 ± 0.31% 96.47 ± 2.85% 98.75 ± 0.48% 94.33 ± 4.60% 100.00 ± 0.00%
FCNN-6 97.33 ± 2.40% 96.50 ± 2.67% 95.48 ± 3.54% 96.34 ± 1.93% 95.05 ± 3.63% 100.00 ± 0.00%
FCNN-7 94.49 ± 1.87% 98.87 ± 0.30% 98.80 ± 0.84% 97.02 ± 1.66% 97.12 ± 2.40% 100.00 ± 0.00%
FCNN-8 96.91 ± 2.84% 99.17 ± 0.65% 96.03 ± 3.44% 98.17 ± 0.64% 93.15 ± 3.56% 98.81 ± 0.53%

Model CIFAR-10 ImageNette CINIC-10
LIA ASR LIA ASR LIA ASR

CNN 94.14 ± 3.10% 95.30 ± 0.69% 92.77 ± 3.29% 93.16 ± 0.84% 94.86 ± 2.82% 98.83 ± 0.57%
VGG-16 96.08 ± 4.28% 98.68 ± 0.59% 90.41 ± 2.18% 92.79 ± 1.58% 93.19 ± 3.95% 99.55 ± 0.62%
VGG-19 95.23 ± 2.68% 97.20 ± 0.82% 95.41 ± 2.43% 95.25 ± 1.65% 95.25 ± 1.49% 98.32 ± 1.35%

ResNet-50 97.91 ± 2.44% 95.02 ± 1.24% 92.11 ± 3.58% 94.65 ± 2.26% 96.53 ± 1.71% 97.25 ± 1.08%
DenseNet 97.72 ± 3.34% 98.24 ± 0.97% 97.68 ± 5.65% 92.89 ± 2.15% 95.89 ± 3.38% 98.73 ± 0.86%

the performance of VILLAIN with data-domain triggers. As
shown in Table 4, the ASR is higher than 98% for MNIST,
CIFAR-10, CINIC-10, BM, and GM at a trigger size of 3,
which proves that the data-domain trigger is effective. The
results also show that the CDA is hardly influenced by the
trigger in the data domain.

Multi-participant scenario. VILLAIN can be extended
to vertical split learning with more than 2 participants. We
conduct experiments on MNIST, CIFAR-10, ImageNette, and
CINIC-10 with 2, 4, 8, and 16 participants. We conduct ex-
periments on BM and GM with 2, 3, 4, and 6 participants
since their feature dimensions are small. Since public tab-
ular datasets usually have limited numbers of samples and
feature dimensions, we construct a simulated tabular dataset,
AM, consisting of 60,000 samples with a feature dimension of
1,024. The samples belong to 10 classes, each with a relatively
balanced number of samples. We generate the value of the i-th
feature of a sample that belongs to class j as vi, j = vi, j +σ,
where vi, j is the average value of the corresponding feature ac-
cording to real financial datasets BM and GM. σ is a random
adaptation factor generated by an auto-encoder [22] [49]. The
data is equally divided among all participants and we choose
the middle participant as the attacker. As shown in Table
5, the attack success rate remains high when the number of
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Figure 4: Impact of poisoning rate.

participants is no more than 8. The attack success rate drops
noticeably when the number of participants is 16, which is
reasonable since the attacker only controls 1/16 of the em-
bedding vector uploaded to the server. When the number of
participants increases, the clean data accuracy drops due to
data splitting. For the tabular dataset, the attack is still strong
for the 6-client scenario. The ASR of BM drops because of
the limited control of the overall embedding. We conduct the
attack with 2, 4, 8, and 16 participants on AM. As shown in
Table 5, when there are as many as 16 participants, the LIA
is above 80%, and the ASR is above 70%, which proves the
effectiveness of VILLAIN under multiple participants.

We also conduct ablation studies to examine the contribu-
tion of the candidate selection, the trigger fabrication and the
backdoor augmentation modules to the attack performance.
We show the results in the Appendix A.1.

4.3 Impact of Hyperparameters

Impact of poisoning rate. The poisoning rate is defined as the
number of poisoned embeddings to all embeddings submitted
by the malicious participant to the server. Achieving a high
attack success rate with a low poisoning rate is desirable since
the clean data accuracy will be less affected and the attack is
more stealthy. As shown in Figure 4, a higher poisoning rate
brings a higher attack success rate because the model is more
likely to learn the backdoor pattern from the poisoned data.
The backdoor attack still works even with a low poisoning
rate of only 0.5%.

Impact of trigger magnitude. We vary the magnitude
of the trigger β from 0.2 to 1. As shown in Figure 10 in
the appendix, a larger trigger magnitude improves the attack
success rate, especially for more complex datasets like CIFAR-
10 and ImageNette. The trigger magnitude hardly changes the
prediction accuracy on clean samples.

Impact of server & participant models. For real-world

attack scenarios, the attacker has no knowledge of the server
model. We change the number of layers of the server model
to evaluate the attack performance. We set the target label
to 0 for each dataset. As shown in Table 6, we highlight the
best and the worst results in each dataset. The results show
that VILLAIN is robust to different server structures overall.
We also conduct experiments on participants with different
models. For small datasets like MNIST, BM, and GM, we use
fully connected neural network as the participant model and
change the model layer from 4 to 5, 6, 7, 8. For CIFAR-10,
ImageNette, and CINIC-10, we use CNN, VGG-16, VGG-19,
ResNet-50 [21], DenseNet [24] as the participant model. The
target label is 0 for each dataset. As shown in Table 7, the
label inference and backdoor attack are hardly influenced by
the participant model structures.

Impact of trigger size. Since the output dimension of the
embedding model of the attacker is 64 in our experiments, we
vary the trigger length to 4, 8, 16, 32, and 64 to evaluate the
attack performance. As shown in Figure 8 in the appendix,
VILLAIN maintains a high attack success rate with a trigger
length of no less than 16 on all datasets. The experiment
results also show that the clean data accuracy is hardly in-
fluenced by the trigger size. The backdoor randomization is
effective when the trigger sizes are large.

Impact of learning rate. We set the learning rate of the
attacker model to be 0.01, 0.03, 0.05, 0.08, 0.1, 0.15, and 0.2
during the normal training phase. As demonstrated in Figure 9,
the learning rate shows impact on the ASR. We also conduct
evaluation of cases when the learning rate provided by the
server is already large and the attacker attempts to further
increase the learning rate. As shown in Figure 16, further
increasing a large learning rate may neither improve nor harm
the attack performance.

Impact of number of candidates. We vary the number
of candidates selected for label inference in each batch. As
shown in Figure 11 in the appendix, for MNIST, CIFAR-10,
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Figure 5: Backdoor attack against defense with pruning.
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Figure 6: Backdoor attack against defense with ANP.

CINIC-10, BM, and GM, the number of selected candidate
samples per batch has little influence on the attack perfor-
mance, as ASR is nearly 100% on these datasets. For Ima-
geNette, the attack success rate goes up when we increase
the number of samples for label inference per batch thanks
to more inferred data of the target label. With the accurate la-
bel inference method, a larger number of candidates for label
inference helps find more samples of the target label.

4.4 Resistance to Defense

The server may employ countermeasures to defend against
VILLAIN.

4.4.1 Defenses Against Label Inference Attack

Since the only information we use for label inference is the
back-propagated gradient from the server, we consider possi-
ble defenses that process the gradients to prevent information
leakage without degrading the learning task. We utilize three
possible defense methods against label inference, i.e., DP-
SGD, gradient compression, and Privacy-preserving Deep
Learning. For DP-SGD, the server disrupts the gradients fol-
lowing differential privacy [52] [64] for different privacy lev-
els. A lower ε indicates that the privacy leakage is smaller
with a larger magnitude of added noises, vice versa. For gra-
dient compression [56], the server sends a subset of gradients
with the largest absolute values to participants. The compres-
sion ratio represents the fraction of preserved elements to
the dimension of gradients. We also test the label inference
against Privacy-preserving Deep Learning (PPDL) [56], in
which the server first adds random noises to the gradients
and then only keeps a fraction of gradients. We consider the
fraction of preserved gradients as the defense parameter.

Results. As shown in Table 9 in the appendix, under DP-
SGD, our label inference attack is still effective when ε is
larger than 1. If ε is smaller than 1, meaning stricter privacy
protection with larger noises, the label inference accuracy
drops, but the clean data accuracy also falls due to disturbed
gradients. Under gradient compression, our label inference
attack performs well since the gradients with large absolute
values still preserve most label information. Under PPDL, the
defense degrades both clean data accuracy and label inference
accuracy.

4.4.2 Defenses Against Backdoor Attacks

We test VILLAIN under different defenses following the sys-
temic categorization on backdoor defenses in [36].

Model reconstruction. Model reconstruction based de-
fenses aim at purifying the backdoored model. Model Prun-
ing [39] and Adversarial Neuron Pruning (ANP) [63] intend
to remove the backdoor via pruning. As shown in Figures
5, 12, and 13, VILLAIN maintains a high attack success rate
when the model is pruned with a medium ratio. The defense
aims at achieving a point where the ASR is low and the CDA
is nearly not affected. Although the attack success rate drops
with a high pruning ratio, the model’s functionality is also
damaged by the pruning operation. The pruning is proven
to be insufficient. The impact of ANP is shown in Figure 6,
14, and 15. For MNIST, CINIC-10 and GM, the backdoor
attack is hardly influenced while the model functionality on
clean data is damaged. For CIFAR-10, ImageNette and BM,
the backdoor attack success rate drops along with the model
accuracy. Both trends prove the defense can not keep high
CDA while reducing the ASR.

Sample preprocessing. Sample preprocessing based de-
fenses process the samples before feeding the samples into the
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model, which aims to destroy the trigger pattern. We apply the
state-of-the-art sample preprocessing defense, i.e., Backdoor
Defense via Transformations [37], which uses transformation
T (·) to preprocess the input. We apply two transformations,
namely embedding noise, and left-right flipping. For embed-
ding noise, we add random noise in 5 different levels to the
embedding vectors. As shown in Figure 7, the ASR with-
stands the embedding noise while the model accuracy on
clean data drops even faster. For the left-right flipping, we
swap the left and the right part of the embedding from the
attacker. As shown in Table 10 in the appendix, the flipping
mostly influences the model accuracy on the clean data.

Trigger synthesis. These defenses aim to synthesize the
backdoor used in the backdoor attack. We use the generaliz-
able detection method based on the intuition that the back-
door trigger can be recovered by computing the perturbation
needed for a clean sample to be misclassified into the target la-
bel. We apply the method to the server model, and the results
show that VILLAIN is always below the threshold.

Poison suppression. These defense methods aim at depress-
ing the effectiveness of poisoned samples during the training
process to prevent backdoor injection. Anti-Backdoor Learn-
ing (ABL) [35] detects poisoned samples first and then sup-
presses these samples to mitigate the backdoor attack. As
shown in Table 11 in the appendix, the detection accuracy is
rather low because the detection is based on the assumption
that poisoned samples have a lower loss value but VILLAIN
in fact makes poisoned samples more learnable.

4.4.3 Adaptive Defenses

We also validate VILLAIN’s feasibility under two possible
adaptive defenses that attempt to thwart the label inference
and the data poisoning modules respectively.

Embedding detection. The server may adapt its defense
against the label inference module of VILLAIN by detecting
embedding swapping. Since we swap the embedding of train-
ing samples with the embedding of a known sample of the
target label, different training samples may have the identi-
cal embedding result, which may be detected by the server
as the sign of label inference attacks. VILLAIN can bypass
this adaptive defense by introducing randomness into the em-
bedding swapping process. We consider two methods, i.e.,
adding random noises or randomly smoothing some elements
of the embedding vector. We compute the distance between
two embeddings of any two different benign samples and
find that the minimal distance is less than the lowest bar 0.01.
The server may use the minimum distance as the detection
threshold, i.e., an embedding with a smaller distance to oth-
ers will be flagged as abnormal. As shown in Table 12 in
the appendix, the introduced randomness does not affect the
attack performance of VILLAIN, but helps evade the adaptive
defense of identical embedding detection.

Embedding smoothing. The server may adapt its defense

Table 8: The performance of VILLAIN under adaptive defense
of embedding smoothing.

MNIST CIFAR-10 ImageNette
Ratio CDA ASR Ratio CDA ASR Ratio CDA ASR

1.0 96.24% 100.00% 1.0 76.08% 98.43% 1.0 71.80% 92.94%
0.8 95.62% 100.00% 0.8 75.17% 97.62% 0.8 70.85% 89.54%
0.6 93.72% 95.31% 0.6 73.73% 97.46% 0.6 65.91% 90.39%
0.4 74.95% 92.86% 0.4 71.38% 96.80% 0.4 65.31% 87.60%
0.2 37.89% 91.92% 0.2 68.22% 95.93% 0.2 62.12% 85.99%

CINIC-10 BM GM
Ratio CDA ASR Ratio CDA ASR Ratio CDA ASR

1.0 62.17% 99.66% 1.0 91.85% 97.69% 1.0 77.84% 100.00%
0.8 61.99% 97.32% 0.8 83.95% 95.56% 0.8 77.06% 100.00%
0.6 59.88% 96.86% 0.6 82.47% 96.52% 0.6 75.06% 100.00%
0.4 55.03% 95.99% 0.4 81.21% 96.51% 0.4 62.03% 100.00%
0.2 47.83% 95.27% 0.2 80.23% 96.42% 0.2 46.96% 100.00%

against the data poisoning module of VILLAIN by trying to
neutralize the unknown trigger with the convolutional op-
eration. We assume that the server uses a 1 convolutional
kernel to process the embedding vector. All the elements in
the convolutional kernel add up to 1. We use the pooling ratio
to denote the value of the central element in the convolu-
tional kernel. The other two elements are equal. For exam-
ple, if the pooling ratio is 0.2, the convolutional kernel will
be [0.4,0.2,0.4]. A large pooling ratio indicates a stronger
smoothing level. As shown in Table 8, the attack success rate
is relatively stable under embedding smoothing, but the clean
data accuracy will be greatly reduced.

5 Discussions

We discuss possible extensions and defenses of VILLAIN.
Split learning of other structures. Split learning framework

may be materialized with different structures for different
tasks, e.g., graph neural networks (GNN) [11] [55], to which
VILLAIN may not apply due to different forms of interactions
between the participant and the server. The input to a GNN
model includes both the node attributes and the link topology,
which entails a special vertical data partition among partici-
pants in split learning. Backdoor attacks against GNN-based
split learning is a possible future direction.

Secure vertical split learning. Homomorphic Encryption
(HE) [43], Secure Multi-Party Computation (MPC) [29] and
Trusted Execution Environment (TEE) [13] have been intro-
duced to vertical split learning to provide guaranteed security
at high computational cost or hardware requirement. Back-
door attacks under secure vertical split learning framework is
also a future direction.

Possible defenses. Existing defenses have all been pro-
posed regarding backdoor attacks in centralized learning or
horizontal federated learning, thus failing to detect VILLAIN,
as demonstrated by our experiments. Preventing backdoor
attacks in vertical federated learning poses new challenges
since the updates from different participants are based on dif-
ferent features, thus outlier detection cannot be used to figure
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Figure 7: Backdoor attack against defense with transformation with embedding noise.

out malicious participants. There are two possible ways to
improve the security of vertical split learning. On the one
hand, the server can mask gradients with more advanced tech-
niques to mitigate label inference. On the other hand, since
the malicious attacker may not conduct data poisoning in all
epochs, the server may perform outlier detection based on
historical updates of a participant.

6 Related Work

Vertical split learning. Vertical split learning, as a new ma-
chine learning paradigm for VFL, splits the model into seg-
ments, and the segments are distributed to the VFL partic-
ipators to be trained separately. The neural network model
in vertical split learning is called the Split Neural Network,
or SplitNN [54]. Each data holder converts its original data
into an intermediate embedding with the model segment [27].
The vertical split learning model can adopt different aggre-
gation methods, including average, element-wise maximum,
element-wise sum, element-wise multiplication, and concate-
nation [8]. Splitfed Learning (SFL) [59] applied previous
privacy protection and model training methods to vertical
split learning scenarios to improve data privacy and training
efficiency. Secure computation methods like secure 2-party
computation and Homomorphic Encryption can also be used
in split learning [48] [66].

Backdoor attacks. Backdoor attack aims to inject the back-
door into victim machine learning models [36]. Attackers usu-
ally utilize data poisoning as the backdoor injection method.
BadNets [20] introduces the first backdoor attack to deep
neural networks by a visible backdoor trigger. To make the
attack stealthy, invisible backdoor attacks [14] [45] and se-
mantic backdoor attacks [4] [38] were proposed. All these
methods above are dirty-label backdoor attacks because their
poisoned samples are mislabelled by the attacker. In contrast,
clean-label backdoor attacks aim to poison the target model
without controlling the labeling process of poisoned data [60].
Attackers may use adversarial perturbation or image scaling
to inject invisible clean-label poisoned data samples [69] [51].
Federated learning is especially vulnerable to data poison-
ing based backdoor attacks [18]. The attacker can embed the
backdoor into the tail of the input distribution [62]. Since
federated learning involves multiple participants, the attacker
can also make use of a composite global trigger, which is

divided among different participants and injected individu-
ally [65]. New loss functions [7] and model construction
methods [15] were developed to backdoor the global model
effectively. However, the above backdoor attacks all aim at
horizontal federated learning.

Privacy and security in federated learning. There are var-
ious security threats in federated learning [42]. Researchers
show that membership inference attacks can be used to trace
training data records in federated learning in both black-box
and white-box scenarios [44]. Attackers can infer the training
data membership in a passive and an active manner in feder-
ated learning [40]. By optimizing the loss between the recov-
ered gradients and the real gradients, the attacker can recover
the training samples and the labels with the gradients [72]. For
split learning, label inference attacks [34] have been proposed
for the participant to infer the label based on the information
transmitted between participants and the server. The label
inference can also be formalized as a supervised learning
problem with a loss function of gradient-matching [28]. The
adversary server in [47] manages to recover the training data
in the participant model by hijacking its learning process.
Fu [16] provides passive and active label inference attacks by
semi-supervised learning and gradient analysis.

7 Conclusion

In this paper, we make the first attempt to explore the secu-
rity risks of backdoor attacks against vertical split learning.
Our proposed attack framework, VILLAIN, overcomes the
challenges of no label and no server model information in
vertical split learning. More specifically, we have developed a
novel label inference algorithm to locate samples of the target
label. In addition, we have designed effective data poisoning
strategies to strengthen the link between the trigger and the
backdoor in the server model. Extensive experiments have
validated the effectiveness and robustness of VILLAIN.
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A Appendix

A.1 Ablation Study
We show the ablation study results in this part for page limit.

Trigger fabrication & backdoor augmentation. For
small triggers, the randomization augmentation should be
limited because of the backdoor injection difficulty. As shown
in Figure 8, the backdoor randomization improves the attack
success rate when the trigger size is large.

Candidate model. We evaluate the number of inferred tar-
get label samples, label inference accuracy, and attack success
rate with and without the candidate selection model H in
Figure 11.

A.2 Backdoor Defense Results
Due to page limit, we show a part of the backdoor defense re-
sults in this section. The backdoor attack performance against
transformation with embedding flipping and ABL is shown
in Table 10 and Table 11. The backdoor attack performance
against ANP and pruning is shown in Figures 14 15 12 13.
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Figure 8: Ablation study of trigger fabrication and backdoor
augmentation on the ASR of different datasets. AT: Additional
Trigger. FT: fabricated trigger. AS: Additional Shifting.

Table 9: Label inference attack under defenses of DP-SGD,
gradient compression, and PPDL. comp. r.: compression ratio.

DP-SGD

MNIST CIFAR-10 ImageNette
ε LIA CDA ε LIA CDA ε LIA CDA

10 98.19% 95.57% 10 96.43% 75.83% 10 89.43% 66.19%
5 94.83% 96.57% 5 91.16% 64.09% 5 85.24% 61.90%
1 87.70% 84.30% 1 68.41% 53.79% 1 66.27% 46.73%

0.5 76.06% 68.06% 0.5 20.94% 26.47% 0.5 18.49% 21.07%
0.1 12.91% 17.63% 0.1 10.58% 8.04% 0.1 13.19% 9.60%

Gradient Compression

MNIST CIFAR-10 ImageNette
comp. r. LIA CDA comp. r. LIA CDA comp. r. LIA CDA

1 100.00% 97.76% 1 95.29% 77.05% 1 92.55% 67.86%
0.8 97.69% 91.26% 0.8 91.61% 73.26% 0.8 89.71% 67.72%
0.5 92.64% 87.74% 0.5 86.72% 66.41% 0.5 77.83% 53.69%
0.3 86.82% 73.20% 0.3 80.51% 52.03% 0.3 62.29% 41.58%
0.15 20.73% 24.68% 0.15 17.12% 15.08% 0.15 10.59% 16.39%

PPDL

MNIST CIFAR-10 ImageNette
θ LIA CDA θ LIA CDA θ LIA CDA

1 100.00% 94.51% 1 96.61% 76.92% 1 92.76% 69.91%
0.8 92.57% 92.62% 0.8 90.91% 69.05% 0.8 87.64% 70.51%
0.5 72.39% 63.14% 0.5 64.68% 53.92% 0.5 52.95% 60.59%
0.3 23.28% 12.61% 0.3 14.95% 17.61% 0.3 13.71% 13.40%
0.15 13.78% 10.26% 0.15 14.48% 11.94% 0.15 8.64% 10.04%

Table 10: Backdoor attack success rate against transformation
with embedding flipping.

Trigger-64 Trigger-32 Trigger-16
ASR CDA ASR CDA ASR CDA

MNIST 91.26% 72.16% 72.73% 84.77% 83.06% 79.56%
CIFAR-10 87.44% 51.27% 98.09% 58.36% 81.56% 51.57%
ImageNette 90.14% 51.47% 76.94% 52.20% 59.44% 56.51%
CINIC-10 99.74% 46.13% 97.64% 49.09% 98.98% 52.55%

BM 64.40% 92.73% 85.07% 82.30% 64.70% 90.38%
GM 100.00% 75.65% 100.00% 62.13% 100.00% 60.26%

Table 11: Backdoor attack performance against ABL.
Trigger-64 Trigger-32 Trigger-16

DA ASR CDA DA ASR CDA DA ASR CDA

MNIST 1.49% 100.00% 95.96% 1.46% 100.00% 96.16% 2.35% 100.00% 96.33%
CIFAR-10 4.25% 99.72% 76.67% 4.37% 98.71% 76.39% 4.44% 92.46% 76.82%
ImageNette 2.01% 92.28% 70.29% 0.53% 85.95% 70.57% 0.21% 63.88% 69.55%
CINIC-10 4.21% 99.94% 63.19% 4.84% 99.91% 63.06% 3.95% 99.20% 63.09%

BM 5.44% 100.00% 92.01% 5.61% 100.00% 92.77% 5.84% 100.00% 92.51%
GM 7.22% 100.00% 78.74% 6.64% 100.00% 78.26% 5.84% 100.00% 78.04%

Table 12: The performance of VILLAIN under adaptive de-
fense of embedding detection.

Random disruption

MNIST CIFAR-10 ImageNette
noise lv. LIA ASR noise lv. LIA ASR noise lv. LIA ASR

0.1 93.83% 97.58% 0.1 91.86% 91.77% 0.1 86.46% 92.07%
0.07 97.17% 96.86% 0.07 90.51% 94.80% 0.07 85.94% 89.15%
0.05 95.86% 97.58% 0.05 89.58% 96.13% 0.05 90.12% 92.74%
0.03 93.04% 95.46% 0.03 90.83% 91.63% 0.03 86.41% 95.68%
0.01 95.40% 93.25% 0.01 95.79% 97.60% 0.01 95.10% 94.38%

Random smoothing

MNIST CIFAR-10 ImageNette
# dim. LIA ASR # dim. LIA ASR # dim. LIA ASR

1 97.10% 92.18% 1 93.50% 94.73% 1 90.88% 92.53%
3 92.44% 94.88% 3 89.87% 92.34% 3 91.70% 94.96%
5 91.92% 92.66% 5 93.18% 89.71% 5 86.06% 90.70%
8 95.41% 94.55% 8 94.52% 97.08% 8 93.68% 90.03%

10 93.64% 95.18% 10 92.14% 96.21% 10 92.69% 91.49%
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Figure 9: Impact of learning rate.
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Figure 10: Impact of trigger magnitude.
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Figure 11: Ablation study of the candidate selection model
used in label inference. We compare the number of inferred
target label samples, inference precision, and attack success
rate with and without the candidate model.
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Figure 12: Backdoor attack of trigger size 32 against pruning.
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Figure 13: Backdoor attack of trigger size 16 against pruning
.
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Figure 14: Backdoor attack of Trigger Size 32 against ANP.
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Figure 15: Backdoor attack of Trigger Size 16 against ANP.
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Figure 16: Impact of the doubled learning rate.
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