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Introductions & Level Set

Who are we?

Why are we here?

Why SRE?
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Introductions: A bit about us

Ian David Hamilton

Executive Director, 

Head of Platform Resiliency and 

Experience, CCIB

Hobbies: Spending time with family, 

Cricket, Football, Cycling, Gym, 

Blockchain

Sriram Subramanian a.k.a Sri

Managing Director, 

Global Head of SRE & Engineering 

Excellence, CCIB

Hobbies: World Music, Cricket, 

Travelling and visiting UNESCO sites, 

flying kites 
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Introductions: A bit about Standard Chartered

⸗ We were traditionally a trade 

finance bank and have evolved 

over decades to offer full set of 

banking services across retail and 

corporate customers. 

⸗ We are one of the trusted 

international banks with 

independent digital banking 

licenses SG and HK with names 

of Trust and Mox respectively. 

⸗ We also have a Ventures business 

with a portfolio of 22 companies 

and 30+ Ventures

+
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Organizational Structure – Where we sit

CCIB

1

2

3

CCIB is a key business 

revenue generator of the bank.

Transaction Banking is 

evolving rapidly

Client Experience is 

paramount to growing 

transaction volumes

Three flavours of SRE exist:

• Business aligned

• Tools (Centralized)

• Embedded

1

2

3
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Why are we here?

• Executing a major SRE transformation, just completed 3rd Year

• 500+ Engineers, 100+ applications distributed globally

• Share our story

• Provide useful insights, focusing on the implementation of SRE

• And welcome some crowd sourced solutions

Key takeaways can be 

found here throughout our 

talk
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Why Was A Transformation Required?

Customers expect us to be 

”Always Aware” with 

“Always On” services

Platform complexity

Digitization is driving rapid 

creation of digital products 

as they provide significant 

revenue opportunity

Speed to Market to 

deliver these product 

capabilities at times 

compromises F2B 

design thinking and E2E 

service capability, resulting 

in Manual toil
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Added Relevance: Society and Cashless Payments
Growing dependency has led to elevated regulatory oversight

After another bank 

outage, is it time to 

make banks publicly 

report service 

uptime?

Regulators are likely to 

gamify Reliability to 

promote competition in 

financial services, with 

banks asked to publish 

reliability statistics as is 

done with internet 

broadband providers.

Prominent Singapore Newspaper, Q1 2023



INTERNAL

8

Solution: Why System Reliability Engineering (SRE)?

Inspired after attending the 

Oct 2019 SRECon in 

Dublin, we embarked on 

our own SRE 

transformation
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What will we be sharing

1. SRE Tenets

2. Focus areas of our Transformation

• People

• Process

• Tools

3. Wrap Up – Key Takeaways

Key aspects to be covered

• How has it gone?

• Lessons learned

• Key enablers

• Ongoing challenges
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(WE ARE STILL EVOLVING, AND SO IS SRE)

FINAL VERSION MAY WILL BE DIFFERENT

DISCLAIMER
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Tenet Framework: What Do Our SRE’s Do?
North Star Framework: SRE Tenets & Sub Tenets

“SRE” is applicable to many 

different Engineering roles.

It is important to define 

early on what your flavour 

of SRE does

Our Tenets were stolen with 

pride from Google, and 

tailored for CCIB’s 

“System” flavour of SRE, 

supporting critical business 

applications
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All aspects of the SRE 

Operating Model have lineage 

back to the SRE Tenets

Throughout our transformation 

we have referred to the SRE 

Tenet framework 

to validate our path

Just as ITIL provides structure 

for Service Mgmt., the SRE 

Tenets provide structure for 

our SRE Operating Model

SRE Tenet Framework

SRE’s North Star

SRE Ways 

Of Working

Learning & 

Development

SRE Productivity

(People Capability)

SRE 

Certification
Transformation 

Programme 

Structure

Strategic

Initiatives

SRE 

“Book of Work” 

breakdown 

structure

Role

Profiles & 

Skills

Progressive 

Career Paths 

Governance

Always-On 

Capability

(System Capability)

Reliability 

Patterns

Anchoring Our Transformation
SRE Tenets Form The Core Of Our SRE Operating Model
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1. People 

(Learning & Development)
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Our Capability Change From Operations To Engineering
Re-wiring Application Engineering culture from re-active to pro-active

Traditional L1-L3 support 

functions will struggle to 

support “Always-On” 

digital client journeys

Recalibration was 

required to support the 

business demands
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Bridging The Capability Gap
SRE Education, Certification & Career Pathways

SRE Certification

CCIB SRE Career Pathway aligned to 

Engineering Career Pathway (ECP) FrameworkC

B

SRE Education & Learning PathwayA Make sure SRE’s have the 

skills to be successful in an 

SRE role

Create a transparent 

benchmark for what it means 

to be an SRE, which 

incentivises continuous 

learning

Curate an SRE career path 

that has longevity, without 

requiring line management

A

B

C
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A Bit More On Learning Pathways..

Within the Disciplines, skill 

proficiencies are defined at 1-4 

skill levels (not all skills have all 

4 levels)

Skills pathways..

• Empower self learning

• Create transparency what 

is expected

Skills Catalogue

Skills Pathway
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2. Process

(SRE “Way Of Working”)
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So what?

People and L&D
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We still had a challenge….

• SRE was a new role to the Bank

• With no internal reference points

• We’re training 500 people to be “SRE”

• But there’s no established SRE “way of working”
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1. How we measure Reliability

2. How we elevate Reliability

Two key aspects of our SRE Way Of Working….
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Step Back: How is Reliability Measured

Before SRE: 
“Technical Availability" or SLAs were leading indicators of reliability

With SRE:
SLI / SLOs measure outcomes customers care about

A significant step forward in measuring reliability through a customer lens

Big Watermelon

Small Watermelon
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Problem: Because How Do We Know…

Or if the outcomes a customer wants change..?

Or if customer expect different service levels?

How a customer really feels..? Observability is the 

practice of understanding 

the “internal state”

SLI / SLOs are 

traditionally internal 

proxies for customer 

sentiment
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Opportunity: Qualitative Data 
Valuable sources from which Reliability can be inferred

Net Promoter Scores 
Customer Satisfaction 

Surveys

Customer Queries

Customer Complaints
Social Media Listening

Customer Effort 

Surveys
If customers define 

Reliability.. we should 

expand our evaluation of 

Reliability to include data 

received direct from the 

customer

Your Users, Not Your 

Monitoring, Decide Your 

Reliability
Dave Rensin, 

Site Reliability Workbook

Chapter 19: Reaching Beyond Your 

Walls
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Solution: Customer Experience Agreements
Extend SLI SLO concept to qualitative data to provide a 360o view

Qualitative metrics enable us 

to validate our internal

technical understanding vs. 

the customer’s perspective

Our Product / Business 

Owners select the most 

appropriate “indicators” 

from a menu of quantitative 

and qualitative measures 

Latency

Coverage
Net Promoter 

Scores (NPS)

Client 

Query Data

Quality

Availability

Correctness

Freshness

Throughput

Customer Effort 

Score (CES)

Customer 

Satisfaction (CSAT)

First Contact 

Resolution Rate (FCR)

Average Resolution 

Time (ART)

Experience Indicator Menu

Quantitative interpretations of qualitative data points

Technical quantitative service level indicators (Google’s SLI Menu)

Client 

Complaints
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Influencing Investment & ROI
Fast “Immediate” Payment Ecosystem

Product ecosystems can be 

opaque (it’s bad but why?) 

leading to a poor ROI in 

customer experience

Blending quantitative and 

qualitative data and 

visualizing the opportunities 

E2E has helped us break down 

silos and influence investment

Channel Application
(Internet, Mobile, API)

Payment 
Routing

Payment 
Processing

Core Banking Clearing

Payment 

initiated
Transfer of funds 

complete

Recommendation #1 – Corporate Channel Authorizer Workflows

Description: Payment authorizer workflow errors are not described 

in business English, impacting payment release

Business Impact: Client experience impacted and missed cutoffs 

due to failure to approve payment on time

# of occurrences: 30 P5 / month

Solution: Enhance UI to provide clients with the root cause of each 

authorizer error

Priority: High

Recommendation #2 – Corporate Channel Bulk Uploads

Description: Bulk Upload error not relayed back to client

Business Impact: Client experience impacted and delay in 

payment processing while client contacts bank for details

# of occurrences: 30 P5 / month

Solution: Enhance UI to provide clients with failure reason

Priority: High

Recommendation #4 – Core Banking Throughput

Description: Delays to payment processing occur during high 

volume due to limited queue prioritization and throughput capacity

Business Impact: High payment latency

# of occurrences: 2.8K payments daily

Solution: Re-validate payment queue prioritization, increase 

MIPs for Core Banking application

Priority: High

Recommendation #3 – Payment Routing

Description: Single payments are being routed via the Bulk 

payment channel

Business Impact: Single payment latency degraded while single 

payments queue behind large bulk files

Solution: Re-route single payments via single payment channel

Priority: High

Ecosystems also often have 

multiple owners with their 

own priorities
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Challenges Encountered Measuring Reliability

The key to bursting the 

“watermelon” is to ensure 

the Product or Business 

Owner is involved shaping 

the trade-offs

Measuring using Functional Traces is complex – edge cases, “watermelon”

Aggregation – data can be spread over various organization silos, 

proliferation of operational tools

Granularity Trade-offs – how low level do you go?

Suitability of Qualitative data (for quantitative evaluation)

Scaling – Product driven (Fast Payments) vs. Metric driven (Latency)
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Wrapping Up: “Measuring Reliability” Lifecycle

Customer Experience is evaluated end to 

end for a product’s ecosystem using a blend 

of Quantitative & Qualitative indicators

Customer Experience data is then 

aggregated to create “Point in Time” Insights

Leading to targeted opportunities to influence 

investment decisions

1 3

4
Real-time quantitative Customer Experience 

data is embedded in Technology & Operations2

We have extended the 

SLI / SLO concept to include 

qualitative data, and measure 

client experience end to end for 

key product ecosystems.

Client experience is elevated 

through targeted Product 

Owner recommendations to 

maximise ROI.
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1 .How we measure Reliability

2. How we elevate Reliability

Two key aspects of our SRE Way Of Working….
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2. How we elevate Reliability?

Decide how to 

measure

application 

non-functional 

capability

Industrialize 

solutions to 

encourage 

consistent 

implementation
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Recap: Tenet Framework: SRE Focus Areas
North Star Framework: SRE Tenets & Sub Tenets

The Tenet Framework 

contains key SRE focus 

areas and by extension, 

the non functional 

capability we expect to 

see in our critical 

business applications
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Decide how to measure application capability

Agree a methodology to 

evaluate non functional 

capability. 

The framework drives daily 

SRE activities, and provides 

structure for less 

experienced Engineers

Our non-functional framework 

is similar in intent to R9Y

https://map.r9y.dev/beck/map.ht

ml

Non-functional capabilities described with lineage back to SRE Tenets

https://map.r9y.dev/beck/map.html
https://map.r9y.dev/beck/map.html
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API Banking

Overall Progress 35%

Auto Heal Implementation 50

Always On Implementation 57

Fault Tolerant in Critical Services 0

Automated Deployment 11

Throughput Tuning 33

Capacity Forecasting & Provisioning 0

Disaster Recovery Resilience 75

Automated Failovers Implementation 0

Virtual Assistant via ChatBot 33

Toil Reduction Measurements 50

XLA implemented for Critical Service Journeys 100

Telemetry & Instrumentation 17

Code Reviews & Code Profiling Practices 0

Agile & SRE NWOW Transformation 67

Application View

e.g. Digital Channel

Application Deployment

Auto Deploy Maturity 

Indicators

Database Deployment

Stop/Start Services

Technical Health Checks

Functional Health Checks

Rollback

Integration (MQ)

Monitoring

Orchestration

API 

Banking





10%

10%



✓

✓



80%

Auto Deploy 

Sub-Tenet View

DCDA

Overall Progress 39%

Auto Heal Implementation 54

Always On Implementation 44

Fault Tolerant in Critical Services 0

Automated Deployment 41

Throughput Tuning 50

Capacity Forecasting & Provisioning 50

Disaster Recovery Resilience 38

Automated Failovers Implementation 56

Virtual Assistant via ChatBot 8

Toil Reduction Measurements 63

XLA implemented for Critical Service Journeys 25

Telemetry & Instrumentation 30

Code Reviews & Code Profiling Practices 25

Agile & SRE NWOW Transformation 58

Journey View

e.g. Payments

Then Visualize Capability E2E
A service is only as strong as it’s weakest link

When evaluating, where 

possible remove subjectivity 

and focus on measuring 

outcomes

e.g. we are experimenting with 

a combination of technical 

markers and ITSM data

Crowd Sourced Feedback:

How do you evaluate an 

applications non-functional 

capability?
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Reliability Patterns: Industrializing solutions

“If everyone moves forward 

together then success takes 

care of itself”

Henry Ford

Our SRE’s leverage and 

contribute to the in-house 

developer reference framework

Reward innovation through 

collaboration and re-use (in 

addition to rewarding creation)

Non-functional capabilities

(each with lineage back to SRE Tenets)

Reliability Pattern e.g. logging standard

Sample log4j config checked into Repository
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Wrapping Up: SRE Way Of Working Lifecycle
Integrated approach to empower SREs to decide the WHAT and HOW

Automated

Governance

Prioritization

& Implementation

Inputs
to SRE Backlog

Always-On Maturity 

Indicators

Cash

SCPay

Always-On Deployment 

Architecture 69%

Zero Downtime Deployments 75%

Automated Deployment 65%

Auto Healing, Fault 

Tolerant Services 65%

Self  / Auto Heal 96%

Circuit Breakers 0%

Chaos Testing 75%

Dynamic Scaling 0%

Recovering Fast
84%

Telemetry & Instrumentation 100%

Transaction Traceability 100%

Customer Focused Metrics 50%

Recovery Optimization 78%

Always-On Self Service 

Support 42%

Virtual Assistant 42%

Always-On Status Reporting

(System Capability)

SRE Productivity 

(People Capability)

SRE Book 

Of Work

Production Incidents / FMEA / 

Thematic Analysis

Implement

Reporting

Implementation Guidance

(Reliability Patterns)

Production

deployment
Prioritized

Customer eXperience Data

Refresh metrics

Always-On 

Non Functional Requirements
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3. Tools

- Observability

- Automated incident response

- Virtual response
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Some tools?

People & Culture

Process
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Traditional Monitoring & Signal Processing

Traditional monitoring is best 

suited to non digital 

workflows driven by singular 

uncorrelated signal events.

This paradigm is obsolete in 

the Digital economy

Signal processing is a complex 

task which requires 

assimilation and inference

Traditional Monitoring Signal Overload Failure To Correlate
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Challenge: Inference & Response

Summarized, the impact of 

legacy traditional approach 

to monitoring was forcing 

our Engineers to operate in 

a reactive mode, burdened 

by manual triage and 

response

Event / Alert spam Slow to determine cause & impact

Customer(s) often inform 

of the problem

Eyes on Glass

Risk of regulatory breach

~450k pm
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We staged the 

implementation in 

3 phases to allow for bedding 

down of the observability 

platform and making it 

operable for data engineers

Observing Digital Customer Journey’s E2E

A B C
Time 

Series 

Data 

Ingestion

Correlating

markers 

across 

events

Using ML 

& AI  to 

predict
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Time Series & Dynamic Tuning To Reduce Noise

~5.5 million alerts 

generated from our 

applications in 2021

In house ML solution 

designed to identify 

common alert patterns by 

utilizing historical alert 

records

Genuine warnings 

obscured by large 

number of false / 

informational alerts

e.g; Recommendation

For the ITRS monitored metric 

"totalProcesses.Value" (35821) Emails are 

generated. The Emails are generated for the 

value range between [ "701.0" - "781.0" ]. Based 

on the prediction the recommended threshold is 

found as ( "739" ), which would save us 

"89.13%" Emails generated for this metric. (i.e. 

A save of 31927 out of the total 35821 

generated emails.)

Start Q1 23’

450k pm

~200k pm

Alert reduction

Q1 24’

~25k pm

Ingesting data in Time Series       

and using ML      , allowed us to 

form K-means cluster to 

prescribe ranges

This was then implemented for 

30+ crown jewel applications

50+% reduction in false alerts.

A

C
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Primer: Distributed Functional Tracing (DFT)
Tracing Customer events end to end

While time series brought 

production data in correlated 

context of time buckets

We still had to solve for 

distributed functional tracing 

(DFT) across journeys 

interweaved between old and 

new technology as

a. APM traces were not 

available E2E

b. Instrumentation was non-

standard

New Tech New Tech

Business / 

Customer 

Transaction 

Life-Cycle

Markers as transaction state changes across life-cycleCustomer

Transaction

Initiated

Customer

Transaction

Completes

Regulator / 

clearing 

gateway etc.
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1. Standardized Unique End-to-end Transaction Reference (UETR). 

UETR is a Swift standard.

2. Incorporated instrumentation as a side-car pattern across all key systems

3. Real-time ingestion of each transaction state change 

4. Low level code stitches each transaction state change E2E using UETR

Solution: DFT Solved With Sidecar Implementation

Sidecar patterns are 

extremely useful to bring to life 

customer transaction journeys 

when they propagate across 

new & old tech stacks

involving AIX, mid-range, Cobol 

etc..

This allowed us to bring both 

technology and business 

events in time buckets       and 

correlate them  

A

B
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Correlating Business (DFT) & Technology Events

We experimented with 

various ML models like 

Prophet, LSTM, Isolation forest, 

Elastic ML. Each had its own 

pros / cons..

In-house solution developed to 

sample data and determine 

most appropriate model to use, 

culminating in an ensemble 

of ML models.

This space is changing rapidly 

with Generative AI being 

applied to large data sets…

Data from Multiple Indexes
Correlation of business transaction 

challenges to technology events

Forecasting

A B

C

DFT

Forecast
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Our Observability platform is 

now powering Product 

Owner investment decisions 

for improved customer 

experience

And our investment in AIOps 

has improved:

• MTTD by 75%

• MTTR by 25%

Scale of implementation

8 Customer journeys and growing..

30+ key platforms

18k microservices

40 nodes

28k documents ingested per second

10B DFT messages stitched and processed in a week

70B documents processed in a week

Stack & StandardsScale
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Further Unlocking The Potential Of Production Data
Key enablers which allow our SREs to be SREs

To empower self-help 

Production data is exposed 

directly to Business 

Operations teams using 

Virtual Assistance and nested 

APIs

Production data is also 

leveraged to facilitate 

automated intelligent 

incident response supported 

with correlated root cause 

insights

N…

Data from Multiple Indexes

Virtual Assistance

Rapid Triage
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Key Takeaways
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People Tools

Enabling Our SRE Transformation – Key Takeaways

Establish a “North Star” guiding 

SRE framework and create 

lineage back to it

Invest in L&D and structured 

learning pathways. Then proactively 

manage the psychology of the change 

Neuroplasticity – “neurons that 

fire together wire together”. 

Make sure people given the 

opportunity to apply skills
(Hackathons, Sandboxes, Workshops)

Have a centralized Core 

Engineering ringfenced from 

day-to-day operations

Sidecar patterns can be powerful 

enablers when used correctly

Invest in Distributed Functional 

Tracing

Define an operating model & 

way of working that empowers 

SREs to be an SRE

Process

Extend your evaluation of 

Reliability to qualitative data 

received direct from the customer 

Start small and adjust as 

momentum builds

Observability enables internal 

digitization
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The End

Thank you
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