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Message from the 
SOUPS 2023 Program Co-Chairs 

Welcome to SOUPS 2023!

With the conference in its 19th year, our SOUPS community has collectively ensured an excellent and exciting conference 
program. With 33 papers accepted out of 147 submissions (22% acceptance rate), the technical program covers a wide range 
of topics within usable privacy and security. The conference also includes workshops, posters, lightning talks, mentorship 
activities, and a keynote.

In 2016, SOUPS became an independent conference body. For the last six years, we have partnered with USENIX for hosting 
and administrative support, a move that has enabled continued growth for the conference. We thank all the members of the 
USENIX staff for their work in organizing SOUPS and supporting our community. Their team has been fantastic at making 
the process seamless. 

In 2018, we co-located with the USENIX Security Symposium for the first time, and we have continued that co-location for 
2023. Co-locating the two conferences allows for interactions and shared ideas between SOUPS and USENIX Security at-
tendees. We have found this beneficial for both conferences and look forward to the opportunity again this year. After years 
of disruption from the pandemic, we are back to an all in-person format this year. We hope returning to this format will help 
you find SOUPS 2023 engaging and meaningful.

SOUPS relies on a range of volunteers for all of its activities. Steering Committee members provide oversight and guidance 
and are elected for three-year terms. Organizing Committee members help determine the conference content for a particular 
year, often serving two-year terms to facilitate the transition of knowledge. Technical Papers Committee members are chosen 
by the Technical Papers Co-Chairs each year. SOUPS is a product of the hard work by many people, starting with researchers 
who decide to submit their work to SOUPS, and including all of the SOUPS Organizers, the SOUPS Steering Committee, the 
technical paper reviewers, the workshop organizers, the poster jury, and the USENIX staff. We are grateful and thank each 
and every one of you for your contributions to SOUPS 2023.

Apu Kapadia has served as General Chair of SOUPS and Chair of the Steering Committee for 2023. Patrick Gage Kelley was 
appointed as Vice Chair in 2023. If you are interested in helping with SOUPS 2024 in any way, please contact Patrick.

SOUPS would not be possible without the generous support of our sponsors – thank you. Please visit our website to view the 
recipients of the SOUPS 2023 awards. Congratulations to all recipients for their outstanding work.

Patrick Gage Kelley, Google, General Co-Chair 
Apu Kapadia, Indiana University, General Co-Chair 
Katharina Krombholz, CISPA Helmholtz Center for Information Security, Technical Papers Co-Chair 
Rick Wash, Michigan State University, Technical Papers Co-Chair 
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An Investigation of Teenager Experiences in Social Virtual Reality from Teenagers’,
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Abstract
The recent rise of social virtual reality (VR) platforms has in-
troduced new technology characteristics and user experiences,
which may lead to new forms of online harassment, particu-
larly among teenagers (aged 13-17). In this paper, we took a
multi-stakeholder approach and investigate teenagers’ experi-
ences and safety threats in social VR from three perspectives
(teenagers, parents, and bystanders) to cover complementary
perspectives. Through an interview study with 24 partici-
pants (8 teenagers, 7 parents, and 9 bystanders), we found
several safety threats that teenagers may face, such as virtual
grooming, ability-based discrimination, unforeseeable threats
in privacy rooms, etc. We highlight new forms of harassment
in the social VR context, such as erotic role-play and abuse
through phantom sense, as well as the discrepancies among
teenagers, parents, and bystanders regarding their perceptions
of such threats. We draw design implications to better support
safer social VR environments for teenagers.

1 Introduction

Social virtual reality, also referred to as social VR, is a 3D vir-
tual environment where users can interact with others through
VR devices (e.g., VR headsets and controllers) [22, 41]. So-
cial VR experiences are unique compared to those offered by
other online spaces such as social media because of the fully
immersive experience through voice, touching, and grabbing
features using full-body or half-body tracking avatars [33].
Among all users, teenagers (between 13 and 17 years old)
have become one of the largest user groups in social VR.

* Elmira Deldari and Diana Freed contributed equally to this research.
Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
without fee.
USENIX Symposium on Usable Privacy and Security (SOUPS) 2023.
August 6–8, 2023, Anaheim, CA, United States.

Technology companies such as Meta are increasing their ef-
forts to bring more teenagers to their social VR platforms as
they represent the future of their user base [12].

Prior research has shown that teenagers face significant
safety and privacy risks in social VR. For example, teenagers
are exposed to violence, abuse, sexually explicit content, age-
inappropriate content, voice trolling, and scaring, among oth-
ers [35, 35, 48]. They are also exposed to traditional forms
of bullying and name-calling, as well as unique forms of
harassment that are specific to social VR, such as stalking
individuals across rooms or worlds [36].

Despite the risks noted in prior literature, our understanding
of teenagers’ experiences with social VR and how to protect
their safety, security, and privacy is still not comprehensive.
We add to the literature by filling two significant gaps. First,
prior research has been focused on a single perspective in
social VR (e.g., users, teenagers, etc.). However, as a complex
social environment, a typical social VR scene often involves
multiple stakeholders, such as teenagers themselves and other
adult users. This multi-stakeholder perspective has not yet
been addressed. These stakeholders co-exist and may interact
with each other in social VR. They may have different, even
conflicting perspectives on their social VR experiences. Such
perspectives may also have an impact on how they behave
themselves and respond to other risks and threats. Second, un-
like adult users who can purchase VR devices by themselves,
most teenagers receive VR devices as a gift from their parents.
A clearer understanding of whether the parents are aware of
the potential threats and risks their children may encounter
when using VR devices is much needed.

In this project, we take a multi-stakeholder approach to
study teenagers’ experiences in social VR from the per-
spectives of three distinct stakeholder groups: teenagers, by-
standers, and parents. Teenagers include youth who are be-
tween 13 and 17 years old. Bystanders encompasses users in
social VR who are not teenagers. Parents refers to parents
of teenagers who are social VR users. We aim to study the
following three research questions:
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• RQ1: What threats are teenagers exposed to in social
VR from the perspectives of teenagers, bystanders, and
parents?

• RQ2: What are the similar perspectives and tensions
among teenagers, bystanders, and parents regarding so-
cial VR threats?

• RQ3: What features do teenagers, bystanders, and par-
ents desire to combat safety threats in social VR?

To answer these research questions, we conducted an inter-
view study with 8 teenagers, 9 bystanders, and 7 parents. The
interviews focused on participants’ experiences in social VR,
their perceptions and perspectives of the safety threats, and
their mitigation strategies when facing these threats. Our anal-
ysis shows that some activities, such as Erotic Role Play (ERP,
a type of role-playing activity that includes users decorating
their avatars with components that have sexual orientation),
are present among teenagers, yet many teenagers seem to
have normalized such activities, and did not consider them
as threats. On the other hand, most bystander participants
evaluate the activities in social VR using the norms from our
physical world and identified many types of risks that may
jeopardize teenagers’ mental and physical health. Parents gen-
erally showed a limited understanding of the threats that their
teenagers may face in social VR, with many being aware of
only a few potential risks. Our results highlight the discrepan-
cies among the perspectives of three stakeholders, which may
lead to conflicting social norms in social VR and possibly
more significant risks for teenagers.

Our paper makes two contributions. First, we explored
teenagers’ experiences and safety threats from the perspective
of teenagers, bystanders, and parents. This multi-stakeholder
approach allows us to comprehensively examine our research
questions with complementary opinions and experiences. To
the best of our knowledge, this is the first study to conduct
interviews with three distinct groups with a particular focus on
their interactions with others and the identification of potential
threats in social VR. Second, this study provides insights
and design implications that aim to create safer and more
fulfilling social VR spaces for teenagers. By drawing from the
perspectives of parents, bystanders, and teenagers themselves,
these implications can inform the design of future social VR
platforms and other online social spaces.

2 Related Work

2.1 Social VR: Benefits and Drawbacks
In social VR, users can create avatars that represent them
in virtual spaces, then interact with others using their body
gestures through full-body tracking (i.e., the body movement
of a user’s avatar corresponds to the body movement of the
user in real-time) [7, 9, 57, 61]. This real-time embodiment

allows users not only to customize their avatars but also pilot
them with real-time gestures and motions [24]. In addition,
social VR allows users to connect with each other and gather
with friends from anywhere around the world and share ex-
periences and activities that would never be possible in per-
son [38,42]. For example, they can watch movies in Bigscreen
or play and/or create games in Rec Room. Another platform
called AltspaceVR, which shut down in March 2023, offered
varied activities such as interacting with people, attending
events, etc. [3].

On the other hand, previous studies have highlighted that
users of social VR platforms have experienced unpleasant
experiences or have seen inappropriate behavior in virtual
spaces. For instance, Blackwell et al. conducted an interview
study with bystanders and reported that embodiment and pres-
ence in VR spaces make harassment feel more intense, and
some features such as synchronous voice chat or avatar move-
ments could trigger the risk of potential harassment in social
VR [8]. Also, the results of Shriram and Schwartz’s quantita-
tive survey indicate that harassment was occasional in social
VR platforms and that those in female avatars reported experi-
encing it more [55]. Also, scholars have studied marginalized
users and how verbal and non-verbal communication could
lead to potential risks of online harassment [37].

Moreover, prior work has suggested that, among all users of
social VR, children and teenagers are the most vulnerable [8].
This is due to the fact that interaction dynamics between
adults and children in social VR introduce barriers, tensions,
and frustrations due to the co-existence of mixed ages in this
social space [35, 36]. Some adults have expressed concerns
for younger users in social VR because of the prominent ha-
rassment risks [35]. Researchers have also observed incidents
in which young people were exposed to inappropriate content
such as sex, alcohol, and virtual sexual assault [34].

2.2 Technology-Facilitated Harassment

Among all issues teenagers may face in social VR, harass-
ment is the one rising the quickest [14,30,49]. Abusive sexual
behavior could have a profound impact on young people’s
mental and physical health (e.g., anxiety, distress) as well as
on the development of their sexuality and social functioning,
both in the short term and long term [10]. With the devel-
opment of digital technologies, harassment and sexual abuse
have also raised significant legal issues such as viewing or
uploading indecent images of children or teenagers on the
Internet or consuming of other child sexual abuse materi-
als (e.g., text, images, child pornography, etc.) [27, 30, 63],
cyber-bullying [20, 56, 60], and cyber-grooming [19, 32, 47].
Moreover, technologies may make it easier to initiate, esca-
late, and maintain abuse in various contexts [29, 45, 54], such
as mobile devices [39], social media [45,50], gaming [11,29],
etc.

Numerous efforts have been made to combat online harass-
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ment in order to promote a safe environment for young users.
For instance, some technology companies have designed and
implemented various mechanisms to detect, prevent, and re-
port sexual harassment [6, 26, 44, 58]. Research has also high-
lighted the opportunity to use automated computational ap-
proaches for risk detection to support children’s online safety
based on machine learning models [1, 2, 4, 15, 25, 46, 53]. Ad-
ditionally, educational materials primarily targeted at parents
have been developed to keep them informed about how their
teens can stay safe when using social VR [43,52]. Researchers
have also been studying other ways to encourage teens to take
action when experiencing harassment, like seeking peer sup-
port [31].

In this study, we build on prior work and focus on under-
standing teenagers’ experiences and safety threats from the
perspective of teenagers, bystanders, and parents. These com-
plementary perspectives uncover nuances around teenagers’
threats and point at opportunities for designing safety features
and ensuring a safer and healthier virtual environment.

3 Methodology

To answer our research questions, we conducted a semi-
structured interview study with teenagers, bystanders, and
parents. We detail the study methodology in the following
sections. This study is approved by our university’s IRB.

3.1 Participant Recruitment
We focused on recruiting three groups of users: teenagers
(ages 13 - 17) who have experienced social VR, parents whose
teenagers have used social VR, and bystanders (ages 18+)
who actively engage on social VR platforms. In the context
of this study, we use “bystanders” to denote individuals who
are neither teenagers nor parents but may have witnessed
other teenagers’ interactions with others in social VR (similar
to [16] ). We do not consider bystanders in the physical world
who may stand next to users who use VR devices . In total, we
recruited 24 participants, including 8 teenagers (T), 7 parents
(P), and 9 bystanders (B). Table 1 includes participant demo-
graphic information and their social VR experience. Overall,
our participants represent diverse backgrounds in terms of
their age, occupation, and location.

We posted our recruitment flyer on popular online forums
(e.g., Reddit subforums such as r/VRchat, r/RecRoom, and
r/Oculus), online communities (e.g., Discord), and interest
groups on social media sites (e.g., Twitter and Facebook).
Before posting it to these sites, we sent our flyer and IRB ap-
proval letter to the corresponding platform/group moderators
for their review. We only posted the flyer after obtaining the
moderator’s approval.

Candidates who were older than 13 years and were inter-
ested in our study were invited to fill in a screening survey
through the link provided in our flyer. In the screening survey,

we asked about their social VR experiences, the VR head-
set devices they have used, their frequency of using social
VR, their ages, whether they have children, and if so, their
children’s ages.

Candidates with stable access to a VR headset and social
VR experience were eligible to participate as either teenagers
or bystanders. Teenagers were those who were aged between
13 and 17. Bystanders were general users in social VR who
are 18+ (we used “bystanders” rather than “users” as we were
interested in their experiences as bystanders of teenagers’ ac-
tivities). Candidates who had both access to a VR headset
and teenagers in their household who used social VR were
assigned to the “Parents” group. Although not required, all
parents in our study had at least one year of social VR experi-
ence.

We did not limit our recruitment to certain geographic areas,
as most social VR applications provide public places that
can be accessed by users from any region in the world. We
required participants to be able to communicate in English.

3.2 Interview Protocol

To accommodate the three participant groups, we framed the
same interview protocol differently to account for the three
different perspectives. Below, we describe the interview flow
using the teenager version as an example.

The interview protocol consists of three parts. The first part
focuses on the participants’ background information (age,
gender, etc.), their general VR experience, and their percep-
tions on social VR including their perceived benefits and
concerns. The second part focuses on participants’ behaviors
and activities in social VR. We ask about their interactions
with other users in social VR and how they approached/were
approached by them. We then ask participants why they in-
teract with other users and what their criteria are when they
chose friends in social VR. In the next section, we focused
on the risks and harms of social VR. We ask participants to
share any negative experiences they encountered. Based on
the participant’s responses, we would either follow up with
questions asking for more details or, if they did not have any
negative experiences or could not think of any, we would
ask whether they have encountered or witnessed any negative
incidents, their opinions, and their reaction or strategies to
navigate through those experiences. In the last section, we ask
them whether they would like to see any features on existing
social VR platforms.

3.3 Data Collection and Analysis

We conducted remote interviews via Zoom. The average inter-
view length was 60 minutes and participants who completed
the study received monetary compensation of USD $20 (or the
equivalent value in their local currency). All interviews were
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Group ID Gender Age Occupation Location Num. Kids Usage Experience Used Social VR Platforms

Teenager

T1 Female 17 Student USA 0 2 years
VRChat, Rec Room
Horizon Worlds

T2 Male 14 Student USA 0 2 years VRChat, Rec Room

T3 Male 17 Student USA 0 1 year VRChat, Rec Room

T4 Male 14 Student USA 0 2 years Rec Room

T5 Male 15 Student Lithuania 0 2 years Rec Room, EchoVR

T6 Male 13 Student USA 0 1 year Rec Room

T7 Male 13 Student USA 0 1.5 years VRChat

T8 Female 17 Student Belgium 0 2 years VRChat, Rec Room

Bystanders

B9 Non-binary 47 Full-time employee USA 0 1 year AltspaceVR

B10 Female 20 Caretaker USA 0 2.5 years VRChat, Rec Room

B11 Male 21 Student USA 0 1 year VRChat, Rec Room

B12 Female 22 Student USA 0 1.5 years
VRChat, Rec Room
HorizonWorlds, ChilloutVR

B13 Male 23 Music instructor Canada 0 5 years VRChat

B14 Female 21 Dance teacher Canada 0 3 years
VRChat, Rec Room
ChilloutVR

B15 Male 20 Student Japan 0 3 years
VRChat, Rec Room,
Horizon Worlds, ChilloutVR

B16 Female NA ASL teacher USA 0 3 years VRChat

B17 Male 23 IT engineer Brazil 0 1.5 years VRChat, ChilloutVR

Parents

P18 Female 29 Lab manager USA 1 1 year AltspaceVR

P19 Female 37 Housewife USA 8 1 year Rec Room

P20 Male 41 Teacher USA 1 1 year VRChat, Rec Room

P21 Male 35 Software engineer Hungary 2 5 years VRChat, Rec Room

P22 Male 45 Architecture Germany 2 2 years VRChat

P23 Male 53 IT project manager UK 2 2 years AltspaceVR, Bigscreen

P24 Male 35 Pharmacist/ASL teacher USA 1 3 years VRChat, AltspaceVR

Table 1: Participants’ demographics and social VR experience

audio-recorded upon participant consent and were then tran-
scribed using Zoom’s live transcription feature. We stopped
the interviews when we did not observe new findings across
all participant groups. As our study specifically focused on
gathering teenagers’ experiences from various perspectives,
we reached saturation with a relatively small number of par-
ticipants.

Next, one researcher manually cleaned all transcriptions
by correcting all mistakes generated. We then conducted a
thematic analysis to identify repetitive patterns and themes
in the interviews. Three researchers first selected one ran-
dom transcription from our teenager participants as a sample.
They closely read through the sample data several times to

immerse themselves in the data, and then coded the sample
independently at the sentence level using open coding. Upon
completion, the three researchers discussed the coding results
together and generated an initial codebook. They then re-
peated the same process on two additional samples, one from
the bystander participants and the other from the parent par-
ticipants. Through this process, the research team generated
3 separate codebooks, one for each participant group.

Following this initial coding, three researchers separately
coded the remaining data using the agreed codebook. New
codes that emerged from the data were added. In this process,
the research team met frequently to discuss the coding results,
and updated the codebook as needed. This process was done
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iteratively until all data was coded and full agreement was
reached on the data from all three participant groups. All
researchers then discussed and identified the themes for each
user group.

Since our coding process involved multiple iterations and
discussions and reached a full agreement, intercoder reliability
was not necessary [40]. Upon completing the thematic analy-
sis, the research team further compared the themes across all
three participant groups.

3.4 Ethical Considerations

Since our study involved teenager participants, we took extra
caution to ensure research ethics throughout the project, as
described in detail below.

First, we asked all teenagers to obtain a parent’s written
consent before they could participate in our study. When we
identified a qualified teenager from the screening survey, we
sent them an assent form to sign together with a consent
form for their parent to sign. To ensure that their parent was
aware of their child’s participation, teenagers were permitted
to participate in the interview study only if they returned both
signed assent and consent forms.

Second, before an interview with a teenager started, we
always asked for separate oral consent from their parent. This
is to verify that the teenager participants had indeed obtained
their parent’s permission to participate in our study.

Third, similar to the work done by Cranor et al. [13], when
a teenager and their parents all reached out to us, we delib-
erately selected either the teenager or one of the parents to
participate in our study (i.e., we only selected one participant
from each household, thus the teenager participant and parent
participant were not in pairs). This intentional setup was to
1) respect the teenager’s right to privacy, especially if they did
not want to share their experiences/opinions with their par-
ents; and 2) avoid potential embarrassment or conflicts among
family members after participating in our study. 3) When the
participants shared their experiences in social VR, especially
those that were deemed to be sensitive (e.g., experiences re-
lated to harassment), we reassured them that their responses
would be kept anonymous. We also instructed participants
that they could skip any questions if they preferred and doing
that did not influence their compensation.

3.5 Limitations

Our study has various limitations. For instance, we only in-
terviewed 8 teenagers, 7 parents, and 9 bystanders who are
English speakers. While we believe that our sample size is
sufficient for our study, we recognize that there may be other
types of safety incidents experienced by teenagers in social
VR that are yet to be discovered. Additionally, we did not
interview parents and children from the same family together

to understand family dynamics. As mentioned above, we in-
tentionally chose not to do so for ethical considerations.

4 Results

In this section, we present our findings on teenagers’ social
VR experiences. We focus on teenagers’ experiences and
potential safety threats from three perspectives: teenagers,
bystanders, and parents. This section follows the four ma-
jor themes we identified in our data analysis, including
participants’ general perceptions of social VR, teenagers’
relationship-building practices in social VR, teenagers’ safety
threats, and desired features. Given the qualitative nature of
our study, when reporting the results, we used the terms “a
few”, “some”, “several”, “many”, and “nearly all” to convey
the relative sense of frequency rather than using specific num-
bers, similar to prior work [18, 28, 62].

4.1 Participants’ General Perceptions of Social
VR

Our participants from the three user groups demonstrated a
consistent perception of social VR. Nearly all participants
used social VR apps as a leisure activity to socialize, play
games, and have intimate relationships in an immersive en-
vironment. Rec Room, VRChat, and AltspaceVR remain the
most popular platforms among our participants. They were
particularly drawn by several unique features of social VR
platforms, such as real-time interaction, facilitating multi-
modal communications (e.g., through voice, tone, body move-
ment, facial expression, etc.), and the lifelike social environ-
ment. Additionally, many participants indicated that the full-
body movement and the ability to support fluid non-verbal
communication alongside verbal communication contribute
to the unique experiences and made it more genuine to engage
in various activities. These results echoed the findings from
several prior work [21, 22, 36, 37], thus we only summarize
them briefly. In the following sections, we focus on the nu-
ances of this study and show teenagers’ experiences from the
perspectives of teenagers, bystanders, and parents.

4.2 Building and Maintaining Relationships in
Social VR

Compared to traditional 2D social networks, social VR pro-
vides a unique yet complex social environment, making it
more challenging for teenagers to navigate through it. One
common and fundamental activity relates to relationship build-
ing in social VR. Many teenager participants discussed how
they have built and maintained relationships with other users
in social VR, while many bystander and parent participants
provided their observations to further uncover teenagers’ prac-
tices.
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In particular, while half of the teenager participants were
able to bring their real-life friends into social VR for fun and
interactive activities, the rest of them sought connections with
new people. As a result, these teenagers were constantly in-
volved in frequent and spontaneous interactions with strangers
(i.e., people they have never met in real life). In this section,
we present teenagers’ strategies to develop and maintain rela-
tionships as well as their strategies to protect their own safety.

4.2.1 Various Strategies to Make Friends

Being in a complex social environment in social VR, teenagers
have developed their own strategies for building connections
with strangers. When approached by other users, teenagers
relied on several signals to decide whether to respond or not.

Appropriate avatar behaviors as a positive sign. With
limited information available to judge other users’ characteris-
tics, their behaviors became the primary factor in determining
whether one would be accepted as a friend in a virtual world.
The majority of the teenager participants reported that they
preferred to make friends with those who exhibit decent and
appropriate behavior. For example, T6 (13, male) mentioned
that he may look for individuals who appeared to be respectful,
kind, helpful, and avoid engaging in inappropriate or offensive
behavior:

“I talked to them if they helped me with something, but if
they’re rude, I normally try to stay away from them, and most
of the time in Gorilla tag, there’s this button where you can
mute people so that you don’t have to listen to them.” T6 (13,
male)

As T6’s example highlights, interacting with others in so-
cial VR could be a complex and challenging experience. He
developed strategies for interacting with others that prioritize
his own comfort and safety. Furthermore, T6 took proactive
measures to protect his own well-being such as muting rude
people in social VR to create a safe environment for himself.
In general, our teenager participants selected who they talk
with and chose to engage with people who are respectful and
not prone to use rude or offensive language.

Many bystanders and parents in our study agreed that
teenagers’ safety should be the top priority. Yet, as adult users,
bystanders and parents often focused more on engaging in
interesting conversations when they themselves were users.

Seeking peers from the same age group. Furthermore,
nearly all teenagers preferred to interact with a certain age
group in social VR. as most teenagers often felt a greater
sense of safety and comfort in forming friendships with users
of the same age due to their shared experiences, common
interests, and mutual understanding that come with being at a
similar developmental stage.

“I feel like it’s just easier to talk to my age. Because they
just usually play for fun portion and then the older group I
feel like it’s just harder to talk to. Because they’re just not

the same age, so they can’t relate to the things I do.” T5 (15,
male)

This perspective was further confirmed by many parents
and bystander participants. For example, several parents men-
tioned that it is safer for their kids to interact with their own
age group and peers. For example, P19 (37, female) com-
mented:

“I want my kids to kick it with their peers in virtual reality,
keep them safe and happy, by encouraging our children to
become friends with individuals who are their own age or
who they already know, we can provide them with a greater
sense of security and comfort in these virtual environments.”
P19 (37, female)

In this quote, she emphasized the importance of parental
involvement in keeping children safe and happy in social VR
and she suggested that parents encourage their children to
form friendships with individuals who are of their own age.
By doing so, children could establish clear boundaries for
communication and minimize the potential risks associated
with strangers interacting online. However, It should be noted,
that judging a user’s age through their avatar is very challeng-
ing, as in most cases, there is no reliable indicator of a user’s
age in their avatar. A user’s voice can be a reference, although
mistakes can still occur. We will further unpack this point in
the discussion.

Migration to cross-platforms to extend friendship. As
social VR remains a synchronous platform, maintaining re-
lationships becomes more difficult if the other users were
not online. Thus, among many teenager participants, it was
very common to migrate their interaction from social VR
to other platforms (e.g., Discord), as they believed Discord
offers a more convenient way to communicate with friends
and sustain their relationships outside of the virtual environ-
ment. Furthermore, Discord’s features to allow users to hide
their identity and personal information, as well as the option
to block individuals who make them feel uncomfortable or
unsafe, provided a sense of control and security that is highly
valued by many teenagers. T7 (13, male) commented on his
experience with Discord:

“I decided to get Discord because it was what my Rec
Room friends were using, and I just got it. And then I was like,
hey I like this. Now I spend a lot of time talking to my friends
about this. I’ll never give them my number or email. Because
that’s, like personal. But Discord, I feel like you can still hide
your identity.” T7 (13, male)

On the contrary, a few parents believed that using Discord
may cause additional risks to teenagers’ safety since they
believed that teenagers tend to share their personal informa-
tion more easily on Discord, which could potentially lead to
further risks. P20 commented:

“I was worried about my kid using Discord. I heard about
these predators on the internet that try to get kids to give them
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their personal information. And I thought, what if my kid gets
caught up in that.” P20 (41, male)

It is important to highlight that many other parent partici-
pants were not aware of the extended communication through
these external platforms. This discrepancy made it challeng-
ing to maintain teenagers’ safety. While most teenagers pre-
ferred to use other platforms to continue engaging with the
people they met in social VR and believed it would be safe to
do so, there was a lack of attention to these platforms from the
parent’s perspective. We will further discuss this phenomenon
in the discussion section.

4.2.2 Casual Activities to Enhance Relationships

Social VR offers a unique and immersive experience that
makes many seemingly unlikely social interactions possible
in a virtual world. Nearly all teenagers in our study discussed
their experiences of many different activities, such as play-
ing games, dancing, sleeping, etc. Among these activities,
some teenagers believed that casual activities (e.g., watching
movies, having virtual parties, etc.) were effective ways to
enhance the relationship among different users.

One popular activity that has been witnessed or experienced
by multiple bystanders and parents is virtual drinking. To
engage in this activity, one would enter a virtual bar that
simulated the experience of a real-life bar, allowing them to
socialize and spend time with their friends in a simulated bar
environment. Essentially, virtual drinking events inherently
serve as a social gathering that facilitates connections among
users. However, some of the bystander and parent participants
have expressed concerns about the involvement of teenagers
in these events, as these drinking events were open to all
ages and may nudge teenagers to drink in real life. Even
though they have not yet seen such incidents happening to
their teenagers, their concerns still exist. For example, P24 (35,
male) stated the appropriateness of the situation, especially in
the context of teenagers potentially being exposed to adults
getting drunk in social VR:

“I see a lot of adults in a lot of the drinking worlds, for
example, like the party drinking worlds, a lot of people seem
to have a really really hard problem with either alcoholism or
addiction [...] I worry about kids, as well, you know, because
kids are impressionable, and this game is filled with predators.
There are plenty of people who will take advantage of kids
while they are drunk, just in general.” P24 (35, male)

Furthermore, some parents further commented that those
who got drunk in social VR environments may engage in
behaviors that would be dangerous or intolerable in the real
world, such as harassment, which could be especially harmful
to teenagers. They may engage in inappropriate behaviors that
could harm or exploit children, such as sharing inappropriate
or explicit content or asking for personal information.

4.2.3 Safety Measures

As some teenagers appeared to be aware of the risks of
connecting with virtual strangers, they have developed and
adopted some measures to ensure their safety.

Use alternative identifications. One safety measure that
several teenagers reported employing was being cautious
about sharing their personal information. For example, in
T1’s (17, female) example, her approach of not sharing her
name with strangers was an effective way to protect her per-
sonal information and maintain distance from individuals she
did not know:

“I feel like I can trust strangers to a certain level, but I’m
not fully trusting. I’m not gonna tell my name. I’ll normally
just have my friends call me by my first initial when I’m online.
That is a common thing.” T1 (17, female)

From some parents’ perspective, they were concerned that
teenagers might not be able to properly manage the distance
with strangers and would possibly reveal personal information,
which may further lead to great risks. Some parents confirmed
such risks when interacting with strangers. P21 (35, male)
shared his daughter’s experience when she interacted with a
stranger (an adult) who tried to communicate with her. In this
case, he referred to the stranger as a “predator”:

“My daughter was in the VRChat and people asked her for
her address and if she has Facebook or Instagram. I don’t
want to judge anything, but at that moment, I thought there
may be a pedophile, preying on children. Like what grown
men ask like a child for Instagram and addresses just for
friendship?” P21 (35, male)

Using avatars for anonymity. Most of the social VR
platforms provide a variety of avatar options, including hu-
manoid avatar (e.g., AltspaceVR, VRChat, Bigscreen) or non-
humanoid avatar like an animal, superhero, or historical fig-
ure, or customized avatars from third-party platforms (only
supported in VRChat), etc. [61]. This is, for the most part,
designed for users to represent themselves in social VR. Some
teenager participants agreed that social VR avatars could fa-
cilitate friendships by creating a visual representation of users
that can be interacted with, allowing for greater immersion,
social presence, and connection between users. Additionally,
avatars facilitated nonverbal communication, such as gestures
and body language. This is particularly important for convey-
ing emotions, which are an essential aspect of human commu-
nication and are often difficult to express through text-based
interactions.

Interestingly, using avatars may also create a sense of safety
for some teenagers. In our dataset, several teenagers men-
tioned that avatars could provide people with a degree of
anonymity and allow them to express themselves freely with-
out revealing their real identities. This sense of anonymity
made them feel more comfortable and less self-conscious,
enabling them to build relationships with others more easily.
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As T1 (17, female) mentioned, using avatars made her feel
safer:

“I feel safer because it’s not really a high risk. You don’t
really know who I am, you don’t know where I live. You don’t
know what it looks like, it just feels safer having those cool
avatars to represent you!” T1 (17, female)

4.3 Teenagers’ Safety Threats
Prior work has suggested various types of threats in social
VR, such as sexualized language, hate speech, visible sex-
ual gestures, and so on [8, 23]. We continue to explore the
safety threats that teenagers may face. In particular, our multi-
stakeholder approach allowed us to explore not only teenagers’
experiences but also the observed incidents from bystanders’
and parents’ perspectives. As a result, some of the following
threats were reported by teenagers directly while others were
observed by either bystanders or parents.

4.3.1 Sexual Harassment Through Erotic Role-Playing

Erotic Role-Play, or ERP, is a type of role-playing activity
performed mostly or exclusively for sexual behavior and in-
tentions. To do this, users would customize their avatars and
decorate their avatars with symbols or components that have
a sexual connotation.

Our teenager participants did not report their own expe-
riences with ERP. However, some bystanders and parents
repeatedly reported examples of ERP based on their expe-
riences and how teenagers were engaged in ERP-related
activities in social VR. They raised concerns about teenagers’
access to adult-only ERP chats and content, such as virtual
sex, lap dancing, etc. These activities were designed only for
adults and would need to be accessed through private links on
external channels (e.g., on Discord). However, these external
channels were not associated with social VR applications and
thus, were not restricted by the policies on social VR apps.
As a result, teenagers were able to access such content easily.

For example, B11 (21, male) shared that while ERP ac-
tivities were not published in public rooms, teenagers could
still access them through quick searches in Discord channels
or similar platforms, after which they would then ask for an
invitation. He shared the time when he learned a teenager
who got involved in ERP from a report :

“I follow some reports. I think he was just a 15-year-old
who reached out to someone who did ERP [through Discord],
and he released his age to the person in the ERP but still went
through it. They allowed him to have some sort of ERP, even
knowing his age.” B11 (21, male)

Another example further suggested an alarming fact that
even though the harassment activities happened in social VR,
they started from places other than social VR. The safety mea-
sures and policies in the social VR platforms, regardless of

their effectiveness, did not cover these external spaces, which
may cause invisible threats to teenagers. Another bystander
commented on this point:

“I think that it’s accessible because it’s as easy as a click
of a button. If a teenager found out that there’s a community
for ERP or lap dancing, they could join the discord and figure
out how to get in or something.” B12 (22, female)

Relatedly, to enable erotic role-playing (ERP), one would
need to have customized avatars through third-party plat-
forms/software (e.g., Blender, Unity), and then import their
avatars to social VR platforms (e.g., VRChat). Users are not
obligated to adhere to any specific rules regarding the appear-
ance of their personalized avatar on third-party software un-
less they need to meet certain technical requirements (e.g., rig-
ging, polycount, textures, materials, and model format). Thus
they are free to use any design, such as sexual components,
insulting language, etc. These avatars may be inappropriate
for teenagers to be exposed to.

4.3.2 “Feel” Virtual Harassment Through Phantom
Sense

Phantom sense is a phenomenon caused by immersion in a
VR environment where a user’s brain tricks their physical
body into feeling touch sensations on their virtual body in vir-
tual environments. This phenomenon arises from the mind’s
confusion between reality and the virtual world. For example,
when a user gets close to a fire in VR, their body will feel the
heat. Usually, users can trick their minds to believe it is real
and gain the ability to actually “feel” things in VR. Generally,
there are different types of phantom senses - touch, smell,
warmth, pain, etc., and every user can feel them, but some
are more susceptible than others. It should be noted that with
proper training, a user can make their phantom sense stronger
and start feeling things and objects inside virtual reality.

While phantom sense can be used to intensify the emotion
and joy of social VR activities, it may be misused by some
malicious users for their own advantage. In our study, some
teenager and bystander participants reported their experience
of being harassed through phantom sense. T8 (17, female)
shared her example:

“I have phantom sense on my arm, forehead, and nose too.
It’s not good to have it though. I regret mentioning I had it. If
people know about it, a lot of them will abuse me. It feels like
someone is scratching me, it’s itchy ... I took off my headset
like it makes me feel uncomfortable when they get close.” T8
(17, female)

Relatedly, a few bystander participants reported an alarm-
ing fact: they reported that some teenagers took advantage
of phantom sense and harassed other users without knowing
the real consequences of it. For example, B10 (20, female)
observed that when a female user talked about her phantom
sense, a few other teenage boys in Rec Room started to touch

8    Nineteenth Symposium on Usable Privacy and Security USENIX Association



her body. This particular incident becomes alarming since
teenagers, without proper guidance and rules in social VR,
may flip their role from victims to predators without realizing
it. She explained:

“I know quite a few people whose phantom sense becomes
second nature to them to feel the things that they see happen-
ing to them. And don’t ever say that you have phantom sense,
because teenagers will do things to you against your will. I’ve
seen it happen so many times in Rec Room that someone’s
talking about her phantom sense and as soon as you hear
that everyone flocks to that person trying to find out who has
it. They start touching her boobs, they start trying to rub her
down there. They try kissing her or touching her neck.” B10
(20, female)

In B10’s example, she highlighted that teenagers may not
have the maturity to regulate their behaviors in social VR,
which could cause a risk for others who have a phantom sense
to feel hurt in the physical world.

4.3.3 Physical Aggression

Virtual physical aggression. Physical aggression is behav-
ior causing or threatening physical harm toward others. It
includes hitting, kicking, biting, using weapons, and breaking
toys or other possessions [17]. In our study, some teenagers
reported various cases in which they were involved in phys-
ical aggression. For example, T5 (15, male) explained his
experience with a team-based game in social VR:

“It’s a team-based game where four people versus the
other four people and I’m on one team and I kill one of their
teammates, and the teammate starts being toxic and stuff,
and the whole team just targets me, and hits my avatar, only
because I killed their teammate.” T5 (15, male)

In this case, neither our participant nor the other players in
the game were physically hurt. However, the experience that
our participant went through was disturbing. Such incidents
became even more concerning considering the interconnec-
tion between physical aggression and violent behaviors, as
research has shown that exposure to violent VR content could
lead to elevated levels of aggression [51], posing long-term
impacts on teenagers’ mental health.

Parents normalize physical aggression. Interestingly,
some parent participants held a different opinion regarding
such physical aggression. They seemed to have normalized
physical aggression and considered it as a normal aspect of
playing virtual games. For example, P22 (45, male) mentioned
that such behavior should be accepted as part of the gaming
experience:

“So far, the only thing they [my kids] told me is that their
thought on somebody who destroyed their house in Minecraft.
Stuff like that happens in gaming. So somebody beat them in
a game all the time and they were angry, but that’s normal. ”
P22 (45, male)

P22 later suggested that he was also aware of the potential
negative impacts of aggression and was taking steps to address
it by asking his kids to share their experiences with him. As
researchers, we believe that more active actions are needed to
stop aggression from happening, as exposure to aggression in
video games can have negative effects on children’s behavior
and social development [5]. We will further unpack this point
in the discussion section.

4.3.4 Virtual Grooming Using Avatars

Grooming is one particular type of threat that can be difficult
to identify by teenagers, as they are typically the victims
without realizing it. Grooming refers to the situation in which
an adult manipulates or abuses children or teenagers through
building relationships and trust [19,32,47]. In our study, some
bystanders shared their observations which they considered as
grooming. For example, B10 (20, female) shared an example
in which she unsuccessfully tried to help a 6-year-old boy:

“[PlayerID] admitted that he was looking for younger girls
to be friends with, and he was 35. He had this 6-year-old,
eating out of his hand. He groomed her into thinking that he
was her friend and that she could only trust him, and I tried
to help her. I tried to tell her this guy is a predator but she
didn’t believe me, she was too far gone.” B10 (20, female)

This was an alarming example. Existing social VR plat-
forms generally have a suggested age limit for their users (e.g.,
the age requirement for VRChat is 13 years or older [59]). Yet,
children younger than 13 still accounted for a large percent-
age of the user base. Thus, users with malicious intentions
may easily take advantage of them through grooming. Fur-
thermore, avatars hide the real identity of the people behind
them, making it difficult to identify the adults and their inten-
tion. As a result, trust can be built through some innovative
ways, such as using a child’s favorite avatar. P18 (29, female)
provided an example:

“I just feel in a virtual reality setting, kids are more suscep-
tible to manipulation. You can make that avatar something
similar to a character that the younger kids would love. I
would expect that to happen in VR, and any form of that, I
would consider abuse and manipulation.” P18 (29, female)

4.3.5 Potential Threats in a Private Room

In social VR, users can create or join private rooms, which are
invitation-only spaces. The purpose of these private rooms is
to provide a more controlled environment for users to inter-
act and engage in activities. To understand the dynamics in
private rooms, it is necessary to talk to people who have expe-
riences in these rooms. In our study, several teenagers, parents,
and bystanders have been invited to join private rooms, and
their experiences pointed to potential threats to teenagers’
safety. For example, P23 (53, male) shared a case in which
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teenagers were invited to watch adult content in a private room
in Bigscreen (a social VR app that supports movie sharing)
and faced unforeseeable risks:

“I’ve seen it [adult content] quite a few times on Bigscreen.
Adults will ask a child to join them in a private room and send
a link to it. Or they’ll open a room, then make it private when
you’re in there [...] I’ve seen porn movies in open rooms in
Bigscreen. They’re supposed to be safe so children don’t see
them. But they’re not.” P23 (53, male)

When facing threats in private rooms, some teenagers were
able to identify, then responded proactively to combat the
threats. For instance, T5 (15, male) witnessed a situation in
which an adult user tried to lure a teenager into a private
room in Echo VR. He quickly recognized the threat and took
immediate action by reporting this adult user:

“I was chatting with a guy in Echo VR and an older man
teleported in and talked to another player who was a boy.
When I got closer to them, the older guy went quiet, he was
trying to take the young kid to the private lobby to keep talking
to him after I confronted him, I reported him.” T5 (15, male)

As suggested by these examples, in private rooms,
teenagers’ threats and possible mitigation strategies may not
be obvious to users and remain ineffective. We will discuss
the implications in the discussion section.

4.3.6 Ability-Based Discrimination

Occasionally, the social VR environment was lacking inclu-
siveness, as reported by our participants. A few teenagers
reported that they have witnessed incidents in which other
users discriminated against some teenagers with disabilities.
They highlighted the possibility that those users may not rec-
ognize the challenges that teenagers with disabilities may
experience in social VR, and their seemingly joking behav-
iors may lead to discrimination, which negatively impacted
the experiences of teenagers with disabilities. For example, a
teenager described an incident in which another teenager with
a speech disorder was discriminated against by other users:

“I’ve seen a kid that had speech disorders or speaking
disabilities, he did speak weirdly, like he did not spell some
word properly and they would go up to him and would make
fun of him and ask why he has it.” T7 (13, male)

4.4 Desired Safety Features in Social VR

Similar to previous studies that have focused on marginal-
ized users (e.g., members of the LGBTQ community or
women) who have used nonverbal communication (e.g., spe-
cific gestures) to protect themselves from potential harass-
ment, [37, 48], our study explored several safety practices
commonly used by our participants, such as reporting to the
platforms, banning/muting/blocking other users, making other

users invisible (e.g., using Personal Space Bubble), and as-
sessing other users’ trustworthiness before interacting with
them (e.g., through Trust Rank). In this section, we present
some nuances regarding participants’ desired safety features.

Age matching mechanism. Many teenagers and bystanders
often preferred to interact with others from a similar age
group, while some parents preferred their teenagers to do the
same. Our participants believe that matching players in public
games based on their age may have a very positive impact on
the social VR community by reducing undesired safety risks
and harassment. As a teenager illustrated:

“I would probably try to separate it, like having two dedi-
cated games, one for children and then one for adults. I think
that would help mitigate harassment or even make it even
easier to track who’s harassing who and maybe make the
discipline.” T6 (13, male)

This age matching system was one of the most favored
safety features by the majority of participants, yet it is impor-
tant to acknowledge that implementing such features could
inadvertently provide opportunities for predators. For exam-
ple, predators could potentially exploit the system by report-
ing to be a kid, gaining approval from the platform, and then
accessing a kid-only environment.

Age verification. To facilitate the age-matching process,
another relevant safety feature is age verification. Some par-
ticipants were looking for a feature in social VR platforms
to ensure that a predator could not fake their age to access
children’s rooms and vice versa. For example, P24 (35, male)
suggested that the platforms should ask for photo ID to con-
firm the identity and the age of the users:

“I’m hoping for a way to verify your age. So like a passport
or something to verify that you’re actually over the age of
13, so that minors don’t get targeted by older audiences. I
feel like kids should play with other kids and then everybody
should play with their own age group.” P24 (35, male)

Sexual harassment history indicator. As mentioned above,
a banned user may create a new account and continue using
the service. One safety feature that could remediate this issue
would be to have an indicator on users’ avatars regarding their
harassment history. For example, P23 (53, male) suggested
that the avatar of a previously banned user may include an
indicator (e.g., a badge) to show their prior harassment record
in the platform as a warning to other users:

“I feel like those who have been banned for sexual assault,
or sexual behavior in a public area, should have some kind of
mark on them [their avatars]. Like a sexual predator predictor.
I feel like that would definitely help the community and maybe
even discourage sexual assault.” P23 (53, male)

This feature was highlighted by a few participants as a
potential strategy to identify predators. While it may initially
appear to be a promising approach, it is crucial to recognize
that its implementation could inadvertently raise new forms
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of harassment within the platform. For instance, users may
specifically target or launch attacks against individuals who
display this indicator, resulting in unpredictable consequences.

Parental control and involvement. Some participants high-
lighted that a significant part of child safety lies with their
parents. Thus, some participants recognized the importance
of having parental controls, such as limiting children’s play-
ing time, limiting the number of social VR platforms used
by their children, etc. Our participants also suggested that
parents need to be more engaged in their children’s activities
and be aware of the people they socialize with in social VR.

5 Discussion

As we move into an increasingly digital world, the realm of
virtual reality (VR) has become an important area of focus
for Human-Computer Interaction (HCI) studies. The rise of
social VR presents new and unique challenges, particularly
regarding the potential risks associated with its use. While
previous HCI studies have explored these risks, it has been
noted that most of these studies have only focused on a single
group of users, such as young adults or bystanders [8, 23, 55].

Our study endeavors to explore teenagers’ social VR expe-
riences from the perspectives of teenagers, bystanders, and
parents, who are all essential stakeholders in social VR ecosys-
tems. This multi-stakeholder approach takes advantage of
the unique experiences and perspectives of each stakeholder
and provides different yet complementary angles to under-
stand teenagers’ experiences and identify potential threats
in social VR. Our results revealed a number of threats that
teenagers may face in social VR. Some of the threats came
from teenagers’ experiences while others were observed by
bystanders and parents. In this section, we reflect on our find-
ings and further discuss how these findings shed light on
nuanced forms of threats and social norms. Based on these
findings, we also discuss the implications of designing safe
and healthy social VR platforms as safe spaces.

5.1 Categorizing the Sources of Teenagers’
Safety Threats

Our results suggested different types of safety threats that
teenagers may face in social VR. Upon further examining
these threats, we started to note the causes of these threats
and grouped them into the following categories.

Discrepancies among the perceptions and experiences
of teenagers, bystanders, and parents. Our data suggested
teenagers, bystanders, and parents constantly held different
opinions and/or experiences towards the same activities. Such
mismatch may have led to some hidden threats which may
not be obvious otherwise. For example, in the case of building
connections with strangers in social VR, most of our teenager
participants have normalized this action to be a fundamental

aspect of social VR, yet parents and bystanders pointed out
cases in which teenagers may face privacy and security risks
due to the interaction with strangers. In the example of virtual
grooming, our teenager participant built trust with the preda-
tor easily, yet bystanders who observed the situation tried to
help the teenager but were refused, leading to greater risks
of being harassed by the predator. In the example of physical
aggression, our teenager participant who experienced physical
aggression had disturbing feelings, yet their parent believed
that it was an integral part of the game experience in social
VR. When these discrepancies exist, teenagers would either
not accept the help offered by others (since they believed that
risks did not exist) or not ask for help when needed (since
other stakeholders may not care about it). It became difficult
to convince others to take proactive action and mitigate the
potential risks.

Lack of social norms in social VR. Social norms, behav-
iors, and values in the physical world are shaped by social-
ization processes, cultural contexts, laws and policies, and
broadly-acknowledged values. Similar to our physical world,
social VR also represents a complicated social space that in-
cludes different types of users, events, and activities. Yet, the
norms in our physical world may not necessarily translate to
social VR environments. In fact, social VR did not seem to
have established social norms that users follow to maintain
a proper environment. For example, in the case of drinking
alcohol in a bar, teenagers would not have access to an actual
bar due to the age restriction. Yet, the lack of social norms
in social VR made it possible for them to access the virtual
bar and participate in activities, some of which might be inap-
propriate for teenagers (e.g., some teenagers were nudged to
drink alcohol in real life). In the case of ERP, teenagers may
also be exposed to sexual content (e.g., avatars with sexual
symbols or signifies), which was against the established social
norms in the physical world yet remained popular in social
VR. We consider these types of threats as “hidden threats”,
which could be easily overlooked otherwise.

A challenge in identifying and defining social norms within
social VR lies in its inherent anonymity. When users embody
themselves through avatars, specific identity information (e.g.,
gender, age, and preferences) may be lost. However, the norms
users are used to in the physical world are largely based on
users’ identity, and thus, are no longer effective in social VR.
Future work should investigate human behaviors in social VR
and help establish/identify appropriate social norms to ensure
a healthy VR environment for teenagers.

Technological limitations and barriers. As social VR
is evolving and not sufficiently mature, it also creates some
technical limitations for users. For instance, moderators play
an essential role in social VR, particularly in case users need
help. However, moderators were not readily available in pri-
vate rooms where safety threats were quite common. Instead,
the responsibility of moderation is often left to the owner or
creator of the private room who may not have the experience
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to effectively manage the dynamic of the environment. As
a result, these private rooms can inadvertently become safe
havens for predators to engage in harmful activities, such as
grooming, bullying, or exploitation of teenagers.

Additionally, VR devices also introduce limitations by pro-
viding an enclosed first-person experience only to the user. As
such, our parent participants generally lacked participation in
their children’s VR activities. In fact, only a few parents in our
study stated that they regularly played in VR with their chil-
dren. Currently, social VR platforms do not support ad-hoc
recording or checking history functions, making it difficult
for teenagers to document their experiences and for parents
to learn about these incidents. As such, this limitation further
deepens the perception gap between teenagers and parents
and may potentially cause more harm in the long run.

Finally, the immaturity of social VR ecosystems also con-
tributes to teenagers’ safety threats. For example, the pro-
cess of avatar creation and customization also introduced
further limitations. In our study, participants who wanted to
customize their avatars needed to turn to third-party software
or platforms (e.g., Unity, Blender). However, those platforms
did not have proper guidelines or validation mechanisms to
regulate the process. Social VR platforms also did not have
power over these third-party platforms nor provided mecha-
nisms to filter customized avatars other than some technical
limitations (e.g., customized avatars cannot exceed certain
sizes). As a result, users can freely create and utilize avatars
to meet their individual needs which could potentially turn
their avatars into vehicles of harassment (e.g., ERP).

5.2 Design Implications

Designing age-specific matching mechanisms for social
VR. We propose the implementation of an age-matching sys-
tem for social VR platforms, considering the significant usage
of these platforms by teenagers and children. As highlighted
in section 4.4, our participants expressed a strong preference
for interacting with peers of a similar age. While some plat-
forms offer junior accounts, the existing age verification sys-
tem falls short of ensuring the accuracy of users’ real age.
We suggest that platforms consider implementing parental
consent as a means of age verification. For instance, during
the account creation process, the platform could send a link
to the parents’ phone that when clicked can allow them to
sign a consent form. Moreover, while we acknowledge the
possibility of users attempting to fake their age, additional
ongoing monitoring measures can be put in place. These mon-
itoring measures could involve the use of algorithms to detect
suspicious behavior or inconsistencies in user profiles such as
being reported multiple times or sending many unnecessary
messages. By flagging potential discrepancies or anomalies
in user activity, the platform can prompt further verification
checks to ensure the accuracy of the user’s age information.

Enable recording in social VR. We believe that it would

be beneficial to incorporate a feature that allows users to share
evidence with social VR moderators in case of unsafe and/or
uncomfortable experiences. We propose the implementation
of an “emergency button,” similar to the screen recording
functionality in the Zoom video conferencing software, to as-
sist teenagers to request help when experiencing harassment,
aggression, or other unsafe incidents in social VR. Activat-
ing this button would initiate the automatic audio and video
recording of all activities within the user’s vicinity, providing
valuable evidence for future reference. It should be noted that
to avoid abusing such a feature, the recorded media must be
securely stored (ideally locally in VR headsets) by the social
VR platforms and should be made exclusively accessible to
the system moderators who can review them and take appro-
priate actions. Furthermore, the platforms should promptly
notify moderators and parents when a user uses this feature
to ensure their well-being.

Supporting non-tech-savvy parents and guiding chil-
dren’s social VR experiences. Concerns over the safety of
teenagers in social VR have prompted many parents to seek
further education in this field given their limited familiar-
ity with the platform. To this end, one effective approach
to address this need would involve updating existing safety
education resources to include a dedicated VR component
highlighting the potential risks and threats. Such materials
could help raise awareness of harassment and sexual abuse
issues in social VR among parents and their children and the
same time equip children with the necessary knowledge to
safely use social VR.

6 Conclusion

Social VR platforms have become increasingly popular in
recent years among teenagers, yet safety issues such as ha-
rassment and sexual abuse continue to be significant concerns.
This paper aims to investigate teenagers’ experiences in so-
cial VR through three different perspectives, with a specific
focus on harassment issues. Through an interview study with
8 teenagers, 9 bystanders, and 7 parents, we identified several
threats for teenagers in social VR, including grooming and
manipulation in private worlds. We also highlight new forms
of harassment in social VR, such as Erotic Role-Playing and
through phantom sense. Our findings provide a better under-
standing of the risks faced by teenagers in social VR and
offer insights to design safer and more fulfilling experiences
for them. We hope that our study contributes to the ongoing
efforts to create safer social VR environments for teenagers.
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8 Appendix

8.1 Interview Protocol (Parent and Bystander)

8.1.1 Demographics

1. What gender do you identify yourself as?

2. How old are you?

3. What do you do for a living?

4. How many children do you have?

5. How old are they?

6. What types of devices do they have?

7. Which child(ren) uses VR?

8.1.2 Background

8. When did you buy your VR headset? Why?

(a) What are the things you consider when buying a
headset?

(b) Have you ever tried it yourself?

(c) Can you describe your experience?

9. Do your kids use VR? What do you think your child
generally uses VR for?

(a) How often do they use VR?

(b) When was the last time your child used VR?

(c) Do you know what they did?

10. In general, what do you think of VR?

(a) Do you see any benefits of VR?

(b) Do you have concerns about VR?

(c) Have you ever heard of or experienced anything in
VR that makes you frustrated?
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8.1.3 Behaviors in VR

11. Have you ever heard of/used any social VR applications?

(a) Can you provide some examples?

(b) When was the last time you used *** (social VR
apps)?

(c) Can you walk us through what you did?

(d) (Specifically, we want to follow up to see if they
have ever interacted with anyone, like chat, talk, or
other types of interaction) Did you interact with
anyone?

(e) If so, how? Did you approach them or the other
way around?

(f) What did you do? Why?

(g) In this case, do you think the person you talked to
is someone that can be trusted? Why?

12. (For parents) Do you know whether your child uses so-
cial VR or not?

13. What do you think about the idea of having your child (or
teenagers) interact with other people in a virtual space?
Would you support that?

14. From your perspective, what would be the reason why
your child (teenagers) would like to interact with others
in social VR?

15. In general, do you feel social VR is a safe place for your
child? Why or why not?

8.1.4 Risks and Harms

16. (For parents) Do you know whether your child has any
friends in social VR?

(a) How did that start?

(b) Are you supportive of these?

(c) In fact, related to the last question, have you
ever talked to your child regarding how to decide
whether to interact with someone in social VR or
not?

(d) Do you have any rules or guidelines you follow?

17. (For parents) Has your child ever encountered any risks
or harms when they use social VR?

(a) How did you find out about it?

(b) (If yes) Can you tell us a little bit about what hap-
pened? What did you do?

(c) (If no) Have you ever seen any negative experi-
ences happen to other people, like other kids or
from other parents, or from the news?

(d) Are there any signals you are looking for?

18. Have you ever encountered any negative experiences
yourself or have you ever seen anything when you use
it?

8.1.5 Safety by Design

19. Are you aware of any features or functions in social
VR apps that can help ensure your safety when you are
playing?

20. From your perspective, is there anything to be done to
ensure the safety of the social VR space?

21. Now, imagine that you have a superpower that can be
used to do anything. What changes would you make to
the social VR apps you have used? (prompt: think from
policy, technology, feature, design, etc.)

8.1.6 Wrap Up

22. Is there anything else you’d like to share?

8.2 Interview Protocol (Teenager)

8.2.1 Demographics

1. What gender do you identify yourself as?

2. How old are you?

3. What grade are you? Out of school? Working/college?
(Depending on the age of the participant)

8.2.2 Background

4. Do you own any VR headsets?

5. What do you generally use VR for?

6. How often do you use VR?

(a) When was the last time you used VR?

(b) Can you tell us what you do?

7. In general, what do you think of VR?

(a) Are there any cool factors?

(b) Do you have any concerns?

8. Have you ever gone through anything in VR that makes
you frustrated?
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8.2.3 Behaviors in VR

9. Have you ever used any social VR applications?

(a) Can you provide some examples?

(b) When was the last time you used *** (social VR
apps)?

(c) Can you walk us through what you do?

(d) (Specifically, we want to follow up to see if they
have ever interacted with anyone, like chat, talk, or
other types of interaction) Did you interact with
anyone?

(e) If so, how? Did you approach them or the other
way around?

(f) What did you do?

10. In general, why do you talk to other people in Social
VR?

(a) (If they have done that before in the prior case) So
you mentioned that last time you talked to someone,
is that for the same reason?

11. How did you decide who you can talk to and who you
don’t want to talk to?

(a) (If they have done that before in the prior case) In
that case, do you think the person you talked to is
someone that can be trusted? Why?

12. In general, do you feel safe in social VR? Why or why
not?

8.2.4 Risks and Harms

13. Have you ever encountered any negative experiences
when you use social VR?

(a) (If yes) Can you tell us a little bit about your expe-
rience, if you are comfortable? Please be assured
that no one beyond our research team can hear what
you said.

(b) What did you do?

(c) (If no) Have you ever seen any negative experi-
ences happen to other people, like your friend or
someone else in the social VR apps?

(d) (If yes) Can you tell us a little bit about what hap-
pened?

14. Have you ever been approached by some other people
in social VR apps, especially those you don’t know?

(a) (If yes) What did you approach you for? Can you
talk a little bit about the scenario?

(b) What did you do? Why did you do that?

(c) How do you decide whether to respond to this per-
son or not?

15. In fact, related to the last question, how do you decide
whether to interact with someone in social VR or not?

(a) Do you have any rules or guidelines you follow?

(b) Are there any signals you are looking for?

8.2.5 Safety by Design

16. Are you aware of any features or functions in social
VR apps that can help ensure your safety when you are
playing?

17. From your perspective, is there anything to be done to
ensure the safety of the social VR space?

18. Now, imagine that you have a superpower that can be
used to do anything. What changes would you make to
the social VR apps you have used? (Think from policy,
technology, feature, design, etc.)

8.2.6 Wrap Up

19. Is there anything else you’d like to share with us?
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Abstract
In this study, we interviewed 22 prominent hacktivists to learn
their take on the increased proliferation of misinformation
on social media. We found that none of them welcomes the
nefarious appropriation of trolling and memes for the purpose
of political (counter)argumentation and dissemination of pro-
paganda. True to the original hacker ethos, misinformation is
seen as a threat to the democratic vision of the Internet, and
as such, it must be confronted head on with tried hacktivism
methods: deplatforming the “misinformers” and doxing their
funding and recruitment. The majority of the hacktivists we
interviewed recommended interventions for promoting misin-
formation literacy in addition to targeted hacking campaigns.
We discuss the implications of these findings relative to the
emergent recasting of hacktivism as a defense of a construc-
tive and factual social media discourse.

1 Introduction

Steven Levy’s portrayal of the hacker culture in his 1984 book
Hackers largely remains the most influential reference to the
public’s general view of hackers [45, 67]. Recasting them
as Robin Hood-style activists committed to a democratic vi-
sion of the Internet [101], Levy asserts that the hacker ethos
embodies several sacrosanct postulates to the public good, no-
tably that: (i) all information should be free, and (ii) authority
should be mistrusted and decentralization promoted [67].

Later-day Internet hackers shifted towards an ideology ori-
ented around autonomy in cyberspace. In this view, the Inter-
net is seen as a politicized, public, information sharing space
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and as a valuable weapon against the neoliberal elites, who
they see as responsible for economic and social disarray [40].
In other words, hacktivists took a front against the “neolib-
eralism” or the sociopolitical right-of-center positioning of
individualized, market-based competition as the preferred
governing principle for shaping human action in all areas
of life – including the Internet – both at the individual and
collective, societal levels [122]. Turning Internet activism
into a form of socio-political resistance online [60] enabled
a functional selection of issues that no longer necessitated
lengthy preparations [77]. This, in turn, resulted in almost
instant convergence and coordination of activities in response
to the issues of interest. These campaigns in turn generated
significant public visibility via coverage by mass media (e.g.
television, newspapers, magazines, and radio) [49].

The Internet activism bifurcated to online campaigns con-
cerned with the protection of the Internet as a relatively un-
regulated and unowned space (e.g. Anonymous, WikiLeaks,
Snowden [23, 118, 120]) and online campaigns concerned
with the protection of human rights and the environment (e.g.
the Occupy movement, Arab Spring, Pirate Party [61, 84]).
The former activism – or hacktivism – is often anonymous,
performed in secret, and operates with a kind of impunity
thus far afforded by networking technologies [121]. The latter
activism – or hashtag activism – is usually public, openly
leverages the Internet for political mobilization, operates pri-
marily on the streets, and is subject to the dangers of crowd
violence, harassment, and arbitrary arrest [104].

Hashtag activism historically utilized various technologies
like petition websites (e.g. MoveOn.org for organizing po-
litical protests) or e-mail communication (e.g. Tea Party’s
campaign to reduce government spending and taxation) [18],
but the advent of social media sites like Twitter, Facebook, and
YouTube dramatically accelerated the self-organization and
participation in the sociopolitical struggle (e.g. the #Black-
LivesMatter and #SchoolStrike4Climate movements [37]).
For hashtag activism there is a historical and ongoing essential
dependence on social media [58]. The relationship between
hacktivism and social media, however, is more complicated.
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Hacktivists, in contrast, have hacked various technologies
to defacing websites [102], broken into systems to “leak”
private documents and “dox” individuals [118, 123], and
have overwhelmed systems with traffic to cause a Denial-
of-Service (DOS) [85]. Hacktivists’ foray in social media
mirrors these actions as campaigns were undertaken for hi-
jacking/defacement of social media accounts (e.g., Anony-
mous’s #OpKKK campaign [134]), doxing individuals on
Twitter (e.g. the students of Covington High School [72]), and
DoS Twitter topics (e.g. #IranTalks campaign [90]). But hack-
tivists also hacked the social media affordances for content
amplification (e.g. StayWokeBot [39, 106]), early instances
of trolling (e.g. Rickrolls [105]), and sharing memes (e.g. Lol
Cats on 4chan [23]).

Despite the intuitive versatility of social media for such
subversive operations, hacktivism became largely inactive on
the mainstream platforms following some high profile run-ins
of leading hacktivists with the legal authorities [55, 130]. The
apparent absence of hacktivism created a vacuum where no
one actively challenged the elites, defended freedom of ex-
pression, and appended the vision of democratic social media
participation. It took little time, unfortunately, for this vac-
uum to be appropriated by state-sponsored actors hijacking
the hacking playbook for actions aimed not just against the
neoliberal elites but the entire social order [35]. Bot-enabled
amplification aided political trolling and sharing of memes
during the Brexit campaign in the UK [26] and the 2016 elec-
tions in the US [11]. The crucial difference in these instances
was that the amplified memes and trolling were not pranks
but damaging fake news, emotionally-charged memes, and
conspiracy theories that instead of unifying the social media
crowds for a cause, divided them in opposition camps that
were pitted against each other [115].

In response to such a large-scale disruption on the social
media landscape, one would have plausibly expected for hack-
tivists to retaliate, confront, expose, or counter-hack the state-
sponsored “trolls” [141]. Misinformation, back to the Levy’s
depiction of hacker’s ethics [67], runs counter the first postu-
late (i) all information should be free because it undermines
the basic utility of information as a public good (i.e. truth
and facts do not dwindle in supply as more people “con-
sume” them and truth and facts are available to all people in
a society) [34]. Misinformation also runs counter the second
postulate (ii) authority should be mistrusted and decentraliza-
tion promoted because it is promulgated by a state-sponsored
“shadow authority,” as evidence confirms in the aftermath
of the Brexit and the 2016 US elections [50, 75, 140]. Sur-
prisingly, the hacktivists never struck back [12], though they
clearly possessed the capabilities to do so, as evidenced in
the Anonymous’s #OpISIS campaign, for instance, where the
collective flagged about 101,000 Twitter accounts attributed
to the Islamic-State [51].

The absence of response to misinformation on social media
by the hacktivist community seemed quite perplexing and, in

our opinion, worthy of in-depth inquiry with active “hackers”
that still operate in the spirit of the Levy’s code of ethics [67].
Through personal connections and snowball sampling, we
identified 22 prominent hacktivists and conducted hour-long
interviews with each of them to learn their take on the mis-
information ecosystem, on responses to falsehoods on social
media, and on the way misinformation impacts and shapes
the hacktivists’ agenda in the future. We found a consensus
among the hacktivists against the present forms of misinfor-
mation as an ammunition for political counter(argumentation)
and external propaganda. They recommended actions to de-
platform, dox, and expose every “misinformer” that is be-
lieved to pollute the social media discourse, and suggested
ways to improve the general misinformation literacy among
users in addition to these targeted operations.

To situate our study in the intersection between the hack-
tivist counter-culture and the rise of misinformation on plat-
forms, we review the interplay between Internet activism,
social media, and false information in Section 2. We look in
the broader context of misinformation in Section 3 to high-
light the pressing need of (hack)tivism action to reclaim the
social media space true to Levy’s vision of Internet as an
information exchange to the public good. In Section 4 we
outline our research design and methodology. Sections 5, 6,
and 7 expand on our findings and we discuss the implications
of the hackers’ disposition to social media misinformation in
Section 8. Finally, Section 9 concludes the paper.

2 Internet Activism and Social Media

2.1 Hashtag Activism
Online social media activism – or slacktivism, clicktivism –
emerged on popular platforms as a repertoire of low-risk, low-
cost expressive activities for advocacy groups’ agenda setting
and political participation [103]. Social media users partic-
ipated in petitions, changed personal avatars, added picture
filters in support of a cause, and simply “liked” posts as an act
of participation [43]. Slacktivists quickly realized they could
use virality as a distinctive social media affordance to their
advantage and move to use hashtags as the main drivers of
mobilization, raising awareness, and demanding sociopoliti-
cal change. The practice of hashtag activism was instrumental
for the success of social movements like #metoo, #takeaknee,
and #BlackLivesMatter, allowing for visibility, expression of
solidarity, and statement of victimhood [119]. This success,
in turn, inspired a plethora of other movements advocating for
health, human rights, social justice, and environmental issues
across all social media platforms as a trend that remains active
and prominent across online public discourse [54].

The advent of the hashtag activism, however noble, had
to deal with the obvious threat of hashtag hijacking, or the
appropriation of viral hashtags as a vehicle to inject contrary
perspectives into the discourse [132]. This “hack” against
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Internet activism is not just adding noise or attempting to
result in a DoS, but is also used to disseminate hateful nar-
ratives and dilute the campaign itself (e.g. the hijacking of
the #metoo hashtag [71]). Another similar threat is hash-
tag co-opting, or the contentious co-opting of the rhetoric
of popular social movements (e.g. #HeterosexualPrideDay
campaign co-opting the language of the mainstream LGBT
movement [8]). Equally threatening is counter hashtagging,
which concocts similar hashtags to garner opposition to well-
established movements (e.g. #BlueLivesMatter countermove-
ment to police reform in reaction to #BlackLivesMatter [63]).
These antagonistic appropriations of social media virality en-
able political extremism to creep in the public discourse and
embroil users in an emotionally-charged participation [99].

In an age of emerging social media polarization, it was
a matter of time before fake news, offensive memes, and
conspiracy theories would be weaponized against hashtag
activism (e.g. the proliferation of fake news in the #Gunre-
formnow vs #NRA Twitter battle [20]). What was initially
expected to remain on the fringes of the mainstream hashtag
activism [36], quickly turned into information disorder on a
mass scale. Today hashtag hijacking and co-opting develops
in parallel with activism campaigns, feeding from and perpet-
uating an ecosystem of false and unverified information. This
emotionally-charged participation has manifested within a
global health panic (e.g. #FlattenTheCurve hashtag hijacking
for COVID-19 misinformation [29]) and moral panic (e.g.
the QAnon’s co-opting of #SaveTheChildren hashtag [87]) in
addition to the already growing political panic [89].

2.2 Hacktivism

Hacktivism was a term that “Omega,” a member of the Texas-
based computer-hacking group Cult of the Dead Cow (cDc)
coined in 1996 in an email to the cDc listserv [78]. Character-
ized with the increasingly political ethos of hacking-for-cause,
hacktivists primarily leveraged technology to advance human
rights and protect the free flow of information in campaigns
against the UK, US, and Chinese governments, as well as the
UN [92]. In as much as hackers individually roamed the Inter-
net, socialization was increasingly desired as many of them
needed to establish a strong hacktivist network. Hacktivists’
penchant for humorous memes (LOLCats) and gag hyperlinks
(Rickrolls) [95] attracted an army of hackers to Christopher
Poole’s 4chan.org social media website, setting the stage for
the notorious hacktivist collective Anonymous [78].

While these hacktivists never displayed a predictable tra-
jectory in their cyberoperations and political program [23],
they narrowly utilized social media for self-promotion – an-
nouncing operations with an #Op prefixed hashtags [12] – and
furthering relationships with other Internet activists. Anony-
mous cried foul on Twitter when WikiLeaks puts millions
of its documents behind a pay wall [42], but also launched
operation #Ferguson which doxed the St. Louis County police

chief daughter’s information in response to the shooting of the
black teenager Michael Brown [10]. Hacktivists, in solidarity
to the Arab spring uprisings, sent a care package composed
of security tools and tactical advice though downplayed the
touted “Twitter Revolution” [23].

True to their credo for utilizing Internet technolo-
gies against oppression, including social media, hacktivists
launched the #OpKKK in support of #BlackLivesMatter
protesters in Ferguson, Missouri to “unhood approximately
1000 Ku Klux Klan members” by gaining unauthorized access
to a KKK Twitter account [134]. After a several years hia-
tus, perhaps due to arrests of some of the leading Anonymous
hacktivists, the group resurfaced during the 2020 #BlackLives-
Matter protests in response to the killing of George Floyd [56].
This time, in addition to leaking a 269 gigabyte trove of con-
fidential police data (dubbed BlueLeaks [66]), the hacktivists
launched social bot operations to amplify the online support
for #BLM and criticize police actions.

Anonymous-affiliated hacktivists also utilized Internet tech-
nologies in the context of cyberwarfare. For example, the
#OpIsis operation, which collated and published lists of tens
of thousands of Twitter accounts that purportedly belonged
to members of ISIS or its sympathizers, was launched in re-
sponse to the terrorist attacks in France in 2015 [80]. Here, in
addition to the identification efforts, hacktivists also waged a
meme war and called for a “Troll ISIS Day” to provoke and
disrupt ISIS-supported social media [79]. In early 2022 the
Anonymous group took to Twitter to declare a “cyber war”
to Russia in response to the Ukrainian invasion, launching
DoS attacks against Russian’s Federal Security Service’s web-
site and hacking Russian streaming services to broadcast war
videos from Ukraine [108].

3 Internet Activism and Misinformation

3.1 Grassroots Misinformation Operations
Hacktivists, perhaps inadvertently, authored or gave popular-
ity to the most utilized primitives for creating, propagating,
amplifying, and disseminating misinformation - trolling and
memes. This negative externality is unfortunate as trolling
and memes were initially used by Anonymous against what
they perceived a “misinformation campaign” by the Church
of Scientology [78]. The “anon” members on 4chan.org
practically hijacked the term “troll” – initially meaning pro-
voking others for mutual enjoyment – to abusing others for
members’ own enjoyment by posting upsetting or shocking
content (usually on the /b/ channel of 4chan.org [23]), ha-
rassing users (e.g. mocking funeral websites [14]), and spread-
ing rumors [64]. What Anonymous did for the “lulz” (a brand
of enjoyment etymologically derived from laughing-out-loud
(lol)), nonetheless, showed the ease with which one could
exploit the Internet technologies to be impolite, aggressive,
disruptive, and manipulative to users’ emotional states [23].
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Trolling initially came in textual format as comments to
posts, bulletin boards, and websites “deindividualized” peo-
ple’s lived experience for the “lulz” [14]. Gradually, hack-
tivists popularized a multimedia format of trolling or “memes,”
where textual commentary is superimposed over well-known
imagery, typically representing different forms of power, such
as political leaders, the police, and celebrities [79]. Memes,
perhaps, were the actual rite of passage to true hacktivism
– moving away from the early LOLCats – as they seek to
deconstruct the power represented, contest censorship, and
provide political commentary [91]. Memes as content were
put to hacktivist use en masse in operations like “Troll ISIS
day,” where Anonymous proliferated memes with rubber-duck
heads or rainbow stripes to ridicule ISIS propaganda imagery
and disinformation narratives on Twitter [79]. Spread together
with satirizing hashtags (e.g. #Daeshbags), the trolling memes
achieved a cultural virality that brought hacktivism into the
mainstream discourse online [96]. What the hacktivists did
with the memes nonetheless, showed the ease with which any-
one could disrupt, challenge, reimagine, and appropriate new
political contexts by harnessing the virality and visibility of
content spread on social media [88].

3.2 Mainstream Misinformation Operations

The hacktivists’ playbook of trolling and meme dissent,
though initially targeted against misinformation, was skill-
fully appropriated for the purposes of crafting and disseminat-
ing misinformation from 2014 onward, coinciding with the
period of hacktivist inactivity [12]. This playbook alone was
at first insufficient to achieve widespread political disruption,
as it necessitated a support network of many accounts to gain
traction. But the “appropriators” – privy to prior campaigns
of disinformation and with the support of nation-state gov-
ernments [117] – did not need to look further than the “sock
puppet” accounts which were already utilized for spreading
political falsehoods (e.g., Martha Coackey’s “twitter bomb”
disinformation campaign [89]). Having all the ingredients
necessary to exploit the virality of social media and users’
familiarity with emotionally-charged discourse, the “appro-
priators” established troll farms in the lead up to the UK’s
Brexit campaign and the 2016 US elections [75, 141].

The “army” behind the troll farms were particularly clever
to integrate their social bots with “sock puppet” accounts
that imitated ordinary users to systematically micro-target
different audiences, foster antagonism, and undermine trust
in information intermediaries [7]. Playing both sides in the
emotionally-charged discourse already unfolding on social
media, the troll farms posed as authentic, culturally competent
personas (e.g. the so-called “Jenna Abrams” account [136]),
and as vocal supporters of hashtag activism (counter) move-
ments (e.g. BlackToLive in #BlackLivesMatter and SouthLon-
eStar in #BlueLivesMatter [124]). They also appropriated
hashtag hijacking (e.g., #elections2016 and #ImVotingBe-

cause tagging of quotes about Donald Trump and against
Hillary Clinton [4]), hashtag co-opting (e.g. #BlackGunsMat-
ter and #syrianlivesmatter [31]), and counter hashtagging (e.g.
#NoDAPL against the Dakota Access Pipeline [47]). The
troll farms even had the audacity to impersonate Anonymous
themselves (e.g. the @_anonymous_news impersonation of
the “Your Anonymous News” twitter account [22]).

The “meme game” of the troll farms was equally sophisti-
cated and added to the initial success of their operations [86].
Trolls tested the waters around war-related memes regarding
the opposition/support of the conflict in Syria [31], capitalized
on both meme trolling and Internet activism to spread politi-
cal memes through their fabricated Blacktivist social media
accounts and co-opted Wikileaks in exploiting the leak of sen-
sitive documents from the Democratic National Committee
(DNC) [73]. Memes were also used to amplify conspiracies
(e.g. QAnon, Pizzagate, and the murder of Seth Rich [138]),
Texas secessionism (e.g. if Brexit why not #Texit [52]), and
direct attacks (e.g. crooked Hillary [48]).

While the initial campaigns of the troll farms have been
tracked, exposed, and brought into attention [31, 48], social
media discourse has not recovered from this watershed period
of meme and trolling appropriation for the purposes of con-
ducting large-scale information operations [115]. Worse, the
troll farm brand of political dissent was adopted by populist
accounts keen on disseminating misinformation beyond just
politics [53]. The trolling pandemonium spilled out of control
with the COVID-19 pandemic as rumors, conspiracy theories,
fake news, and out-of-context spins plagued the social media
by hijacking the dominant hashtags like #COVID19, #coro-
navirus or #DoctorsSpeakUp [15], co-opting hashtags like
#plandemic [62] and counter hash tagging with hashtags like
#COVIDIOT [114]. Memes were distributed in conjunction
with deepfake videos on platforms like YouTube [100] and
TikTok [9] as well as blatant fake news on alt-platforms like
Gab [21] to effectively reach a self-perpetuating bedlam of
misinformation Internet counter-activism.

4 Hacktivism and Misinformation

In a radical state of ravaging misinformation campaigns on
social media with no end in sight, one could wonder what
the original activists on the Internet have to say in response.
The unravelling of falsehoods is clearly a serious threat to
the democratic vision of the Internet [101], as misinforma-
tion facilitated the rise of non-democratic communities con-
testing even factual knowledge and science (e.g. anti-vaxers,
climate change deniers, etc. [133]). Hacktivists, as we have
seen in Section 2, have fiercely opposed early misinformation
campaigns in the past, but their means to do so were later
“hijacked” for the purposes of mass misinformation produc-
tion (i.e.“disinformation” when spread with intent to deceive).
One could attribute the paucity of hacktivists’ involvement in
the passing of the techno-liberal order of the Internet as the
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rise of partisan-divided trust in facts and the politicization of
science were already underway [38], but that alone is not a
sufficient showstopper for action.

Regardless of any new Internet order, there is a reasonable
expectation that one should still act upon the Levy’s sacro-
sanct postulates [67], even if operating within an ecosystem
polluted with misinformation. In addition to the public good
arguments, misinformation is in conflict with the first (i) all
information should be free postulate as it creates “information
disorder” that, by the token of catalyzing polarization and
emotionally-charged participation online, gives even more
power to the neoliberal elites for perpetuating the economic
and social (media) disarray [27]. Misinformation also con-
flicts with the second postulate (ii) authority should be mis-
trusted, and decentralization promoted as it stands in the way
of independent truth discovery and dissemination online [69].
Should the new brand of reprehensible misinformation, there-
fore, be on the top of the hacktivists’ agenda already?

4.1 Research Questions
To explore the gap in response to mass misinformation, we
invited prominent hacktivists to address these questions:

• RQ1: How do contemporary hacktivists conceptualize
the social media misinformation ecosystem?

• RQ2: What actions do hacktivists deem appropriate in
response to misinformation on social media?

• RQ3: In what directions do the hacktivists see the mis-
information ecosystem evolving toward in the future?

4.2 Sample
Our study was approved by the Institutional Review Board
(IRB) of our institution before we invited, through personal
contacts, and snowball sampling the hacktivists for a virtual in-
terview session during 2022 and early 2023 with open-ended
questions, listed in the Appendix. We sampled a population
who were 18 years or older, from the United States, and that
is an active contributor in the hacktivist community. As “ac-
tive contributors” in the hacktivists space, our participants
stated they are concerned with challenging online far-right
extremism, help tracking criminals, and uncovering foreign
countries’ information operations. All of them were active
in hacktivism prior to 2014 (and we conducted Open Source
Intelligence (OSINT) investigations to verify that there is no
evidence of them engaging in harmful or criminal activities in
the past). The participants in our sample identified themselves
using Levy’s hacker ethos [67] and maintain presence on
mainstream social media (Twitter, Facebook) and chat-based
communities (Discord, Matrix). We used Zoom to conduct
the interviews and allowed participants to choose whether
to share a video feed or not. Every interview was recorded,

stored in a secure server, and manually transcribed. We com-
municated with each interviewee to obtain final approval prior
to starting the qualitative analysis.

Overall, our final sample contained 22 participants, all of
which agreed to participate voluntarily. Gender demograph-
ics are given in Table 1. We made a deliberate attempt to
produce a sample that is not a male-only or male-dominated,
as previous studies indicate that the hacktivist community is
imbalanced in regards gender [126]. Participants identities
were not anonymous to us as researchers, but we deliberately
suppress identifying statistics and potentially identifiable in-
formation in the reporting of our results to preserve partici-
pant anonymity to the general population, as a condition for
their participation. In some cases, we used a direct censoring
of names in citing participants’ responses. We allowed the
participants to skip any question they were uncomfortable
answering. Each interview took around an hour to complete.

Table 1: Sample Demographic Distribution

Gender

Female
8 (36.4%)

Male
13 (59.1%)

Non-Binary
1 (4.5%)

4.3 Methods and Instrumentation

To ensure validity to the task of conceptualizing misinforma-
tion, we introduced the participants to the generalized defi-
nition of social media misinformation from [135]. This also
helped avoid confusion between past trolling and memes “for
the lulz” and present information operations involving rumors,
conspiracy theories, hoaxes, and clickbait. The hacktivists in
our sample were invited to speak about their profiles, activity,
and agendas online, before we asked their take on misinfor-
mation on social media. The qualitative responses were coded
and categorized in respect to the following seven themes:
a) antecedents to misinformation; b) mental models of mis-
information; c) countering misinformation through leaking,
doxing, and deplatforming; d) anti-misinformation operations
(referred to as “ops”) ; e) counter-misinformation tactics; f)
misinformation literacy; and g) misinformation hacktivism.

Two independent researchers analyzed the interview tran-
scriptions, achieving a strong level of inter-coder agreement
(Cohen’s κ = .82). We utilized a thematic analysis method-
ology to identify the aforementioned themes that naturally
emerged from the responses in our sample. These themes
were summarized to describe the conceptualization of, re-
sponse to, and evolution of misinformation in the view of the
contemporary hacktivists we sampled. In reporting the results,
we prioritized verbatim quotation of participants’ answers
(emphasized and quoted in “italics”) but omit reference to
participant number in the sample to preserve their anonymity.
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4.4 Hacktivists’ Profiles

The hacktivists in our sample, true to the original ethos, rep-
resent the voice for advocacy and contemporary policy dis-
cussion. While they did not disclose their current operations,
several of them hinted they are involved in tracking the rise
of the far-right extremism, cybercriminals, as well as the in-
formation warfare part of the Ukraine invasion. A few of the
hacktivists reported an agenda which comprised of leaking
documents from companies and nation-state agencies as man-
ifestation of their information freedom advocacy. Few of the
hacktivists explicitly mentioned they still create and dissemi-
nate memes and participate in the “old school” trolling. And
several of the hacktivists did actual hacking as in analyzing
security problems (e.g. ransomware) and providing free tools
for helping ordinary Internet users fend off related threats.

The majority of the hacktivists noted they have been active
for a long time, being brought into the world of computers
in childhood or early adolescence. Some of them resorted
to hacktivism as a way to protect themselves against online
bullies and some of them in response to state-sponsored offen-
sive operations online, notably campaigns attributed to China
and Russia. Several of them started with hacking operating
systems to enable unrestricted access to games and/or by-
pass parental controls. While most of the participants in our
sample cited curiosity as their driver to enter the “hacktivist
conglomerate” and keep on hacking, there were many who
voiced a strong support for cybersecurity education activism.

5 Misinformation Conceptualization

Evidence shows that social media users use multiple models to
conceptualize misinformation – not just the traditional model
that narrowly focuses on the fallacious nature of the informa-
tion [113]. Beyond just fake news, misinformation is equally
conceptualized as form of political (counter)argumentation
where facts do selectively appear in alternative narratives
relative to political and ideological contexts, often taken out-
of-context with speculative intentions. Misinformation is also
seen as external propaganda that includes manufactured facts
and factoids disseminated and amplified online with the in-
tention to create division. Given the radical transformation
of the trolling and memes over time, our first research ques-
tion aimed to learn the hacktivists’ take on these competing
conceptualizations amongst ordinary social media users.

5.1 Antecedents to Misinformation

The participants in our sample agree that trolling and meme
dissemination has been hijacked for nefarious purposes, point-
ing out that they are not surprised about the current misinfor-
mation proliferation on the Internet. One participant summa-
rized this evolution through first account experience:

I remember using sock puppet accounts way
back in the early 2000s running forum raids as
a , specifically to run/post
misinformation on other forums online. It was
mostly for laughs, but we were massive monsters in
those days. The only real major difference is these
days is that the sock puppets are automated and put
in action for keeping people tribalistic and resistant
to opposing views.

The use of “sock puppets for running forum raids in the old
days of hacktivism,” unfortunately, was not a serious enough
threat for social media companies to implement “strict poli-
cies of who and how can participate in the public discourses
early on” and counter to their business model of “monetizing
every possible engagement on their platforms,” in the view
of our participants and true to their innate resistance against
the neoliberal appropriation of Internet freedoms.

Mainstream social media companies were accused of being
the direct enablers of the “information disorder” as their mod-
els of engagement pushed “less educational content the more
an issue was important and demanded action.” This disorder
played in the hands of the neoliberal elites and media outlets
run by “billionaires detached from reality to gain further con-
trol over public spaces” as one of the participants put it. In the
view of our participants, misinformation “has always been
there” and pointed to the combination of “self-proclamation
of expertise online, cultivating followers, and playing on con-
firmation bias” as the recipe the very hacktivists showed it
works well in seeding misinformation:

“For example, look at the . This
person said they were a founding member of Anony-
mous and lots of people believed them. The person
has spoken at conferences about it and even got
jobs because of it. Literally dig slightly into that
and it’s clear that no one in the Anonymous com-
munity can vouch for the person and there’s no
evidence of them being linked. So, people are just
too lazy to check stuff out because this person is
kinda selling a story that fits with what they think
so it must be true.”

5.2 Mental Models of Misinformation
The predominant mental model of misinformation
amongst the hacktivists in our sample was political
(counter)argumentation, where misinformation is dissem-
inated for the sake of furthering a political argument or
agenda [113]. In the original version of trolling and meme
sharing the misinformation was seen as an alternative
expression of disagreement, revolt, or ridicule without any
context, but contemporary trolling and memes enter into the
political context as content ready-made for the expression of
political attitudes [94]. Despite fact checking being widely
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available (and even suggested to users when content is
moderated on social media [112]), the political appropriation
of misinformation thrives because “people won’t fact check
things and perpetuate them as long as these things align with
their political ideology.” The reason why most social media
users “fall for misinformation,” in the view of our participants,
is “plain ignorance and stubbornness to hear anything
contrary to their own political opinions.” One participant
offered the following genesis of the misinformation problem:

“I think that people have learned that spread-
ing disinformation through social media, Twitter
for example, it’s one of the best ways to get a word
out. Twitter readers won’t fact check things, espe-
cially if it aligns along with a political ideology
people are passionate about so this word gets ef-
fectively to them. They’ll believe whatever you tell
them, and I think this is because there’s a serious
lack of, at least in the US, critical thinking educa-
tion in schools.”

In the view of the majority participants,“both sides of the
political spectrum spread misinformation and it further en-
ables polarization.” While they acknowledge that “the misin-
formation on social media is often identified with right-wing
opinions,” participants recognize that “we overuse the terms
misinformation and disinformation to describe anything that
is not a leftist opinion or fact.” They point to the misinforma-
tion “stickiness” where the repeated exposure to speculative
and false statements make them appear truthful [68], becom-
ing the main theme of social media discourse. For example,
one participant pointed out the Hunter Biden laptop saga [46]:

“It’s usually the outrageous political claims
that attract a lot of attention and people want a
proof of concept, right? For example, take the bold
claims aligned with the political message behind
the Biden’s laptop. Maybe there was a laptop but
it’s been politically disinfoed [sic] to death, to the
point that the laptop leaks are irrelevant and can’t
be trusted as an evidence. These politicized things
require a deeper dive into the actual truth as bold
claims require bold evidence, but that’s often miss-
ing so disinformation naturally creeps in.”

Misinformation as political counter(argumentation) con-
flicts with the all information should be free postulate, which
in turn forces mainstream social media platforms to “restrict
the flow of information.” Misinformation, in the view of one of
the participants, should not be restricted because “people are
entitled to see both sides of a proverbial political coin so the
platforms must allow them to do so, otherwise by only show-
ing heads or tails people will speculate about what’s on the
other side and assume the worst.” The restriction of informa-
tion on platforms conflicts with the mistrust of authority and

promote decentralization hacker postulate because it allows
“the elites to define what constitutes ‘truth’ alone,” according
to one participant. It also forces “people to become rather
tribalistic and a priori suspicious of people with different
views.” The “political tribalism” on social media [3], in turn,
makes it “easier to demonize people with different opinions
and political attitudes and avoid scrutinizing the like-minded
ones,” playing directly in the hands of the “misinformers.”

As for the “misinformers”, our participants identified the
state-sponsored “appropriators” that hijacked the original
hacktivist playbook to spread external propaganda on so-
cial media. That other countries promulgated disinformation
was not a news to the hacktivists (e.g. “Russia has always
been really good at it”), but instead what surprised them was
the “audacity and the sophistication” in utilizing trolling and
memes on such a massive scale [140]. Reflecting on this
shift in online operations, one participant believes that “dis-
info operations and hacking our intellectual property is all
these other countries are left with because they can’t beat US
militarily or economically.” Not necessarily neoliberal, but
nonetheless authoritarian, the elites behind the external propa-
ganda in equal degree conflict with the mistrust of authority
and promote decentralization hacker postulate because they
are behind a “blatant effort to control the social media turf
and the mass of population spending their time there”, per
one of the participants. The external propaganda nature of
disinformation also conflicts with the all information should
be free hacker postulate in the view of the hackers in our
sample because “overshadows and complicated an access to
other more factual or useful information.”

6 Active Countering of Misinformation

Literature on misinformation focuses on helping the so-
cial media users discern falsehoods with strategies for “pre-
bunking” (i.e. forewarning and preemptive refutation of the
falsehoods [70]) or “debunking” (i.e. providing users veri-
fiable corrections of the falsehoods from credible sources
to break the illusion of truth [33, 97]). Algorithmic moder-
ation tools are also available to mainstream social media
platforms (the alternative ones do not deem misinformation
as a problem [111]). These tools leverage natural language
processing, image analysis, or metadata to detect trolling and
memes [52,53,128]. Platforms have the option for “soft” mod-
eration (by either obscuring trolling and memes with warnings
covers or attaching warning labels [112,131]) and “hard” mod-
eration (removing or suspending misinformer accounts [65]).
None of these solutions, however fends off troll farms and
meme disseminators effectively. Our second research ques-
tion, therefore, sought to query hacktivists for their thoughts
on countering this development.
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6.1 Leaking, Doxing, and Deplatforming
The suspension of user acounts by social media platforms for
breach of their code of conduct is referred to as “deplatform-
ing” [2]. In the context of hacktivism, it takes a broader mean-
ing, as hacktivists do investigative work that entails leaking
and doxing but also confrontation with the misinformers that,
in their subjective view, contradict the vision of a democratic
Internet. For example, hacktivists did a massive API scraping
of the alt-platform Parler to leak data that tied users to the
Capitol Riots and the QAnon conspiracy [98], which in turn
resulted in a massive account deplatforming on Twitter [17].
These activities spurred operations to confront and expose the
QAnon conspirators on social media (e.g. @QAnonAnony-
mous [24]), amongst which some of our hacktivists have a
direct role in “dismantling the Qanon infrastructure.”

This deplatforming targeted political misinformation cam-
paigns where our hacktivists “compiled and leaked dossiers
on individuals spreading hateful propaganda and those who
seek to sow the seeds of violence” on social media. These op-
erations were targeted both on “individual spreaders, nation-
states, even companies with murky records.” Several men-
tioned their direct operations for exposing disinformation
relative to the “Ukrainian conflict,” praising the work of the
Ukrainian IT Army outfit for dispelling the myth that Ukraine
is committing genocide against Russians in the Donbas re-
gion [25]. Hacktivists were dedicated to “doxing companies
and governmental agencies in response to the political med-
dling in the US internal affairs from places like Russia, Iran,
and China.” Misinformation “sanctioned by the governments”
was targeted by the hacktivists in attempts to deplatform
prominent “disinformation front agents on social media, like

, for example.”
Leaks and doxing were equally utilized for misinformation

beyond political counter(argumentation) and external propa-
ganda. One of the participants has dedicated considerable
time on exposing cryptocurrency scammers on social me-
dia and elsewhere, deeming the feeling of it as “better than
sex.” Another pushed back against criminal misinformation by
doxing “bullies, liars, and fraudsters” and one “anti-cancel
culture in case of minors” hacktivist noted that they “suc-
cessfully deplatformed major participants in hate campaigns
and stalking of minors” on social media. Another focused on
leaking personal details about predators on social media who
spread misinformation to cover their sexual harassment and
cyberstalking towards women:

I’ve called it sometimes when I notice it on Twit-
ter or elsewhere. I’ve exposed threat actors after
tracing their activity and positively identifying them.
Unfortunately, this is somewhat of a Bushido viola-
tion amongst fellow hackers but I am not concerned
with such things. Some of these clowns have it com-
ing to them. There was one person who went by the
handle who had been sexually harassing

women, cyberstalking them, creating several sock
puppet accounts, and just generally being a real
nuisance in the community. Well, I doxed that per-
son’s real name on Twitter but I didn’t post their
address. This person thought he had cleaned up
his tracks online being an ‘infosec’ professional
but he underestimated someone like myself with a
technical OSINT background. I easily found their
information in an old resume on the Way Back Time
Machine internet archive and posted their name.
Some fellow ‘infosec’ pros didn’t appreciate that I
did so but honestly, the person had it coming and I
don’t regret it. I was careful about what I shared so
no physical harm came to the them.

6.2 Anti-Misinformation Operations
The hacktivists in our sample engaged in misinformation
saturation operations, true to the their commitment to fight
misinformation with more information. One of the hacktivists
stated that it is “expected from the hacktivist community to
combat misinformation in such a way” and noted that “it is
the sole reason they maintain a Twitter account.” Another
one seconded this posture noting that “it is frustrating to see
misinformation from others and other creators but that is
the main reason I continue to post on TikTok.” In the words
of one participant, “there is more ideological aspect of it
when I am fighting disinformation,” directly invoking the
mission of the true hacktivists to become reflexively “loud
and determined” to speak true information in response to the
“general assholery of misinformation on internet.”

Partaking in operation #NAFO (North Atlantic Fellas Or-
ganization) dedicated to countering Russian propaganda and
disinformation in Ukraine by weaponizing memes [107], our
participants materialized a combination of saturation and dox-
ing to “curtail misinformers’ ability to gain followers.” They
extended their work to counter “extremists and fascists and
their toxic conspiracy theories” by disrupting their funding
and deplatforming prominent followers, true to the spirit of the
“Antifa” hacktivist counterculture [137]. In a similar vein, one
of the hacktivists proclaimed that they “greatly contributed
in the #OpJane operation.” #OpJane is the latest operation
launched by Anonymous against Texas for enacting the anti-
abortion Bill 8 that allows “abortion bounty” for anyone who
anyone who reports abortion in the state of Texas [41]. Inter-
estingly, in the announcement of the operation, Anonymous
calls for “fighting misinformation with enough plausible and
difficult to disprove misinformation” to make any data these
bounty hunters gather as useless [6].

7 Misinformation Evolution

As there is virtually no cost to disseminating misinformation
[89], it is unlikely that the online discourse will rid itself
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of the alternative narrative plague any time soon. Whether
this gloomy prediction will eventually materialize [81], or
whether new technologies will improve the public’s ability to
judge the quality and veracity of content [5], remains an open
question. Because hacktivists are nonetheless stakeholders
in resolving this issue, our third research question aimed to
learn their thoughts about how online spaces will fare with
trolling, memes, and falsehoods in the near future.

7.1 Counter-Misinformation Tactics
The hacktivists in our sample unanimously posit that “it is
hard for social media platforms to keep up with removing it,
so people stepping in to help is going to be of critical impor-
tance” for preserving a healthy discourse. The mobilization
for “justice and truth as a cause” is important not just for
curbing misinformation but also in “reclaiming information
back from the political hold.” To help “expose misinformation
charlatans,” hacktivists call for maintaining a code of con-
duct where “no leak, doxing, or exposure action should cause
anyone else harm (physical, reputation, mental).” To begin
with, one participants reckons we should do the following:

“If one is a disinformation actor and they’re act-
ing aggressively I feel like you have to respond in a
similar measure, in this case. I identify what their
weaknesses are, what is it that’s going to trigger
them? Trying to get their accounts to get shut down,
trying to get them to react in a way that will expose
them. That’s something I think is fair, as long as
you’re doing it [via] legal means. Getting open-
source information about the individuals, exposing
them, I think that’s totally fair. Disinformation ac-
tors always try to be anonymous, of course, but what
is the intent of that? Being anonymous allows you
to act with impunity to do these really nasty things?
Whereas all of a sudden if the tables are reversed
and a disinformation actor is exposed, now I feel
like we’re teaching them a lesson. I guess it is sort
of vigilantism, but in certain cases it’s warranted.
And one thing we got to do is got stop treating dis-
information as freedom of speech. It’s one thing to
think you can say what you want, but that shouldn’t
shelter you from the consequences.”

As misinformers usually use the anonymous cloak to legit-
imize their aggressive actions on social media, the next step is
to “identify what their weakness are and what triggers them -
deplatforming or provocation?” If the misinformers are unre-
sponsive spreaders, then “exposing, doxing, and putting their
real faces through OSINT” is seen as justified, not just on
mainstream social media but also alt-platforms, forums and
everywhere on Internet. If they itch for a provocation, then
“orchestrated saturation” might work better with “shitposts,
absurd trolling, and ridiculing memes” in the view of our

participants. Here, it is vitally important to a priori distance
from a “political whataboutery” and avoid “coming across
as censorship, disagreement, canceling that only could cause
argument or dismissal.”

Some of the hacktivists were on the opinion that “doxing
is not hacking anymore per se because you can get stuff with
a credit card and documents could be easily faked nowadays.”
One possible tactic, proposed by one of them, was to “find
exploits, vulnerabilities in their platforms and step-by-step
expose misinformers’ amateurish way of doing trolling, us-
ing bots, and feeding think tanks to get a credibility behind
their propaganda.” Another tactic was “doxing for the pur-
pose of having advertisers pull from supporting known misin-
former influencers, like for example in the case of .”
Proposing a hybrid style of hacktivist tactics, one participant
suggested “a latent, yet coordinated psychological warfare
where psychologists rip apart these people, conduct serious
OSINT to find incriminating leaks on them, and even pay
for billboards and radio ads to publicly shame them.” Along
these lines, another participant even suggested leveraging all
available tactics, “targeting them with a social engineering
attack and compromise a piece of their core infrastructure, be
that their servers, Internet access, or bot credentials.”

7.2 Misinformation Literacy

Hacktivists in our sample echo the sentiment regarding so-
cial media users’ susceptibility to false information found in
scientific literature: laziness to check facts [93], resistance
to corrections [59], allegiance [125], and ignorance [19]. As
people that resort to action, hacktivists feel the obligation to
propose ways to address this susceptibility. In the view of
one participant, “misinformation needs to be seen as some-
thing everyone is being watched for, and not just one group
of people on the left or the right.” A “misinformation social
contract” [142] necessitates interventions such as “a critical
thinking curricula in schools,” “teaching hacking operational
security skills as social responsibility and rise to action,” and
“forcing professional communication norms on platforms.”

As our participants have little direct control over these
interventions, they frequently proposed the development of
“truth-spreading bots for a ‘standoff’ with misinformation-
spreading bots” as something that could complement the
practice of leaks, doxing, and exposure. They recognized that
these “truth-spreading bots” must help ordinary users to better
find facts, as information literacy is the single most effective
tool in dispelling falsehoods [57]. Hacktivists reiterate that
platforms do have to let “misinformation to float on social
media and make bots visible, so they gets overwhelmed with
factual information” in order to demonstrate to ordinary users
how to do it themselves.

Regardless of whether these stances are realistic or not, the
participants in our sample believed that the current approach
to improving misinformation literacy is ineffective because
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it does not signal an “unbiased attitude” to the social media
users in the wrong. Instead of an educational and respectable
tone, “rather a ‘cancel culture’ infused or a ‘your opinion is
wrong’ tone” plagues any attempt to help people to navigate
and locate factual information. Rejection of misinformation,
as a result of misinformation literacy, must come as an agree-
ment that “scientific facts do not have political properties,
even if the social media platforms inherently do.”

7.3 Misinformation Hacktivism
The participants in our sample acknowledge that orchestrated
misinformation hacktivism, barring individual instances of
operations against misinformers, is largely absent from social
media. For the hacktivists to assume misinformation as a wor-
thy cause for action, the conflict between the past “hacking
for political causes” and [60] future “hacking against using
falsehoods in furthering political causes” [24] must be re-
solved. Though this conflict is complex and evolving, several
of the participants worried that it could nevertheless create a
“division between the hacktivists on political lines.”

As a relative threat to the misinformation activism, one par-
ticipant mentioned the hijacking of the hacktivists image for
self-promotion, e.g. “some like to portrait themselves as woke
gods of the web with zero fuck-ups.” Another threat is the
temptation of using misinformation against misinformation,
as in the #OpJane campaign. While this strategy is true to the
“fight-fire-with-fire” approach, it might backfire in circum-
stances where abiding to the hacktivist ethic comes secondary
to expressing social and political angst on social media [83].
On top of this, one could argue that this conflict per se might
be hard to resolve in the case of external propaganda, because
even if the hacktivists are “hacking for the homeland,” they
are nonetheless doing it on political terms [28].

8 Discussion

8.1 Implications
The new brand of misinformation, our findings show, draws
the attention of the hacktivists, who find the hijacking of dis-
course for political and propagandistic purposes reprehensible.
The “fight-fire-with-fire” response – leaks, doxing, and deplat-
forming – though individually employed by some of the par-
ticipants in our sample, has yet to be orchestrated and tested
against serious disinformation outfits that, unfortunately, are
still prominent on social media [50]. Early evidence from the
Ukrainian IT Army’s work against Russian wartime propa-
ganda suggests that these new orchestration tactics bring a
degree of success [25].

The hacktivists’ resolve to go after the misinformers would
certainly have implications for the content/user moderation
on social media, user participation, and the future of Inter-
net activism overall. Moderating users and content on social

media was, and remains, the default response of mainstream
platforms to political and public health misinformation [112].
On the other hand, alternative platforms like Gab, Gettr, and
Parler, which are seen as breeding grounds for the misin-
formation [139], have not and currently do not employ the
same content and user moderation [111]. While content/user
moderation incites a migration from mainstream platforms to
the alt-platforms [139], it remains to be seen whether deplat-
forming will have the same effect. Mainstream social media
has had a mixed response to leaks and doxing in the past
(e.g. allowing WikiLeaks [118] but barring the Hunter Biden
laptop leaks [30]), which adds uncertainty to if and how the
hacktivists’ “fight-fire-with-fire” approach will be allowed,
moderated, or perhaps even forced to migrate entirely outside
of the social media space.

Trolling and memes might still maintain popularity
amongst misinformers, but, the latest modes of social media
participation like short videos on TikTok open new “fronts”
for both the misinformers and the hacktivists. TikTok has
increasingly been tested as the next “battlefield” of alternative
narratives with evidence of health and abortion misinforma-
tion [9, 116] and individual engagement by at least one of
participants. Recalling that hacktivists’ #OpJane was waged
in response to the abortion ban laws in Texas and called for
“misinformation-against-(mis)information” [41], it is yet to
be seen how leaks, doxing, and deplatforming will interact
with meme-ified videos and trolling. The company behind
TikTok claims it does moderate health and abortion misinfor-
mation [129], but evidence shows that this is lax and largely
ineffective [16], adding an additional incentive for the adop-
tion of this platform by disinformation campaigns.

TikTok is also poised to become the next platform for In-
ternet activism where the hashtag activism. Here the hashtag
activism is combined with videos expanding the developing
news narratives, such as the coverage of the Black Lives Mat-
ter movement and the Capitol riot [74]. TikTok presents con-
tent not just from viral hashtags but also their variations (e.g.
#abotion but also #abôrtion [116]) so the threat of hashtag
hijacking, co-opting, and counter hash tagging will inevitably
materialize here too. This particular affordance will likely
facilitate the further weaponization of deepfakes in the near
future, as they have already appeared on TikTok in misinfor-
mation videos about the COVID-19 pandemic [110]. All of
these developments would certainly necessitate a dynamic
adaptation in the way doxing, leaking, and deplatforming are
performed in order to not just avoid the disintegration of In-
ternet activism and hacktivism, but prevent another paucity in
action like the one which brought state-sponsored misinfor-
mation en masse on social media in the first place [44].

8.2 Ethical Considerations

The purpose of our study was not to generalize to a population,
but rather to explore the contemporary hacktivists’ relation-
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ship with misinformation in depth. To protect individual’s
privacy, and to avoid speculations, we omitted the names and
some of the procedures mentioned during the interviews. We
are careful with our study not to infringe upon the hacktivist’s
sensibilities nor to cause any retaliation with our findings.
Though our analysis and interpretation of the findings is posi-
tioned on impartiality, the overall study suggests the need for a
stronger ethical contextualization of the techniques expressed
by the hacktivists, the harms done by this community in the
past, and the risk of future harms (intentional or accidental)
to individuals and their close ones.

Certain hacktivists have used the techniques discussed in
this study to harass, dox and cause harm to intended targets
and innocent bystanders alike. For example, the GamerGate
scandal emerged as a result of doxing and harassment target-
ing female gamers – including rape and death threats on a
daily basis – by hacktivists that perceived feminism as a threat
to traditional values of video games [1]. Similarly, proponents
of the #metoo movement have been targets of abusive com-
ments, doxing, and trolling [82]. Even academics and journal-
ists have experienced targeted harassment regardless of the
impartiality in their inquiry and “good faith” reporting on the
activities associated with the hacktivist communities [32].

These instances clearly contradict Levy’s postulate that
computers can change your life for the better [67] and also
undermine the common hacktivist value of defending hu-
man rights from any oppression, especially in a sociopolitical,
right-of-center context [76]. The ethical justification behind
traditional hacktivism as civil disobedience is predicated, and
still is, on the premise that “no damage is done to persons”
during any hacktivist operation or action [127]. The above ac-
tions clearly violate this principle and, as such, lose credibility
from a civil disobedience perspective (it is worth pointing out
that participants in our study explicitly called for a code of
conduct where “no leak, doxing, or exposure action should
cause anyone else harm (physical, reputation, mental)” to-
wards addressing this issue).

Ethics violations by a hacktivist calls into question the hack-
tivist’s credibility to speak on misinformation, and entails a
degree of wariness for future consideration of the proposed
anti-misinformation approach. The fact that all the partic-
ipants in our study, to the best of our knowledge, had no
involvement in the aforementioned violations or other unethi-
cal activities, cannot alone verify the credibility of the results.
Equally, the claims that several participants provided in taking
actions against sexual harassment and cyberstalking towards
women cannot be seen as a vote of confidence that applies
to everyone in the sample or the hacktivist community. Our
participants or other hacktivists do not always get things right
and can be assumed to have the expertise to cover their tracks
online [121]. Therefore, the findings reported in our paper
do not grant any exemption nor condone engaging in morally
dubious or illegal acts.

Our results alone serve neither as an approval nor a call

for any hacktivist action. We make no claims to be able to
identify and agree with hacktivists on all the “bad actors” in
the misinformation space, nor even on a reliable definition
of what content constitutes “misinformation” itself [13]. We
maintain the caveat that any action – misinformation hack-
tivism or otherwise – must be morally justified separately. We
do, however, identify with the many of the ideas and sugges-
tions posed by the hacktivists in our study – particularly when
in conformity with the guidelines put forth in Levy’s hacker
ethos [67] and when they are in support of a democratic vision
of the Internet [45]. We do also support the idea of “fighting
fire with fire” identified in our findings inasmuch as it seeks
to address the power mismatch that has arisen in the context
of regulation, lax policy, and perverse incentive structures on
social media platforms – factors which have contributed to
the current state of affairs where misinformation is a promi-
nent component of everyday discourse [109]. Again, this is
not to legitimize hacktivist actions across the board nor to
herald them as the sole defenders but simply to highlight the
pressing need for examples of organized resistance against
misinformation and well-resourced troll farms online.

8.3 Limitations

Our research was limited in its scope to US-based hacktivists,
so we exercise caution not to generalize the results across the
entire Internet activist community. Hacktivist operations are
often at the center of debates regarding the dimensions of civil
disobedience, political participation, legality, and the ethical
use of Internet technologies [109]. Our results seek neither to
approve or disapprove of these operations, but rather share in-
depth accounts of the perspective of this unique and engaged
Internet minority. Even with such a relatively small sample,
it is clear that hacktivism encompasses a wide variety of
perspectives. That being said, we acknowledge the limitations
of our sampling and that the individuals in our sample present
a limited subset of views and experiences.

We are aware that our results only reflect the current, lim-
ited understanding of misinformation informed by the forms
currently prominent on social media. Therefore, we are care-
ful to avoid any predictive use of our results in future misin-
formation campaigns. We also do not know if, when or how
the activists in our sample have used the proposed counter-
misinformation tools, tactics, and procedures. Our results do
not do not offer a blanket justification for the frivolous use of
them across any online space. We note that this study reported
on the evolving experience of dealing with misinformation by
hacktivists and might miss some important aspects of meting
out truth on social media. We advise caution in this, as we
see our work as a synergistic line of scientific inquiry that
addresses an important gap in voicing the opinions of those
that actually introduced the means for mass producing of
misinformation online in the first place.
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8.4 Future Work

Our future research will continue to to trace out the ways in
which the hacktivist community engages with misinformation.
We plan to expand our work beyond the US and working with
hacktivists worldwide, as misinformation influences geopo-
litical affairs across the globe. We are set to further explore
the intersection of and interactions between hashtag activism
and hacktivism targeting online misinformation, as synergy
between the two have emerged, such as in the case of the
#NAFO campaign on Twitter. Here, we would devote much
attention to the new misinformation “battlefield” of short-
form video platforms such as TikTok. It would be useful
to study the emergent circumstances in which misinforma-
tion hacktivism mobilizes and empowers ordinary users to
join future “Troll [target] Day” operations and and to catalog
their experiences with such participation. Of equal importance
would be to further study the use of “misinformation-against-
(mis)information” as in the case of #OpJane to learn both the
useful and harmful aspects of this approach.

9 Conclusion

Reflecting the communitarian ideals of free information and
disobedience to authority, the hacktivists in our study showed
a determination for a radical response against the reprehen-
sible act of spreading falsehoods on social media. As mis-
information is consequential to the trolling and memes of
the early days of hacktivism, it is reassuring to observe that
the contemporary hacktivists are outwardly against such a
nefarious appropriation of their aesthetics. It is encouraging
to reveal that hacktivists also advocate for general misinfor-
mation literacy as a strategic asset against an undemocratic
Internet. These findings, we hope, will empower ordinary
users in counteracting misinformation towards the vision of a
democratic Internet.
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Appendix

1. How do you describe your niche, role, activity, or agenda
you have online?

2. What brought you to hacking, OSINT, cyber-threat intel-
ligence, and any operations you have taken so far?

3. Have you faced any obstacles, challenges, repercussions
because of your activity?

4. Has the obstacles, challenges, repercussions affected
your commitment, motivation, and vision of your actions
and in what way?

5. What is your take on the increased misinformation pro-
liferation online?

6. Have you ever engaged or considered engaging in utiliz-
ing your actions in exposing disinformation campaigns?
What was the disinformation about, in what capacity
you participated, and what were the outcomes you were
attempting to achieve?

7. What do you think the tools, tactics, and procedures un-
dertaken in a hypothetical misinformation hacktivism
operation might entail?

8. What in your opinion, is the way to continue evolving
this work and in what shape and form?

9. Is there anything else that you would like to add or say
that is relevant to the questions we have asked so far?

10. If you would like to share some demographic informa-
tion, please do - we don’t require it but it will help us
better contextualize your effort and story.
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Abstract
We explore the experiences, understandings and perceptions
of cyber-threats and crimes amongst young adults in Pakistan,
focusing on their mechanisms for protecting themselves, for
reporting cyber threats and for managing their digital identi-
ties. Relying on data from a qualitative study with 34 partici-
pants in combination with a repertory grid analysis with 18
participants, we map users mental models and constructs of
cyber crimes and threats, their understanding of digital vul-
nerabilities, their own personal boundaries and their moral
compasses on what constitutes an invasion of privacy of other
users in a country where there is little legal legislation gov-
erning cyberspace and cyber crimes. Our findings highlight
the importance of platform adaptation to accommodate the
unique context of countries with limited legal mandates and
reporting outlets, the ways in which digital vulnerabilities im-
pact diverse populations, and how security and privacy design
can be more inclusive.

1 Introduction

We unpack the experiences, perceptions of cybercrimes and
mechanisms for self-protection of young adults in Pakistan,
focusing on their social media usage. The pandemic has accel-
erated the growth of the internet and resulted in a significant
increase in internet traffic [14, 23]. This shift has enabled the
migration of various activities such as shopping, education,
work, and entertainment to online platforms. However, with
the rise in internet usage, the number of reported cybercrime
incidents has also increased, as noted by the FBI and Inter-
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pol in the United Kingdom and the United States [1, 4]. The
FBI reported that the number of cybercrime complaints re-
ceived between January and May 2020 was nearly equivalent
to the total number of complaints received in the entire year of
2019 [49]. Similarly, according to the Pakistan Telecommuni-
cation Authority (PTA), the number of cybercrime complaints
received by the authority has been increasing in recent years.
In 2020, the PTA received over 17,000 complaints related to
cybercrime, an increase of around 40% compared to the pre-
vious year [6]. Despite the increasing number of cybercrime
complaints, the conviction rate for cybercriminals in Pakistan
remains low [6]. This is due to a number of factors, including
a lack of technical expertise among law enforcement agencies,
a weak legal framework for combating cybercrime, and a lack
of awareness among the general public about how to protect
themselves from cybercrime.

Among internet users in Pakistan, young adults constitute a
large percentage of the demographic. In 2016, 19% of all inter-
net usage in Pakistan was attributed to individuals aged 15-24
years old [2]. This demographic is considered tech-literate,
digitally savvy, and early adopters of online platforms, pri-
marily using social media platforms like Twitter, Instagram,
Tiktok and Snapchat. The Digital Rights Foundation, a non-
profit operating in Pakistan, reports that approximately 69%
of the calls they received reporting cybercrimes were made
by individuals within the age range of 18 to 30, with 78% of
those calls being made by women, indicating that younger
women are disproportionately affected by cybercrimes. There
are, however, few studies that explore the relationships young,
tech-savvy users in contexts like Pakistan, which have limited
legal frameworks governing online spaces and few mecha-
nisms for redressal, have with privacy and security online.
Pakistan is a religious, patriarchal cultural context with a
strong emphasis on honor and social status, resulting in often
extreme consequences of online privacy breaches and harms.
This is particularly true for women, as evidenced by high-
profile cases such as the honor killing of Qandeel Baloch in
Pakistan [27] and the suicide of Vinupriya in India [48]. It is
important to unpack what a cybercrime constitutes in such a
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context. What constitutes experienced harm for young people
and where do platforms fail to account for diverse and com-
plex contexts with varying factors at play, such as patriarchal
structures of control and religious connotations?

We gathered qualitative data from 34 interviews and uti-
lized the repertory grid technique (RGT) to collect data from
18 interviews with literate young men and women aged 18 to
23. Our study does not specifically aim to target individuals
who have experienced cybercrime. Instead, we focus on liter-
ate users at the undergraduate level who have adopted devices
and started going online at an early age (some as early as 5
years old). We find their use predominantly centers around
social media platforms and much of their experiences and
harms are associated with these platforms. Our work makes
three key contributions:

1. We unpack what constitutes a cybercrime in this context,
laying out the conditions under which online behavior is
considered a harm and a crime from the perspective of
young people. We also visualize the experienced severity
of cybercrime through a gender disaggregated spectrum.

2. We highlight the strategies and behaviors that young
users employ to protect themselves on social media plat-
forms and their source of learning for these behaviors.

3. We explore design implications to improve knowledge
of privacy mechanisms and increase control over online
data sharing among social media users.

2 Related work

The present study expands the existing literature on privacy
perceptions by specifically focusing on the perception of cy-
bercrime in Pakistan. An understanding of what constitutes a
cybercrime is complex, and its definition varies depending on
the context, user mental models, and perceptions. Prior work
in privacy has explored user perceptions and experiences of
cybercrimes but often in developed contexts and often with
adult populations [35, 51, 53]. Our work aims to fill this gap
in knowledge by investigating the perceptions of cybercrime
among young adults in the complicated context of Pakistan.

2.1 Privacy Perceptions Across Cultures
Privacy perceptions are influenced by factors such as so-
cial norms, individual characteristics, and community dynam-
ics [36]. As a result, individuals in the Global North and
Global South have different privacy expectations, beliefs, and
behaviours [39]. One study across eight countries reports that
Japanese and German participants have higher privacy con-
cerns on their smartphones than those from Australia, Canada,
Italy, Netherlands, the UK, and the USA, even though Ger-
man users rated the sensitivity of their data as lower than
that of Italian and Japanese [28]. Phone locks and pins are

often used to safeguard data [12, 28, 29]. In contrast, prior
work reveals that in South Africa, users are more worried
about who is viewing their data rather than the data itself or
its collection by platforms. These users are unaware of finer
privacy features on social media platforms and rely heavily on
blocking as the main privacy mechanism [43]. Similarly, Bell-
man et al. conduct a survey with 534 responses to understand
the differences in privacy concerns amongst users across 38
countries. They highlight the importance of cultural values,
internet experiences, and desires of political institutes as key
factors impacting privacy concerns [11]. Similarly, other work
exploring privacy practices of women in Pakistan, India, and
Bangladesh reveal five key practices for safeguarding data, in-
cluding phone locks, app locks, aggregate and entity deletion,
private modes, and avoidance [47].

In Pakistan, religion plays a powerful role in shaping pri-
vacy attitudes and behaviors where women often negotiate the
creation of gendered spaces online as a way of protecting their
information from unfamiliar individuals, as prescribed by Is-
lamic teachings [39]. Similarly, Arabic social media users
frequently establish private online accounts to uphold ird, an
Arabic term referring to personal or familial honor, in line
with social norms [7]. Muslim women in the USA also reveal
how social surveillance, which refers to performing actions
out of social obligations within the community, impacted their
activities online [8]. Prior work also reveals low-income, low-
literate women in Pakistan, India, and Bangladesh associate
privacy with Western values [47] or with shame [39], often
believing privacy is only for people who have done something
that they want to hide.

2.2 Cybercrime Experiences and Perceptions

Perceptions of cybercrime vary between the Global North
and Global South, with factors such as socioeconomic status,
gender, customs, and religion influencing their formation.

An increase in the use of digital spaces and platforms has
resulted in a subsequent increase in cybercrimes [15, 30, 37]
with online shopping fraud, online banking fraud, cyberbully-
ing like stalking and threatening, malware, and hacking the
most prevalent forms of online crimes [42]. In Finland, the 5
most common forms of victimization experienced by people
in the age group of 15-74 years old were malware, harassment
like defamation and threat of violence, hacking, fraud, and sex-
ual harassment. People with higher internet usage were more
impacted by malware attacks [37]. The PEW Research Center
conducted a survey in the USA which found that Americans
have reported personally experiencing online harassment and
view it as a significant issue [21]. Another study by the same
research center revealed that 26% of women reported being
stalked online, and 25% reported experiencing sexual harass-
ment online [55]. In a survey conducted by Maple et al. with
353 participants, 324 reported experiencing online harass-
ment, with women citing “fear of personal injury" as their top
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concern when engaging online, followed by concerns related
to their reputation [34].

During the COVID-19 lockdown in the UK, incidents re-
lated to “frauds associated with online shopping and auctions,
and the hacking of social media and email" saw the largest
increases, being the two most common categories of cyber-
crime in the country [17]. Another study exploring experi-
ences of influencers on TikTok, Facebook, Instagram, Twitter,
and YouTube found that at least 95% of creators described fac-
ing some form of harassment at least once in their career [52].
The study revealed through a longitudinal study that hate and
harassment have grown 4% over the last three years and now
affect 48% of people globally. They found that young adults,
LGBTQ+ individuals, and individuals who frequently use the
internet are more at risk of privacy violations [51].

In contrast, few studies focus on unpacking privacy expe-
riences and behaviours in the Global South. One such study
exploring online privacy perceptions and practices in Ghana
reveals a lack of understanding of how internet technologies
operate with users relying heavily on passwords, and those
who augment their security do so with a variety of ad-hoc
practices learned through word of mouth [18]. Another study
by Sambasivan et al. in India, Pakistan, and Bangladesh, found
that a majority of the participants regularly faced online abuse,
experiencing three major types: cyberstalking, impersonation,
and personal content leakages [46]. Other work reveals Low
Socioeconomic Arabs (LSA) experienced black hat hack-
ing, identity theft, shoulder surfing, and defamation. High
Socioeconomic Arabs (HSA) experience grey hat hacking,
credit card theft, financial fraud, and identity theft. The con-
sequences of the attacks were more severe for LSA like repu-
tational harm while HSA reported little to no consequences
from the attacks [45]. According to a 2021 Digital Rights
Foundation report, the most commonly reported cyber ha-
rassment cases were blackmailing, non-consensual use of
information, unsolicited contact, hacked account, financial
fraud, fake profile, and defamation. Other threats like imper-
sonation, bullying, hate speech, and cyberstalking were also
reported [3].

2.3 Cybercrime among Young Adults

Young people are the most frequent users of the internet and
technology, and as such, they are most likely to be exposed
to cybercrimes than other demographic groups [13, 56]. This
is due to their new financial responsibilities, social indepen-
dence, and frequent technology usage [13]. While few studies
globally have focused on young people those that have report
that students often receive messages that threatened, insulted,
or harassed them or were pornographic in nature [24,40]. Prior
work also reveals that amongst undergraduate and graduate
female students, those who viewed social media as having
a negative impact on their lives also reported experiencing
more online harassment [54]. Another four-country (Finland,

US, UK, Germany) study examining cybercrime victimiza-
tion among teenagers and young adults, found that online
crime victimization was relatively uncommon, with slander
and the threat of violence being the most common forms of
victimization, and sexual harassment the least common [38].
Crimes like malware, hacking, and phishing were more com-
mon among U.S. undergraduate students. The students re-
ported gaining knowledge about cybercrime through prior
victims and media sources [13].

Previous studies conducted on technology usage amongst
adults in low-literate and low-income areas of Pakistan and
other Southeast Asian nations have revealed disparities in
technology utilization between men and women and varia-
tions in privacy perceptions based on cultural and religious
values [39,46,47]. This study examines whether young adults
with a higher level of education, technological literacy, and
economic stability compared to their low-literate and low-
income counterparts experience similar challenges with pri-
vacy and cybercrime. Furthermore, this study aims to explore
the reasons behind these difficulties, if present, despite the
higher level of technological literacy in this demographic. Ad-
ditionally, this study seeks to complement existing literature
on privacy and cybercrime, which primarily focuses on the
female perspective, by examining the male perspective on
these issues.

3 Methodology

This study explores the young adults’ mental models of cy-
bercrime in Pakistan. Our main questions were:

• RQ1: What is considered a cybercrime from the per-
spective of young people, and how do they define the
severity of online behavior as harmful or criminal? Are
there gendered nuances in this categorization of an on-
line behaviour as a crime or harmful?

• RQ 2: What strategies and behaviors do young users em-
ploy to protect themselves online and where do privacy
affordances fail them?

• RQ 3: What are their mechanisms for reporting or seek-
ing support in a context like Pakistan which has a limited
legal framework for the digital world?

Our research consisted of Repertory Grid (RGT) interviews
with 18 participants (13M, 5F) to address RQ 1 and semi-
structured qualitative interviews with 34 participants (17M,
17F) to explore RQs 2 and 3. Both studies had unique partici-
pants.

3.1 Repertory Grid Study
The study employs the Repertory Grid Technique (RGT) to
elicit personal constructs and to observe the perception of par-
ticipants regarding cyber threats. Developed by George Kelley
as part of his Personal Construct Theory, it posits that people
construe reality according to their personal constructs [10],
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and they form these constructs by observing the contrasts
between a set of examples [32]. The main components of
RGT are elements, constructs, and linking mechanisms [50].
Elements represent objects of thought (people, places, ideas,
or inanimate objects) that are compared methodically to dis-
cover the constructs of a person [22]. Constructs are the dis-
criminations that people make between the elements. Linking
mechanisms are the ways that show how participants interpret
each element relative to each construct [50]. In our case, ele-
ments are cybercrime threats; constructs are characteristics
that participants use to describe similarities and differences
between cybercrime threats; and linking mechanisms are rat-
ings of the threats made by the participants on each construct.
Rating refers to the process of comparing or evaluating ele-
ments on each construct using a numerical or qualitative scale
to capture individual perceptions and distinctions. A diagram
explaining the methodology can be seen in Figure 1.

More precisely, we employed the Full RGT Method [44]
where both the elements and the constructs were elicited
from the participants. The participants were first asked about
their personal experiences and the experiences of their close
acquaintances with cybercrime to elicit the elements and final-
ize the cybercrime element list. After this element elicitation
phase, the construct elicitation phase started where partici-
pants were presented with triads of elements organized in the
triadic form [50] (see Table 3 in Appendix for triad order).
Participants were instructed to compare and contrast any two
most similar elements with the third one. To understand the
underlying assumptions and reasoning behind the elicited con-
structs, the participants were further probed using “Why?” and
“How?” questions (also called the Laddering Technique [26])
whenever needed. For instance, one of the presented triads
during the study involved hacking, unsolicited contact, and
non-consensual use of information (NCUI). A participant
mentioned that hacking and NCUI are similar, stating that
they are more harmful compared to unsolicited contact. When
inquired about the reason behind the choice, the participant
explained that hacking and NCUI could potentially lead to the
unauthorized access of personal pictures, which could then be
used for blackmail. In contrast, unsolicited contact was seen
as less directly harmful to the victim. The constructs were
then recorded on a repertory grid (see Figure 4 in Appendix),
and participants were asked to rate each element in relation to
each (self-generated) construct using a five-point Likert scale
(Linking Phase).

3.2 Qualitative Study Design

The study protocol consisted of 8 sections, which aimed to
elicit information about the participants’ device and internet
usage and their experiences and beliefs regarding cybercrime
and reporting mechanisms. To validate the protocol, pilot in-
terviews were conducted, and the protocol was revised based
on the findings from these interviews. To address the linguistic

diversity of the participants, the protocol was translated into
both English and Urdu. The average length of the interviews
was approximately 0.7 hours, ranging from 0.31 hours to 1.2
hours. Sampling continued until data saturation was achieved,
at which point no new information was obtained. Interviews
were conducted online through Zoom. The interviews were
conducted in a mixture of English and Urdu languages.

3.3 Participant Recruitment

The participants were recruited using a snowball sampling
technique through personal contacts and online forms posted
on university forums. The participants were pursuing degrees
in various majors including STEM, Business, and Humanities.
The interviews were conducted both in person and online on
Zoom.

For the RGT study, the sample consisted of undergradu-
ate students enrolled in 8 universities in Pakistan. A pilot
study was conducted with a sample of 5 participants using
the Repertory Grid Technique (RGT) method to establish a
definitive methodology for the final interviews. We continued
to recruit participants until saturation was reached, i.e. when
no new threats or experiences of privacy violations emerged.
A total of 18 participants (5 females, 13 males) with ages
ranging between 18-24 were recruited from 8 universities in
Pakistan. The demographics of the participants are presented
in Table 1.

The qualitative study sample consisted of undergraduate
students enrolled in 12 universities in Pakistan. A total of 34
participants (17 females, 17 males) with ages ranging between
18-24, were recruited from 12 universities in Pakistan. The
demographics of the participants are presented in Table 4 in
Appendix.

Gender Male
Female

13
5

Age (years old) 18
19
20
21
22
≥ 23
Average, Me-
dian, Mode

1
3
2
6
2
4
20.94, 21, 21

Education Year-
(Undergraduate)

Freshman
Sophomore
Junior
Senior

2
4
3
9

University Private
Public

5
3

Table 1: RGT Demographics
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Figure 1: Methodology of the RGT process

3.4 Ethical Considerations

Both studies were approved by the IRB at the university where
the study took place and informed verbal consent was ob-
tained prior to conducting the research. The participants were
informed that only audio recordings would be made and that
the data would be used exclusively for research purposes. Ad-
ditionally, it was communicated to the participants that the
data would not be shared with any third parties and that any
personally identifiable information would be removed during
transcription to maintain anonymity.

At the time of the study, the minimum wage for unskilled
workers and adolescent workers in Pakistan was PKR 120.2
(0.45 USD) per hour [5]. All participants were compensated
for their time. The participants in RGT interviews were com-
pensated PKR 500 (1.87 USD), while those participating
in qualitative interviews were compensated PKR 1000 (3.74
USD). Participants were also informed that they could decline
consent for recording without any impact on the compensation
offered.

Given the sensitive nature of the subject matter and the cul-
tural context of Pakistan, a female researcher was designated
to conduct interviews with female participants, while male
researchers were responsible for interviewing male partici-
pants.

3.5 Data Analysis

The recorded data was first transcribed. The data was then
analysed using open-coding [31] which was conducted by
a team of three researchers. To ensure consistency in the

coding process, the first three interviews were collaboratively
coded and an initial codebook was created. Subsequently, each
researcher conducted individual coding, and recurring codes
were consolidated during meetings. A total of 3,852 codes
were generated from the transcripts, which were grouped into
themes using Thematic Analysis, as described by Brown et
al. [16]. The themes were further synthesized and organized
using Affinity Mapping.

3.6 Positionality

The authors of this study are based in Pakistan and com-
prised of two female and two male researchers who were
residing and working within the country during the time of
the research. An additional 2 authors are based in Germany.
Among the authors, two were considered to be young adults
during the study, providing them with an advantage in their
ability to relate to the experiences of the participants. This, in
turn, facilitated an intuitive understanding of the social and
religious context of the participants’ responses pertaining to
cybercrime. Additionally, the female researchers of the study
have previously lived in both the US and Europe, and have
spent much of their formative years in Pakistan which allows
for a unique understanding of the Paksitani context.

4 Findings

Our findings highlight the cybercrime experiences, digital
safety perceptions, safety behaviours, and available support
systems of educated, tech-savvy users in Pakistan. We dis-
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cuss the differences in these experiences and behaviours as
compared to earlier reported experiences of low-literate, low-
income users [39,46] in Pakistan and broadly the experiences
and behaviours of young people in the Global North [13, 37].

We find, as reported in prior work, phishing, fake profiles
and impersonation, financial fraud and cyber-stalking to be
frequently experienced harms in our context [9, 33, 38]. How-
ever, we also find specific gendered nuances and differences
in what is considered a harm, how harms are experienced, the
effectiveness of existing privacy affordances and the barriers
to reporting that have not been reported in prior work.

We structure our findings below by first presenting a cyber-
crime spectrum which is based on the RGT study data and the
qualitative data both (Section. 4.1). The rest of the findings
are based only on the data from the qualitative study.

4.1 Cybercrime Spectrum: RGT Data and
Qualitative Analysis

We used data from our RGT study along with qualitative data
to calculate a dis-aggregated spectrum of cyber threats from
least severe to most severe (Figures 2, 3). In the Repertory
Grid Technique (RGT) interviews, multiple constructs were
elicited to indicate the severity of each threat, such as Emo-
tional harm (vs. Physical harm), No direct harm (vs. Direct
harm), and Potentially harmful (vs. Less harmful). Figure
4 displays a sample of a grid from our RGT study. During
the categorization process, elements were assessed based on
their proximity to poles indicating severity or benignity. If
an element was ranked towards the pole that indicated sever-
ity (i.e. More Severity, Potentially Harmful, Exploitation of
the Victim), it was considered a severe threat. A similar pro-
cess was applied for the poles (i.e. Mildly Threatening, Less
Harmful, The Victim is not Exploited) that implied benignity.
Similarly, during the qualitative interviews, participants were
asked which online threats they considered severe and benign.
We measured the frequency of each threat they rated severe or
benign by grouping the responses. The total frequency of each
threat was calculated by summing the frequencies of benign
and severe threats obtained from both the qualitative and RGT
interviews. Finally, the final severity rating for each threat was
determined by subtracting the total benign frequency from
the total severity frequency. Threats with higher scores were
considered more severe, while those with lower scores were
categorized as benign.

We see notable differences between male and female spec-
trums. Male participants considered Hacking, Blackmail-
ing, NCUI, and Financial Fraud to be more severe while fe-
male participants considered Defamation, Hacking, NCUI,
and Fake Profile to be more severe. Male and Female Par-
ticipants both considered Stalking, Abusive Comments, and
Unsolicited Contact to be less severe. Female participants
also considered Financial Fraud to be less severe, which is in
contrast to the male spectrum. In the subsections below we

unpack and contextualize the spectrum based on the experi-
ences and concerns expressed by the participants along with
the prevalent socio-cultural norms based on our qualitative
study.

4.2 Cybercrime Experiences and Concerns

Threat Total
(%)

Males
(%)

Females
(%)

Unsolicited Contact 20 2.5 17.5
NCUI 17.5 0 17.5
Hacking 15 7.5 7.5
Fake Profile & Imperson-
ation

15 2.5 12.5

Financial Fraud/ ScamCalls 15 7.5 7.5
Blackmailing 7.5 0 7.5
Defamation 7.5 0 7.5
Stalking 2.5 0 2.5

Table 2: Frequency of threats reported by male and female
participants

Participants in our qualitative study reported 40 personal
cybercrime experiences, and 35 experiences of other people
(family, friends, media coverage). Table 2 displays the fre-
quency of each reported threat experienced by participants.
The types of cybercrimes experienced by the participants,
along with their definitions, can be found in Table 5 in Ap-
pendix. The definitions were supplemented from the Digital
Rights Foundation [25], which is a Pakistani research-based
advocacy NGO focusing on technologies to support human
rights, democratic processes, and digital governance.

In the following subsections, we discuss the cybercrime
experiences of five cyberthreats: unsolicited contact, cyber-
stalking, fake profile/ impersonation, financial fraud/ scam
calls and non-consensual use of information. We highlight
the concerns, the platform level affordances and participants
own mitigation strategies for each crime. For each we also
detail the reality of participants experiences. The following
sections are based on data from our qualitative study.

4.2.1 Unsolicited contact

Unsolicited contact was the most frequently reported cyber-
crime across all female participants.

Concerns: Male and female participants considered un-
solicited contact benign (relatively harmless crime). Female
participants reported being contacted on various platforms
without their consent, revealing that the privacy affordances
provided by social media platforms were ineffective against
unsolicited contact. Female participants would persistently
receive message requests and calls despite blocking the ac-
counts on social media and the contact numbers multiple
times.
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Figure 2: Male Spectrum about Cyberthreats

Figure 3: Female Spectrum about Cyberthreats

The perpetrators were always male, and their motive was
to establish friendships with female users. One female par-
ticipant highlighted: “This [unsolicited contact] is such a
common occurrence; I mean, people don’t even call this [un-
solicited contact] a cybercrime because it’s that common. A
random person texts you on Instagram and forces you to be
friends; like, it’s so common now that you don’t even pay
attention to it. You’re just like this happens and stuff.” - PIFT-
F1.

We found that users misuse the disappearing messages
and one-time picture view feature of Snapchat to perpetrate
unsolicited contact. Snapchat servers are designed to delete all
Snaps (pictures) after all recipients have viewed them. Since
the chats get deleted automatically, perpetrators send offensive
content to users with the affirmation that the evidence of
harassment will be erased permanently: “Recently, in some
harassment cases, we got to know that the harassers harass
[others] on such platforms like Snapchat where all the chats
are deleted... they don’t want the chat to stay.” - PF1.

In another incident, one participant reported an instance of
misuse of the Airdrop feature on an iPhone smartphone. The
participant explained that their friend was traveling on a bus
and forgot to turn off her Airdrop, which allowed a stranger
to connect to her device and send unsolicited images.

Sambasivan et al.’s work in India, Pakistan, and Bangladesh
highlights that 65% of the women in their sample reported
friendship requests and unwanted phone calls from strangers
as a common form of online abuse [46]. In contrast, unso-
licited contact has not been reported as a frequent threat in the
Global North [13, 15, 38]. Cultural norms around the segrega-
tion of genders and the importance placed on the modesty of
women also impact the severity of some privacy violations as
more traumatic in our context than others.

Affordances and Mitigation: Social media platforms,
such as Instagram and Facebook, allow users to make their
profiles private and block or report the abuser’s profile. Partic-
ipants take additional precautionary measures to ensure their
privacy by not sharing their contact details with strangers and

restricting the requesting profiles.
Reality: Despite platform level affordances, participants

were unable to effectively navigate unwanted contact. In-
stagram’s feature to allow users to create multiple accounts
from a single profile was a contributing factor to the high
prevalence of unsolicited contact on the platform. To address
this issue, Instagram introduced a feature that allows users to
block an account and any future accounts created using the
same email address or contact number. This allows users to
block contact with an individual’s current account and any
future accounts that the person may create in order to contact
them again. However, participants found this feature to be
ineffective in blocking unsolicited contact as users make new
accounts with new email addresses: “I even tried the option
on Instagram to report all future accounts made by this per-
son [the perpetrator], but maybe he made an account from a
different email [that I kept receiving his messages].” - PU-F1.

Participants also reported that the perpetrator often created
a new account or phone number to contact them despite being
blocked. This led to a sense of hopelessness among female
participants, who had come to accept this type of cybercrime
as a normal part of their online experience. On the other hand,
unsolicited contact was not common among male participants,
as evident from the Table 2, which may have contributed to
their perception of it as benign. However, male participants
were aware of its prevalence in society:“The most frequent
cyber-crimes you tend to hear about are messages to women,
pictures of genitalia, or posts or texts mentioning lewd activi-
ties that they would like to do to the said women.” - LM1.

4.2.2 Cyberstalking

Our findings reveal that while both male and female partic-
ipants found cyberstalking a benign threat, it was reported
only by female participants.

Concerns: Cyberstalking was viewed as normal amongst
our participants who did not consider it as illegal since social
media platforms do not prevent users from accessing other
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users’ profiles. Participants understood public profiles as fair
game for abusive comments and stalking without fear of legal
repercussions. They believed it was perfectly legal to interact
with profiles (in any way) as long as they were public. The
participants being stalked considered it to be less severe as
they were not aware of the fact they were being stalked: “I
would say stalking is immoral but not illegal since you are
putting the information out there in public yourself” - LM4.

We found male participants were relatively less concerned
about cyberstalking than female participants. They believed
they could ward off the stalkers through their physical strength.
However, male participants were more concerned with online
tracking and stalking by social media companies. They ex-
pressed concern about the platforms themselves spying on
their digital activities. They explained that they were wor-
ried about being shown ads for something they only verbally
discussed with their friends: “Cyberstalking is also quite a
threat, but only if the companies conduct it; stalking happens
through [online] platforms.” - LM2.

Female participants believed they could be stalked through
their laptop cameras and were concerned about hacking of
their cameras and capturing of their photos in compromis-
ing positions. They strongly believed that cyberstalking of-
ten leads to crimes in the real world which include physical
stalking and harassment:“They [stalkers] get their [female
victims] address and phone number, and they get into more
detail about how they get their address and phone numbers.
And then they follow her, making her extremely uncomfortable.”
- GF3.

Studies in the region have not previously reported cyber-
stalking [39,46] as most studies have worked with low-literate
populations. In contrast, our participants were young and tech-
savvy, with much more engagement with online spaces and
platforms.

Affordances and Mitigation: Mobile applications ask
users before accessing multimedia, contacts, and camera of
the user’s device. Whatsapp allows its users to limit access to
their profile picture and statuses to specific contacts. In addi-
tion, our study participants reported taping their front-view
laptop cameras in fear of stalking by hackers. They avoided
posting personal content, such as pictures and contact details,
to the public.

Reality: We found that default privacy settings of social
media platforms can significantly impact users’ experience
and the potential for unwanted or harmful interactions. Par-
ticipants perceived Instagram to be more secure as compared
to Facebook because when creating an account on Instagram,
the default profile picture settings are set to private, while on
Facebook, users are required to enable it manually. However,
participants mentioned third-party external websites that can
be used to enlarge and view anyone’s profile pictures on In-
stagram. Originally, Instagram restricts users from enlarging
the profile picture of any other user. These third-party links
are easily accessible through online search engines. As far as

we know, Instagram has failed to address this issue.

4.2.3 Fake profile & Impersonation

Concerns: Perpetrators created fake profiles using false in-
formation to exploit contacts and tarnish reputations. They
frequently posed as women to gain access to women’s ac-
counts and then sent victims inappropriate content, such as
explicit images and texts. In certain instances, they utilized
real details of other individuals to impersonate them online.
The motivation behind these impersonations often involved
defaming the real individuals or establishing trust by pretend-
ing to be someone close to them.

A female participant reported: “There was this guy who
liked me. I didn’t wanna get involved with him, so he got
angry and sent me a friend request [through a fake account]. I
thought it was my friend’s and I accepted his request. He stole
all my pictures with screenshots. Then he created another
account and uploaded those pictures with captions that were
not very pleasant.” - FJMUF1

Participants expressed deep concerns about the potential
damage to their reputation caused by fake profiles. They em-
phasized the harm associated with a counterfeit profile im-
personating them and sharing inappropriate or questionable
content, leading others to mistakenly hold them responsible
for it.

Affordances and Mitigation: Social media platforms al-
low users to create unique usernames, protecting against pro-
file impersonation. Each profile is linked to a separate email
address and mobile number, strengthening security measures.
Moreover, users can report impersonating profiles and request
the platform delete the profile.

To further protect themselves from fake profiles our study
participants reported that they checked the requesting pro-
file’s activity (when a friend request is made) to verify its
authenticity. To prevent the misuse of their display pictures,
female participants in our study frequently blurred them.

Reality: Our research uncovered a contrasting reality. Per-
petrators in our study possessed multiple SIM cards registered
under their names, enabling them to create numerous profiles
on social media platforms such as Instagram. In Pakistan,
individuals can register up to five SIM cards using a single ID
card. Similarly, Instagram permits users to create up to five
profiles linked to a single email address.

Participants’ lack of trust in official reporting mechanisms
and cybercrime agencies compelled them to take matters into
their own hands. Female participants, for instance, formed
online groups to collectively report and flag fake accounts
engaged in harassment. This approach proved effective as sub-
mitting a large number of reports within a short time frame
increased the chances of the social media platform suspending
the offending account. Additionally, they employed call-out
posts to publicly shame perpetrators, recognizing that male
wrongdoers were concerned about their social image and dam-
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aging their reputation significantly. By publicly defaming the
perpetrators on social media platforms, female participants
effectively discouraged their harassing behavior and instilled
fear among other men, deterring them from engaging in simi-
lar activities. : “I just now put it in my friend’s group and tell
them to mass report it (the account), and their (perpetrator’s)
account gets disabled. You do name-shaming or call out a
person (on social media). Tweet about them. Now people are
scared to do such stuff because they know that if you tweeted
about it and other people saw it, people are gonna suspend
your account.” - GCU-F2.

4.2.4 Financial Fraud/ Scam Calls

Concerns: Scammers frequently targeted victims by assum-
ing authoritative roles, such as bank employees or members of
reputable community organizations. They utilized tactics like
account-blocking threats or enticing cash rewards to obtain
personal information. This information was then exploited for
fraudulent transactions or to deceive victims into believing
they had won lottery prizes, often requiring a small regis-
tration fee. However, our participants displayed a high level
of awareness about prevalent scams in Pakistan and demon-
strated the ability to recognize and avoid them easily.

Participants tended to blame the victims of scam calls and
financial fraud, perceiving it as their own fault. Since the
participants had never fallen victim to a scam, they only re-
counted scenarios they had observed. The victim in such
scenarios was usually elderly, low-literate, and tech-illiterate:

“If a person is going to random sites and not verifying their
authenticity, then it is their fault too. People should be careful
themselves; you can’t just blame the person committing the
crime.” - NUSTM1

Affordances and Mitigation: Recent smartphone updates
have introduced features that flag incoming calls from un-
known numbers, aiding participants in our study in identify-
ing potential scam calls. Through community-based reporting,
if a phone number receives multiple spam reports, it can be
labeled as a potential scam number, and new users will be
notified accordingly. In addition, we observed that our partici-
pants employed various strategies to assess the authenticity of
websites before engaging in transactions. For instance, they
relied on indicators such as the site’s popularity, product re-
views, and visual aesthetics to establish a level of trust and
convince themselves of the site’s legitimacy.

Reality: No personal experiences of this cybercrime were
reported, hence no vulnerabilities were identified.

4.2.5 Non-Consensual Use of Information

Concerns: NCUI (Non-consensual Use of Intimate Images)
was exclusively reported by female participants in our study.
Our findings established a clear connection between NCUI,
fake profiles, and blackmail. Perpetrators gained unauthorized

access to victims’ personal data, which they then utilized
to either blackmail the victims or create fraudulent profiles.

“There was some guy having my photos, he was basically black-
mailing me into meeting him or else he’ll get my photos and
post them“ - LCWU-F1

The personal information was obtained either through the
victims’ social media accounts or, in one instance, through
non-consensual dissemination by their friends. The perpetra-
tors, predominantly males, would approach female partici-
pants under the pretext of initiating a relationship. ”She [the
friend] gave my pictures to some person and then he texted
me and is like I have your pictures, I know who you travel with
in the school van; all you have to do is talk to me everyday.
Otherwise, I will create a fake account using your pictures.
GCU-F4

Affordances and Mitigation: Snapchat’s screenshot no-
tification feature prevents the unauthorized use of personal
photographs by alerting users when their snaps are captured.
Our findings indicate that features providing more control
over content visibility and lifespan enhance user experience
and foster greater trust in the platform. Participants responded
positively to Snapchat’s timed snap feature, which allows
users to set a viewing timer on their snaps, making them ac-
cessible for a specific period. This feature instills a sense
of security, enabling users to share pictures without worry-
ing about misuse, as recipients can only view them within a
limited timeframe.

Reality: Despite some platform affordances, participants
highlighted the ineffectiveness of Snapchat’s screenshot noti-
fication feature when a user takes a screenshot by activating
airplane mode on their mobile device, as it does not trigger
a notification: “If someone takes a screenshot [of the chat],
you are notified, but even that has loopholes where people
use it with airplane mode and stuff.” - PIFT-M1

Participants expressed concern about the limitations of the
timed snap feature, as it was possible for users to capture
and distribute the content using a different smartphone, dis-
couraging them from sharing personal content through snaps.
Similarly, on WhatsApp, blocking or deleting a contact does
not delete the chat history between users, causing serious
concerns among participants regarding potential chat leakage
and the potential for their chats to be used against them:“For
instance, your conversation with someone comes to a close;
even if you delete the stuff [chats], they will still have all the
pictures downloaded in their phone. That is the only issue in
Whatsapp.” - LM2

4.3 Barriers to Reporting Cybercrime

We found three major barriers when participants reported cy-
bercrime to concerned authorities. These included the ineffec-
tiveness of reporting platforms, lack of awareness regarding
reporting mechanisms, and concerns about families.
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4.3.1 Effectiveness of Reporting Platforms

Participants were skeptical of the effectiveness of social media
platforms in resolving their reports of cybercrime. Addition-
ally, they expressed a lack of trust in reporting such crimes to
legal authorities. This contrasts with the experiences reported
by US undergraduate students, as previously documented in
the literature, where a greater level of comfort was reported
in relation to reporting cybercrime to appropriate authori-
ties [13].

The participants in our study revealed a lack of trust in
the ability of legal agencies to effectively and efficiently re-
solve their reports of cybercrime. This sentiment was fur-
ther reinforced by concerns about the potential for excessive
information-gathering and the dissemination of sensitive per-
sonal information to third parties. Additionally, participants
were concerned about legal agencies contacting their parents
or gaining access to other personal information in the process
of reporting cybercrimes. Overall, these concerns regarding
privacy and the handling of sensitive personal information
contributed to a reluctance to report cybercrime to legal agen-
cies: “If my email account is hacked, there is much more
[information]. If that email account is connected to several
other accounts, they [cybercrime agencies] will know which
platforms and accounts I am using. They can access my data
from those accounts.” - LM2.

Participants were also reluctant to report cybercrimes to
social media platforms, citing the inefficiency of the platforms
in taking timely action on complaints. They explained that
the damage had already been inflicted on the victims by the
time social media platforms took appropriate action toward
the complaint. This is one of the reasons that people took mat-
ters into their hands:“I have had my pictures used in contexts
where I did not want them to be used. Someone started up-
loading my photos with crude captions wherein my response
was to search online how to remove them through reporting
systems on Instagram. And what I learnt from that was that by
the time Instagram would sift through and decide it was worth
removing, the damage would have been done. It would take
less than twenty-four hours for me to become a laughingstock.”
- LM1

In Pakistan, there is a general mistrust of government insti-
tutions, as individuals often encounter issues such as delayed
or unresponsive responses, complex procedures, and uncoop-
erative staff when interacting with these departments. This
mistrust extends to Pakistan’s Federal Investigation Agency
(FIA) specifically when it comes to reporting cybercrime. Par-
ticipants noted that the FIA does not provide statistics on the
number of crimes resolved, making it difficult for them to
assess the agency’s efficiency. There is also little transparency
about the process of lodging a complaint or what happens
once a complaint has been made.

However, a few male participants told us that the agencies
working against cybercrime in Pakistan were doing a satisfac-

tory job. They explained that once a crime is reported to FIA,
they resolve it effectively and promptly: “Yes, FIA is doing a
good job because once you complain to them, they take two
days max to reply to you.” - LM3.

It is important to note that the participant only mentions
the time taken to receive a reply from FIA. Resolving a com-
plaint takes an even longer time. In contrast, female partici-
pants mentioned that FIA is not helpful in the majority of the
cases. Most female participants did not report cybercrimes
they faced to any legal agency, citing a lack of knowledge
about whom to contact and how to report such crimes. One
participant provided an example of a case of blackmail on
Facebook involving another girl, in which her pictures were
leaked, and she was being blackmailed for a large sum of
money. She explains that the FIA was not helpful in resolving
this crime.

Similarly, social media platforms do not take contextual-
ized action against the reported cybercrimes. One participant
reported that a fake account was made using her name on
Facebook. The perpetrator blocked the participant from the
fake profile. Despite consistent requests to Facebook and
cybercrime agencies, the participant could not get the fake
account deleted. Expressing concern over the non-consensual
use of her pictures on a fake account, the participant men-
tioned: “In what I experienced, the [fake] account was not
disabled and it had about 500 people in the friend list. Using
my pictures, I did not know whom they were talking to or
what they were talking about. My concern is that somebody is
using my identity, that is why I am very concerned about my
pictures that they do not get leaked anywhere.” - GCU-F4. In
contrast to formal pathways, participants often preferred uti-
lizing their personal contacts in cybercrime agencies so their
reports could be heard and appropriate action could be taken
against the perpetrators. Similarly, perpetrators from influen-
tial families often use their political connections to intimidate
the victim to not report cyber-crimes. Participants also ex-
pressed concern that if they report the cybercrime and the
perpetrator finds out, they could make their life more difficult
if they had such connections.

These concerns and the general lack of transparency in
the procedures and mechanisms for how platforms and local
agencies handle complaints leads to an absence and vacuum
of support mechanisms for users in Pakistan.

4.3.2 Lack of Awareness Regarding Reporting Mecha-
nisms

Along with distrust in cybercrime agencies, another important
barrier when reporting cybercrime for our participants was the
lack of awareness and education regarding reporting mecha-
nisms. The participants were unaware of agencies working
to curb cybercrime. Participants mentioned that they would
only contact agencies if they could not solve the problems
themselves or with the help of their friends. Only a few partic-
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ipants were aware of the Federal Investigation Agency (FIA)
as a possibility for reporting crimes. In general, female par-
ticipants were not aware of where to report. This lack of
awareness was also cited as a reason why women in Pakistan
do not report cybercrimes. When asked how they would report
a cybercrime, participants believed the reporting procedure to
be complicated and beyond their expertise: “I don’t think I’ll
take any steps to report cybercrime because it’s quite com-
plicated, and I do not know where to report it and what the
procedure is. I have no idea.” - FJMU-F1.

Our participants were aware of the reporting features of
the social media platforms they used, which contrasts with
what Sambasivan reported [46]. However, they did not find
the response from the platforms to be appropriate enough to
deal with the cybercrime (more in Section 5.4).

We also found the sources of awareness regarding cyber-
crimes and privacy among young adults in Pakistan, which
differed from the sources previously reported amongst low-
literate populations in Pakistan as reported by Naveed et
al. [39] but are more similar to the sources reported amongst
US populations [41]. These sources were:

1. Friends: Participants, both male and female, reported
that they mainly learned about cybercrimes and privacy
features of applications from their friends.

2. Social Media Groups: Participants, primarily female,
reported that they learned about cybercrimes prevalent
in Pakistan through social media posts. They explained
that they had joined groups on Instagram or Facebook
where posts about such topics were made.

4.3.3 Concerns about Families while Reporting

Participants expressed concerns regarding family reactions
when it came to reporting. They preferred not to inform their
family about experienced cybercrime. They explained that if
the family got aware of the cybercrime situation, they would
start worrying, and it would cause them mental stress. One
participant mentioned that if someone has not done anything
wrong, they should tell their family about the cybercrime.
However, what constitutes as wrong varies from family to
family. Since the burden of maintaining family’s honor often
falls on women in Pakistan [39], even talking to men online
could be considered a wrongful act by women. Noting this,
female participants expressed concerns about being victim
blamed if they informed their family members about the cy-
bercrime violation. They believed their parents would not
be supportive of their actions and would point out faults in
their actions. Victim blaming is also common in Pakistan,
especially regarding women. Participants expressed that they
do not have enough space to talk about these issues safely:

“Because the females are being affected by cybercrime so much
that we cannot even talk about it. And whoever does, gets vic-
tim blamed that it’s your own fault. That’s the main problem

that we don’t get enough space to talk about it or be heard.” -
GF3.

Additionally, family members discourage female partic-
ipants from reporting cybercrime to concerned authorities
and ask them to instead block the perpetrator and ignore it.
This is typically done to preserve family honour and reputa-
tion within their social circles. Due to this, participants pre-
ferred resolving cybercrime situations personally to contain
its spread to family members or the public. Such familial con-
cerns have not previously reported as barriers in the Global
North [13, 15, 19, 37].

5 Discussion

Our work examines experienced and perceived online harms
and cybercrimes within Pakistan’s educated and technolog-
ically proficient young adult population. The security gaps
discussed in section 4.2 have serious implications in a com-
plex context like Pakistan, particularly for young people who
navigate religious values, family honour, peer pressure, a lack
of legal support and gendered expectations in online spaces.

We highlight key insights from our findings below:
• We find distinct gendered differences in the experiences

of and types of harm from cyber-crimes, with female
users predominantly harmed through violations nega-
tively impacting their reputations or those of their fam-
ilies like defamation, fake profiles or NCUI. In con-
trast, male users are often more concerned with financial
frauds often because in Pakistan they are responsible for
finances and actively conduct financial transactions.

• Significant emphasis is placed on social standing within
the community in this context and so users are reluc-
tant to report cyber-crimes or seek help from authori-
ties. There are also few legal frameworks tackling cyber-
crimes, leaving young people with little support.

• Users are very aware of platform level vulnerabilities, but
often not of platform affordances. This coupled with an
inadequate response from reporting to platforms means
they often rely on non-technical (social) mechanisms to
protect themselves. For example, female users engage in
collective, mass reporting of accounts used for harassing
other female users (within a short period of time) to shut
down the account.

It is important to highlight here that most often the focus
in South Asia is on privacy literacy as most prior work in
the region has focused on low-literate or low-income pop-
ulations [15, 19, 39, 45–47]. In contrast, we find even with
tech-savvy, literate and early adopters of technologies, plat-
form privacy features fail to provide contextualized privacy
affordances.

Our findings in particular highlight the gendered differ-
ences in how cybercrimes are experienced and perceived.
While this is also reported in studies in the US and UK [34,55],
we find in the Global South context (India, Bangladesh and
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Pakistan), female users report a higher incidence of cyber-
crimes like unsolicited contact, non-consensual use of infor-
mation (NCUI), fake profiles and impersonation [46]. These
similarities suggest a shared cybercrime landscape among
these countries. In contrast, identity theft was a greater con-
cern for individuals in the USA, while hidden costs in services,
frauds, and scams were more worrisome for Germans [29].
Shoulder surfing, a threat not found in our target demographic,
raised concerns among individuals in Germany and Saudi Ara-
bia [45]. Our work in addition to prior work in Pakistan, India
and Bangladesh [18, 20, 39, 46, 47] suggests some shared
experiences, concerns, harms and mitigation strategies across
all these countries, highlighting the need for culture, context
specific privacy design.

5.1 Design Implications
Based on our data we identify several design opportunities
for addressing the concerns of our population. Despite their
technical proficiency, our participants demonstrated a lack
of knowledge about the privacy features provided by social
media applications. The results of our study indicate that mul-
tiple participants were not aware of the privacy affordances
provided by social media platforms that made them vulner-
able to cybercrimes. One possible way to address this issue
is to use geo-location tagging to identify users in contexts
where they might be vulnerable to specific privacy violations.
Using this context based on geo-location, platforms could
customise on-boarding procedures. Platforms should also
consider switching from an opt-out mechanism for privacy
settings to an opt-in default approach, whereby privacy preser-
vation is the default setting. Below we propose mechanisms
to counter the cybercrimes discussed in Section 4.2:

1. Unsolicited contact: One possible mechanism to tackle
this is for social media platforms to consider implement-
ing default settings that disable contact by strangers or
provide users with the option to make these choices dur-
ing an context-specific on-boarding process.

2. Cyberstalking: We propose that social media platforms
notify users when their profiles are repeatedly visited by
another user within a short timeframe. We also recom-
mend that profiles should be locked by default or locked
during privacy on-boarding.

3. Fake profile: Our participants identified a significant
concern when reporting incidents to social media
platforms, specifically their lack of visibility into the
progress and outcome of their reports. This lack of trans-
parency, particularly in cases where the reported incident
was time-sensitive, such as defamation, led to partici-
pants attempting to resolve the issue on their own. To
address this issue, we propose that social media plat-
forms should implement a feature that provides users

with a timeline of the progress of their reports. This
would enable users to have greater visibility into the
actions taken in response to their reports, and to make
more informed decisions about their next steps. It is also
vital that platforms create context aware, culturally ap-
propriate guidelines to address reports. Geo-locations
of the users reporting can be used to send the reports
to specific channels to handle them with the relevant
cultural context.

4. Financial Fraud: To enhance awareness and protect
users from financial fraud, we recommend that social
platforms implement a nudging strategy by regularly
providing information about common scams in the user’s
country. By utilizing geolocation data, platforms can
tailor the information to be specific and relevant to each
user’s location, helping them stay informed and vigilant
against prevalent scam patterns in their area.

6 Conclusion

Our study employs the repertory grid technique and quali-
tative interviews to unpack users’ mental models of cyber-
crimes, their experiences with cybercrime, and their privacy-
preserving behaviors. We highlight the importance of un-
derstanding and incorporating specific cultural and religious
values into the design to allow diverse users to freely use
online spaces. We also underscore the challenges of design-
ing in such nuanced and complex contexts where religious,
familial, and cultural values often clash with user desires and
online behaviours. Despite these challenges, it is important
for designers and platforms to consider potential mechanisms
to address the safety of young online users in contexts like
Pakistan, where there is little legal support from local agen-
cies.
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A RGT Protocol

Hello, thank you so much for agreeing to this interview! I am
from <institution name>, and I’m working with my fellow
researchers to understand the cybercrime experiences, percep-
tions, and understandings of young adults in Pakistan. In this
interview, we hope to learn more about your digital activity
and your experiences with cybercrime, if any. To accomplish
this task, we will use an interesting interview technique called
Repertory Grid Technique. I will explain the specifics of the
methodology as we proceed.

Here are a couple of pointers before we start:
• We will compensate you PKR 500 for your time. Kindly

share your account details at the end of the interview.
• I would ideally want to record this interview so I can

later analyze your responses. Do you give me consent
for the audio recording of this interview?

• We will keep your data anonymous and secure. It would
not be shared with anyone apart from our research team.
If your quotes are used in the final report, we will label
the quote with a dummy label that cannot be traced back
to you.

• The interview will take approximately 1 hour of your
time. If you want to stop the interview at any point during
this session, please let me know. You will still be fully
compensated for your time.

If you have questions, then do let me know. I am going to
start recording now. I would like you to reconfirm that you
have given me consent to record this interview.

A.0.1 Focus: Demographics

• What is your age?
• What is your gender?
• What is your current education?
• What is your current occupation, if any?

A.0.2 Focus: Electronic usage

• How many electronic devices do you own?
• How many of the electronic devices you mentioned are

shared among your friends or family?
• What are your most frequently used applications?

A.0.3 Focus: Opening questions

• Have you ever been the victim of a cybercrime? If so,
can you tell me about your experience?

• Have you ever had to report a cybercrime to law enforce-
ment? How did that experience go?

A.0.4 Focus: Methodology familiarization

Thank you for sharing your experiences. I will now intro-
duce you to the Repertory Grid Technique. Let me walk you
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through an example, so it is easier for you to understand the
process.

• Tell me the names of any three Professors you have had
the opportunity to work or study with.

• Can you tell me a way in which any two of these Profes-
sors are different from the third? Why is that?

I will write down your comparison on the grid now. On the
left is the ’similarity pole,’ meaning the property you found
similar in two Professors. On the right is the ’contrast pole,’
the property you found contrasting in the third Professor.
[Details: A sample of the grid is shown in Figure 4]

• On a scale from 1 to 5, rate each Professor based on
his/her closeness to the similarity or contrast pole. 1
means the Professor strongly lies in the similarity pole
category; 5 means the Professor strongly lies in the con-
trast pole category. The middle value of 3 means the
Professor cannot be classified in either of the categories
or can be equally classified in both of them.

• Please justify your ratings for each Professor.

A.0.5 Focus: Element familiarization

Let’s move on to the main part of the interview. Here is
the list of 9 cybercrimes. In addition to these, I am adding
cybercrimes you have personally experienced but are not on
this list.

• Give me a definition of each of these cybercrimes. If I
feel you are missing any crucial point, I will correct you.

A.0.6 Focus: Main Repertory Grid study

Great! We are all set. I will be presenting you with a random
set of three cybercrime names one by one. You are required
to compare and contrast any two of them with the third one.
The process will be the same as the example we went through
about the Professors. [Details: The triads were presented in
the order shown in Table 3]

B Qualitative Study Protocol

B.0.1 Focus: Demographics

• What is your age?
• What is your gender?
• What is your current education?
• What is your current occupation, if any?
• What is your marital status?

B.0.2 Focus: Electronic usage

• How many electronic devices do you own? Name them.
• How long have you owned a device and have been using

internet services?

Triad
No

Element 1 Element 2 Element 3

1 Hacking NCUI Unsolicited
Contact/
Inappropriate
Contact

2 NCUI Unsolicited
Contact/
Inappropriate
Contact

Blackmailing

3 Unsolicited
Contact/
Inappropriate
Contact

Blackmailing Fake Profile/
Imperson-
ation

4 Blackmailing Fake Profile/
Imperson-
ation

Scam/ Finan-
cial Fraud

5 Fake Profile/
Imperson-
ation

Scam/ Finan-
cial Fraud

Defamation

6 Scam/ Finan-
cial Fraud

Defamation Stalking

7 Defamation Stalking Abusive Com-
ments

8 Stalking Abusive Com-
ments

Hacking

9 Abusive Com-
ments

Hacking Scam/ Finan-
cial Fraud

Table 3: Triads

• How many of the electronic devices you mentioned are
shared among your friends or family? What purpose do
they use your device for?

• What do you usually use your devices for? How many
applications do you use? What are your most frequently
used applications?

B.0.3 Focus: Internet consumption

• What do you think is the greatest privacy risks on the
online platforms that you use?

• Do you share different information on different on-
line platforms [including social media sites and e-
commerce]? Why is it so?

• What kind of information (that you share online) is
riskier and needs to be protected more securely?

B.0.4 Focus: Privacy-preserving mechanisms

• On a scale of 1 to 10 (1 being the lowest and 10 be-
ing the highest), how concerned are you about privacy
violations?
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• Which threats do you fear the most? Why is that? What
measures do you take to protect yourself against them?

• Do you use any security measures to protect the data
on your phone, device, and applications? If yes, what
measures do you take?

B.0.5 Focus: Understanding of and experiences with cy-
bercrime

• How would you define cyberspace?
• What do you think is a privacy violation in the digital

space? What types of these violations are included in
your interpretation of cybercrime?

• What demographics/ groups are more vulnerable to cyber
threats you have mentioned? How can these demograph-
ics better protect themselves from these threats?

• Have you ever experienced a privacy infringement? If
yes, what exactly happened? If not, do you know of
anyone else who has experienced one? Explain.

• Do you think all cybercrimes are strictly punishable?
Are there any threats that you think are unethical but not
a crime?

B.0.6 Focus: Awareness of cybercrime

• Do you think cybercrime is increasing? If yes, what
might be the reasons?

• What do you think can be done to control (handle) pri-
vacy violations/ cybercrime? [follow up on the answer;
ask how and why?]

• Where do you educate yourself about (a) cybercrime, (b)
Online ethics, (c) Privacy violations?

• What barriers have you faced in educating yourself re-
garding (a) cybercrime, (b) Online ethics, and (c) Privacy
violations?

B.0.7 Focus: Cybercrime reporting

• If a cybercrime incident were to happen to you (being
hacked/unauthorized data access), what would be your
first step?

• Would you be comfortable reporting a cyber threat? If
so, how and where would you report? and what would
your expectation be (in terms of resolution)?

• Do you think that government organizations are playing
their role actively in apprehending the perpetrators of
cybercrime?

B.0.8 Questions related to individual threats [From RGT
data]

• Which threats are more frequent in cyberspace, and what
factors make them more frequent? Discuss the features
of the threat which make them easy to perform.

• What factors make the identification (and reporting) of a
threat difficult for the victim?

• Do you think cyber threats lead to threats in the physical
space? How so?

• Why do you think someone would carry out a cyberse-
curity breach?

• Do you think there are threats where the victim is at
fault for falling victim? Could they have been avoided
by taking better precautionary measures?
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C Qualitative Demographics

Gender Male
Female

17
17

Age (years old) 18
19
20
21
22
≥ 23
Average, Median, Mode

3
2
5
14
7
3
20.85, 21, 21

Education Year (Under-
graduate)

Freshman
Sophomore
Junior
Senior

4
6
3
17

University Private
Public

5
7

Owned Devices Smartphone
Laptop
Tablets
Tv, PC, Console

34
32
5
5

Internet Usage (years) 1-5
6-10
11-15
16-20
Average, Median, Mode

9
7
7
3
9.48, 10, 5

Table 4: Qualitative Demographics

D Repertory Grid

Figure 4: Repertory Grid - A sample of 5 constructs elicited from 4 different participants. The left column represents the similarity
pole, and the second-last right column represents the contrast pole. The middle columns represent the various cybercrimes that
the participants rated on a scale of 1 to 5
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E Cybercrime Definitions

Cybercrime Description
Hacking Gaining unauthorized access to someone’s electronic system, data, account, and devices, which

can result in loss of data, loss of identity, and blackmailing.
Unsolicited contact Unsolicited contact involves unwanted and repeated calls and messages by the accused/abuser,

which may include spam, repeated requests for contact, personalized threats, blackmail, or any
unwanted contact that makes the receiver feel uncomfortable.

Non-Consensual Use of
Information (NCUI)

NCUI occurs when an abuser uses the victim’s information without their consent and usually,
without their knowledge

Blackmailing Blackmailing involves using personal information or psychological manipulation to make threats
and demands from the victim.

Fake Profile Fake profile on a social media platform is an account pretending to be someone that does not
exist.

Impersonation When someone is using someone else’s identity online and is acting as them online. It manifests
in profiles purporting to belong to someone on social media websites and contacting people
through texts or calls pretending to be someone else

Scam Calls/ Messages Fraudulent calls that pretend to be an individual or from an authority to make a quick profit.
Mostly such scam calls lead to potential financial fraud being committed.

Defamation Defamation involves any intentional, false communication purporting to be a fact that harms or
causes injury to the reputation of a person

Stalking Stalking is keeping track of someone’s online activity, without their knowledge, in a way that it
makes the subject of the stalking uncomfortable.

Abusive Comments Abusive comments involve the usage of harsh, hurtful, explicit, or insulting language to attack
another person.

Table 5: Cybercrime definitions - The definitions were supplemented from the Digital Rights Foundation’s 2021 Annual
Report [25].
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F Codebook of Qualitative Study

Top-level category Description Codes
Cybercrime perceptions Subjective experiences, beliefs, and personal

definitions of cybercrime. 1. Privacy violations

2. Associated risks

Privacy risks Cybercrime threats through technology and
their consequences. 1. Fears

2. Concerns

3. Online activities

4. Vulnerable demographics

5. Device sharing

6. Avoidance

Privacy control Management of privacy on online tools.
1. Privacy affordances

2. Privacy-preserving practices

3. Private profiles

4. Two-factor authentication

5. Encryption

6. Screenshot notifications

7. Limiting account access

Reporting Underlying challenges to reporting cybercrime
incidents. 1. Hurdles

2. Family support/ resistance

3. Reporting venues

4. Nepotism

5. Control over the situation

6. Awareness

7. Expectations on report resolution

8. Victim blaming

Table 6: Codebook
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Checking, nudging or scoring? Evaluating e-mail user security tools
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Abstract
Phishing e-mail threats are increasing in sophistication. Tech-
nical measures alone do not fully prevent users from falling
for them and common e-mail interfaces provide little support
for users to check an e-mail’s legitimacy. We designed three e-
mail user security tools to improve phishing detection within
a common e-mail interface and provide a formative evaluation
of the usability of these features: two psychological nudges
to alert users of suspicious e-mails and a “check” button to
enable users to verify an email’s legitimacy. Professional e-
mail users (N = 27) found the “suspicion score” nudge and
“check” button the most useful. These alerted users of suspi-
cious e-mails, without harming their productivity, and helped
users assert trust in legitimate ones. The other nudge was too
easily ignored or too disruptive to be effective. We also found
that users arrive at erroneous judgements due to differing
interpretations of e-mail details, even though two-thirds of
them completed cybersecurity training before. These findings
show that usable and therefore effective e-mail user secu-
rity tools can be developed by leveraging cues of legitimacy
that augment existing user behaviour, instead of emphasising
technical security training.

1 Introduction

E-mail has been one of the most pervasive forms of digi-
tal communication since the introduction of the internet. So
much so, that the medium remains an attractive threat vector
for adversaries to exploit [50]. Phishing e-mails, in which
impersonated sources typically seek to gain money or sensi-
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copies of all or part of this work for personal or classroom use is granted
without fee.
USENIX Symposium on Usable Privacy and Security (SOUPS) 2023.
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tive data from a target recipient, have caused major security
breaches, financial losses and psychological damage to un-
suspecting users, making it a lucrative business for organised
crime [15, 23, 33, 61].

Technical detection systems may capture the majority of
phishing attacks, but do not fully prevent users from falling
for them. As users are commonly regarded as the “last line of
defence” [2], organisations invest in cybersecurity education
for their employees and inform the public of potential scams.
However, anti-phishing education and publicly available anti-
phishing advice may not be as effective as hoped for [13, 38,
47, 57, 59].

An alternative way to help users disengage with suspicious
e-mails is to enhance common e-mail interfaces to equip
users with “just in time” decision-making tools. For instance,
by nudging users to check sender information [49] or inter-
actively showing the trustworthiness of URLs found in e-
mails [54, 77]. Such developments showed promising results
to decrease phishing susceptibility, but have been sparse and
require further exploration [27].

Here, we provide an implementation-focused formative
evaluation [71] of the usability of novel user-centric e-mail
security concepts to help users detect suspicious e-mails in a
common e-mail user interface (UI). First, we conceptualise (i)
a “check” button to highlight indicators to help people assess
both trustworthy and phishing e-mails, and (ii) a “collegiate
phishing report” nudge and (iii) “suspicion score” nudge to
make people aware of the possibility of phishing. We then
examine how these security tool concepts affect users’ e-mail
processing behaviour, by collecting “think aloud” responses
from professional e-mail users from one organisation (N=27)
that processed e-mails in simulated Outlook e-mail interfaces
without and then with the tools. Tool designs were updated
following consistent feedback from at least five users over
four iterations.

We find that the suspicion score nudge and final check
button version were rated the most useful, and that people
largely process the same pieces of e-mail information, but
reason differently about them. This was surprising, as 18 of
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the participants recalled completing at least one mandatory
cybersecurity training before and 19 have a technical study
background. This implies that worse detection is not necessar-
ily due to negligence of relevant security indicators [90], but
a lack of consensus on how to interpret online information.
For example, whether e-mails sent from free e-mail providers
should be suspected in a professional context. This resulted
in the following contributions:

1. We identify and discuss three fundamental trade-offs that
can guide further development of usable e-mail security
tools: (i) highlighting cues of desired (i.e., legitimate) vs.
undesired (i.e., phishing) communication, (ii) enhancing
users’ existing behaviour vs. technical knowledge and
(iii) not harming productivity for security.

2. We open-sourced our methods and data via GitHub and
Open Science Framework (OSF) to encourage more stud-
ies on e-mail user security tools. This includes the sim-
ulated Outlook UI and two adapted e-mail sets to fit
participants’ organisational context to closely mimic an
e-mail processing experience.

2 Related work

2.1 User-centric security interventions
People are thought to be bad at detecting phishing e-mails
due to a lack of cybersecurity knowledge or awareness [5, 7,
38, 80, 83] and incautious e-mail processing behaviour [22,
31, 36, 44, 46, 76, 90]. The majority of interventions to im-
prove human phishing detection thus focused on developing
training and education programs [27]. Examples range from
conventional education materials [6, 13, 16, 34, 36, 68, 82,
88] and serious games [9, 19, 28, 30, 40, 41, 69, 84], to phish-
ing simulations [8, 18, 39, 40, 78]. While they increase user
awareness of phishing threats, these programs require more
frequent engagement than often is the case to stay effective in
the long term [13, 59]. This waning effect may be due to the
timing of educational programs before or after, but not during
critical decision-making moments [27].

A different stream of user-centric security interventions
aimed to make people aware of security-relevant information
during decision-making. Earlier works used browser-based
security warnings to prevent users from browsing suspicious
domains [4, 26, 58, 67, 87]. Although such warnings are mod-
erately helpful, they are prone to warning fatigue [4]. Alter-
natively, digital signatures may be used to add trust signals
to e-mails [86], although criminals typically adopt them too
once their use becomes widespread, as happened with SSL
certificates [1].

Others have highlighted dubious domains [43] or e-mail
sender information [49], but found limited detection im-
provements. This is likely due to users’ misinterpretation
of URLs [5]. A more promising approach provided users with

interactive URL reports when they engaged with links found
in e-mail messages [7, 54, 77]. By informing users about why
a URL may be suspicious, these tools provide both educa-
tional and awareness-raising value. These works underline
the potential of user-centric security interventions embedded
in e-mail interfaces.

We expanded on this idea of aiding users during decision-
making in an e-mail UI [27, 90]. Specifically, we used two
under-explored concepts in e-mail security to design novel
security features: 1. enhancing users’ confidence in trust-
ing legitimate e-mails, instead of following the predomi-
nant paradigm of enhancing phishing detection, and 2. psy-
chological nudges, where slight changes in a UI improve
decision-making, without forcing users to engage with those
changes [72]. For instance, participants in a simulated e-
commerce purchase displayed more secure behaviour when
they received a notification that emphasised how they can
cope with online shopping risks [73]. A study on phishing
detection used a social alert in suspicious e-mails, saying
that a high percentage of colleagues received the same e-
mail [49]. Even though these works found small detection
improvements, these findings suggest that nudging users with
short and directly applicable information embedded in task
systems can improve security behaviours. The potential of
e-mail security nudges is discussed further in Franz et al. [27].

In line with the two concepts, we devised a “check button”
to help users asses any e-mail’s legitimacy, and two different
nudges to alert users of suspicious e-mails. The first nudge
contained a social cue, similar to Nicholson, Coventry, and
Briggs [49], and also explained users what suspicious signs
to look out for. The second nudge alerted users of potentially
suspicious e-mails and showed recommended actions. With
these features, we aimed to improve phishing detection by
better supporting how users reason about e-mails while they
are processing them.

2.2 Processing e-mail for communication ver-
sus security

E-mail processing has been described as comprised of “pri-
mary” and “secondary” tasks in the cybersecurity context [64].
The primary task refers to the main function of e-mail, i.e.,
communicating with others through digital means, which in-
volves scanning, prioritising and responding to e-mail mes-
sages. The secondary task is the security check to decide if
an e-mail is in fact legitimate and responding accordingly.
On the one hand, we cannot reasonably expect users to focus
on the secondary task [64]. On the other hand, even if we
do, making the secondary task the main focus will inflate
users’ suspicions [53, 66, 70]. It is therefore a vital research
challenge to design user-centric security interventions that
augment users’ secondary e-mail processing task, without
harming their primary task.

The first step towards this goal is a deep understanding of
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how users switch between the primary and secondary task
in real-world contexts. Various studies have characterised as-
pects of how users process e-mails and the usability of adapted
e-mail interfaces [11, 12, 21, 29, 45, 51, 79], but these provide
limited or no insight into how users switch to the secondary
task. The few qualitative works that do focus on how users
reason about phishing find that both experts’ and non-experts’
e-mail processing involve understanding the e-mail context,
finding surprising elements that lead to suspicion and acting
on that suspicion [81, 83]. However, as these studies used
phishing detection as the primary task [81] and relied on re-
spondents who remembered a previously received phishing
e-mail [83], it is unclear to what extent these results generalise
to real-life contexts.

Thus, to engage users with the secondary task when they
should suspect an e-mail, we need to understand how users
change their reasoning from the primary to the secondary
task. Then we can see how our proposed security features
affect users’ processing behaviour. Hence, we first analyse
how users process e-mails without any security interventions,
and then how our designs affect this behaviour.

3 Methods

Our formative evaluation [71] focuses on understanding what
drives (un)usability of our novel e-mail user security tool
concepts. To this end, we used qualitative methods to obtain
an in-depth understanding of how our e-mail security tool
designs affected users’ e-mail processing behaviour and itera-
tive design to make small short-term adjustments according to
consistent user feedback. In this section we describe the study
setup, the principled approach to our designs, our participants
sample and analysis.

3.1 Participants

Twenty-seven participants performed the in-person e-mail pro-
cessing task. They were recruited through e-mail invitations
sent to staff at the researchers’ institute. We only recruited
staff from our institute, because (i) all staff were known to be
experienced e-mail users, (ii) they could come to the session
in-person, (iii) they would be familiar with the presented task
context (e.g. e-mails from the same institute), (iv) they are
likely to be used to the Outlook e-mail client, as their profes-
sional e-mails are processed through Outlook, and (v) they
represent a working office population that relies substantially
on e-mail communication. All were compensated with a £20
Amazon voucher. Their roles ranged from support staff to
lecturers. The study was approved by our departmental Ethics
Committee.

3.2 Task

To understand how users process e-mails, we asked partici-
pants to reason out loud while processing e-mails in simulated
inboxes. They were told the study aimed to gather feedback
on the usability of new e-mail interfaces and not security tools,
to avoid biased responses [52]. We created a basic Outlook
e-mail interface as shown in Figure 1, to which we added
our security tool designs. Each participant had an in-person
session of 45–60 minutes with the main researcher who sat
down next to them.

After welcoming the participant and obtaining their in-
formed consent, the researcher started an anonymous audio
recording of the session. Participants first answered questions
on their general e-mail use and were then instructed about
the main task. They had to process e-mails as if they were
professor Alex Carter in health informatics and talk through
what they were doing and why. Participants were never told
about phishing detection before or during the task. Only the
security tool designs in the task could have prompted them to
look out for phishing e-mails, as intended.

Each participant interacted with four different inboxes, one
after another. They always started with the “control” inbox,
i.e., without any new tools (Figure 1). The next three in-
boxes each contained one of the three security tools (see Sec-
tion 3.3 and Figure 2) in random order. Each inbox contained
eight or nine e-mails based on e-mails previously received
by colleagues at the same institute to provide a familiar con-
text (total Nlegitimate = 33), and one or two phishing e-mails
adapted from those previously received by academic insti-
tutes (total Nphishing = 6). Two phishing e-mails contained
a malicious URL, purporting to be a Zoom meeting invite
and Microsoft password reset. Two spearphishing e-mails
seemed to come from professor colleagues requesting an ur-
gent action. One phishing e-mail presented a fake paid mentor
program, one “Nigerian prince”-style scam, and (see details
on GitHub). Nearly all e-mails were made to directly ad-
dress professor Alex Carter. Each e-mail could be replied to,
forwarded, deleted, archived or moved to “junk”. When par-
ticipants wanted to reply to an e-mail, a text editor appeared
through which they typed their reply and “sent” the message.
We deemed these functionalities sufficient to simulate the
experience of processing e-mails for human end users, as they
cover the majority of user actions to process e-mails. This
was confirmed by a participant’s remark “this feels like going
back to work” when they started the task.

To facilitate users with out-loud reasoning, the researcher
asked participants to explain what they were looking at, to
elaborate why they responded in certain ways to the e-mails,
and, when participants explicitly mentioned that an e-mail
looked legitimate or suspicious, why they thought so. The
researcher also took written notes of any significant observa-
tions and asked if participants noticed any new feature when
they did not interact with them during the first 2–3 minutes
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Figure 1: Screenshot of an example e-mail in the “control”
inbox. The interface mimics the Outlook web client. Our
security feature designs were added to this basic UI.

of viewing the inbox, to see why they had not (see study
protocol on OSF). When doing so, we were careful not to
mention any security concept, nor asking them to use the tool,
to avoid biasing participants’ processing behaviour. This way,
any increased security awareness was merely the result of
participants noticing the new security tool.

Every seven minutes, the next inbox automatically ap-
peared, until participants saw all four inboxes. We kept the
time spent on each inbox constant across participants to rule
out the possibility that user engagement changed as a result of
different times spent with a particular tool and ensure a study
duration proportional to participants’ compensation. We were
aware that doing so traded off measuring detection accuracy
for a reproducible qualitative method to evaluate usability.
Efficacy will accordingly be described in terms of qualitative
observation, not statistical comparison.

After completing the main task, participants gave feedback,
voted which tool they found most useful and would use in real
life, how many phishing e-mails they receive themselves, how
much cybersecurity training they completed before and an-
swered demographic questions (age, gender, education level,
study background).

3.3 Rationale for tool designs
We designed our security features with two goals in mind:
to help human users detect phishing e-mails and to assure
users of the legitimacy of genuine e-mails. We took a prin-
cipled approach. All designs had to be (i) user-centric, i.e.,
keeping humans “in the loop”, (ii) accessible, i.e., easy to
understand and use, and (iii) available at all times, which im-
plies embedding new functionalities within the e-mail UI. The
latter departs from conventional cybersecurity training, which
may align with principles (i) and (ii), but not (iii). We defined
three tool concepts: (i) “check” button, (ii) collegiate phishing
report nudge, (iii) suspicion score nudge. We also kept the
designs relatively small, in the form of an inbox add-on.

As part of our formative evaluation, we made small ad-
justments to the tool designs after at least five users gave us
the same feedback. This resulted in four user-driven design
iterations. The “check” button was updated three times, the
“collegiate phishing report” nudge updated twice and the “sus-
picion score” nudge once. Figure 2 shows the final versions
of the three tool designs, Appendix A depicts each iteration.
Note that all updates were display-related changes and did
not change key functionalities.

3.3.1 Check button

The first version of the “check” button sat in the task ribbon
next to the “Junk” button. It aimed to provide users informa-
tion on whether to trust a selected e-mail, based on common
heuristics used by IT experts [81]. It could display overviews
of (i) a dissection of the true URLs of any links found in the
selected e-mail, since users often misinterpret URLs [5], (ii)
the sender’s name and e-mail address with short pieces of ad-
vice on what to do in case of mismatches in said details, and
(iii) past e-mails received from the sender e-mail address. We
expected these simple “checks” to help users when they are
unsure if they could trust an e-mail by showing how URLs and
sender details should be parsed and conjugated, as previous
work implied that many users lack such reasoning [90].

Following consistent user observations, only the “past cor-
respondence” check was kept in the last iteration. We placed
the button closer to the e-mail sender details to which its func-
tionality applied, following previous security feature design
recommendations [74, 75], and simplified the button. If the
user received e-mails from the sender’s e-mail before, they
are shown in a list with the date, time and subject line. If no
past correspondence exists, the check information asks the
user if they expected anything from the sender. If they did not,
they are asked to double check the sender’s e-mail domain.
See Figure 2A and Appendix Figure 3.

3.3.2 Nudge 1: Collegiate phishing report

The “collegiate phishing report” aimed to shift users’ cogni-
tive frame to investigating e-mail legitimacy [27], by using a
socially oriented nudge that read “This e-mail was reported as
suspicious today by one of our colleagues”. The first version
displayed this text in an orange warning banner between the
Outlook task ribbon and e-mails display. When users clicked
on it, a floating display appeared on top of the inbox with
a screenshot of the phishing e-mail that was purportedly re-
ported by a colleague, with annotations of all the suspicious
cues in the e-mail that users had to look out for, and a general
recommendation to not interact with similar e-mails. In the
last iteration, the nudge looked like a new e-mail at the top
of the e-mails list to increase user engagement. When users
clicked on it, they saw the nudge text in the e-mail display
with the fully annotated e-mail message and action recom-
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Figure 2: Final designs of each security feature: A. the past correspondence check button, B. collegiate phishing report nudge,
C. the suspicion score nudge.
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Iteration Check button Nudge 1: Collegiate phishing report Nudge 2: Suspicion score

1 (N = 8) The majority of users were unaware
of the button until nudged towards it
(after 2–3 minutes); users did not ex-
plore all sub menu items

Users tended not to click on the warn-
ing banner or got confused about which
e-mail the warning is referring to

Users did not read all provided in-
formation, but found the orange
colour positively alerting and useful

2 (N = 7) Users remained unaware of the button
until the researcher pointed it out, but
also often did not see the benefit of
the provided information.

Users did not like pop-up windows and
often felt urged to close it right away

(design did not change)

3 (N = 5) Users remained unaware of the button
until the researcher pointed it out; the
‘past correspondence’ element was
deemed useful

(design did not change) (design did not change)

4 (N = 7) Most users who noticed and started
using the button found it very useful

More users skimmed over the warning
content, some users found this and the
suspicion score generally useful as they
alerted them of suspicious e-mails

Users did not read all provided in-
formation, but found the orange
colour positively alerting and use-
ful; subtle text formatting edits did
not lead to significantly more users
applying the recommended actions

Table 1: Summary of user feedback on the security tool designs in each iteration

mendations. These annotations could not be removed and
users could remove the nudge with the close button below it.
See Figure 2B and Appendix Figure 4.

3.3.3 Nudge 2: Suspicion score

“Suspicion score” nudges were added to the phishing e-mails
to prompt users to make a conscious effort to assess their
legitimacy. This nudge was displayed in an orange warning
banner between the task ribbon and e-mail display, and said
“Are you sure you can trust this e-mail?”. Below this line,
it showed how suspicious the e-mail was on a scale from 0
to 1 and immediate action recommendations to nudge users’
coping ability [73]. We chose to describe the score and scale
to encourage users to think of potential false positives, e.g.
when an e-mail has a lower suspicion score around 0.60, and
thus take the recommended actions. Contrary to some inboxes
that subtly add “(SPAM?)” in plain text to junk e-mail subject
lines, we expected that our approach on e-mails in the main
inbox would have a greater effect on users’ vigilance and
that explaining why the nudge was displayed would address
user concerns over e-mails that could unwantedly be marked
as junk. The amount of information was reduced and the
text formatting changed slightly for the last iteration. See
Figure 2C and Appendix Figure 5.

3.4 Thematic analysis

We used thematic analysis (TA) of a reflexive nature [17] to
understand e-mail users’ motives and considerations while
they perform a typical e-mail processing task and evaluate

how our tools affected these as a measure of usability. Given
limited prior works on the qualitative relation between users’
real-life e-mail processing behaviour and security, we inter-
preted the data inductively—without prior theories or hypothe-
ses. After transcribing all session recordings, two researchers
independently annotated one transcript, discussed the anno-
tation codes and re-coded the same transcript to agree on
the granularity of the coding approach. The first author, who
conducted all participant sessions, annotated all remaining
transcripts and freely added new codes to document all their
user observations, in line with an interpretivist stance [17].
After completing all annotations, we iteratively extracted and
refined themes through further discussions driven by the data.
All transcripts and the full code book are available via OSF.
We do not report inter-rater agreement scores, as they are
inappropriate in reflexive TA [17].

4 Results

We performed an implementation-focused formative evalu-
ation [71] of the usability of novel e-mail user security tool
concepts based on highlighting legitimacy instead of phishing
cues and nudging. We implemented the tool designs in sim-
ulated Outlook inboxes and let 27 professional e-mail users
(mean age = 33.2 (SD = 7.2); 48% male; mean number of
e-mail accounts = 4 (SD = 2.1); 19 with a Science, Technol-
ogy, Engineering or Maths background) process e-mails in
them while reasoning out loud. Their feedback was used as
ongoing input for small short-term tool adjustments after at
least five users provided similar feedback, resulting in four
design iterations (Table 1).
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Through thematic analysis, we gained a deep qualitative
understanding of how our tools affected users’ e-mail pro-
cessing. Specifically, to understand why certain tools were
(un)usable, it was key to understand how users reason without
and then with our tools. A total of nine top-level codes and 86
secondary-level codes describe all user observations (see Ap-
pendix B and full code book on OSF). Based on these codes,
we uncovered four overarching themes that capture how users
reason about e-mails without our security tools (Section 4.1),
and four themes that reflect how our security features affected
them (Section 4.2).

4.1 Users’ e-mail processing behaviour

The final codes naturally evolved to mirror users’ primary
and secondary e-mail processing behaviour. The “processing
reasons” codes capture users’ primary e-mail processing, and
codes under “signals suspicious” and “signals non-suspicious”
capture what users consider when they explicitly judge e-
mails to be suspicious or non-suspicious (i.e., secondary e-
mail processing). “Intended processing actions” reflect what
users do with e-mails that do not raise any suspicion (i.e.,
primary processing) and “mitigation strategies” reflect how
users assess and manage suspicious e-mails (i.e., secondary
processing). Similar codes under “processing reasons” and
“signals (non-)suspicious” suggest that users can arrive at
opposing conclusions and perform different actions based on
the same reasons (Section 4.1.3). Together with “prioritisation
approach” and “prior experiences”, these codes gave rise to
the following four themes that describe how users generally
reason about e-mails.

4.1.1 Content relevance

Most users first considered the relevance of the e-mail mes-
sage content by judging the intent of the e-mail sender, before
deciding what action to take. They either skimmed over sub-
ject lines, skimmed over the e-mail or read e-mails line by line
right away. The importance of content relevance judgements
is also reflected by the amount of “processing reasons” codes
that relate to message contents (“high frequency”, “impor-
tant or urgent”, “keep for reference”, “not right audience or
not personally targeted”, “of personal interest”, “outdated”,
“thread”, “uninteresting or irrelevant”). These observations
imply that users empathised with the e-mail task context.

The most common reason for users to find an e-mail sus-
picious was also based on e-mail message content. Out of
all codes under “signals suspicious”, “unexpected or funny
content” has by far the most references. That is, most users
seemed to assume legitimacy until they encountered e-mail
content they perceived as odd. This accords with prior stud-
ies [52, 81], as well as psychological theory that people merely
suspect things that are unlikely [24]. Further content-based
reasons for users to be suspicious of an e-mail were “funny

URLs”, “requesting personal details”, “urgent matter” and
“fear appeal”.

4.1.2 Relation to sender

Next, most users inferred their relationship with the perceived
e-mail sender, by reading the sender’s display name, a signa-
ture in the e-mail message and/or the actual sender’s e-mail
address. They made an assumption of how close they are to
this sender according to the way the e-mail was written and
the sender’s e-mail domain. The “processing reasons” that
reflect this theme are “unknown sender”, “assume known or
trusted sender”, “from internal organisation”, “automated e-
mail”, “newsletter”. For example, user O112 assumed that the
sender of a spear-phishing e-mail was indeed from the pur-
ported colleague professor: “[. . .] a task request and it’s from
a professor and probably someone [who is] also a colleague
of mine. And it’s more personal because it starts with ‘hi’.”
This user assumed so, given the e-mail’s informal writing
style (“assume known or trusted sender”). To them, an “ur-
gent request” may be reasonable to receive from a colleague
and would not trigger suspicion.

Perceived closeness to e-mail senders was also the sec-
ond most referenced factor that drove secondary processing.
This is shown through “signals non-suspicious” codes “past
correspondence”, “internal e-mail”, “trusted sender e-mail
address” and “signals suspicious” codes “external sender”,
“non-professional sender e-mail”, “no online info about sender
organisation” and “unexpected sender or recipient name or
e-mail address”. An example of the latter, O11: “This is a
bit of a stranger and maybe someone genuinely called Olga
Kissing. That is a bit suspect. So that depends on whether I
actually knew that person. So I would just be suspicious from
there.” The user reasoned that the sender’s name sounded
funny and therefore was untrustworthy, without reading the
actual e-mail content. Only if they knew someone with that
name, they might trust it.

4.1.3 Subjectivity in legitimacy perceptions

Users could have completely diverging assessments of the
same e-mail, as the most attended to factors in e-mail process-
ing described above are prone to subjective interpretation. For
example, when users perceived an e-mail as not directed at
them, we observed any of eight subsequent processing actions
(see visualisations in Supplementary Materials on OSF). This
aligns with prior work on user perceptions of “misdirected
e-mail” [56]. We found bigger consensus among users that
“unexpected or funny content” and “unexpected sender or re-
cipient name or e-mail address”, but not technical indicators,
make an e-mail suspicious.

One scenario was that different users mentioned the same
reason, but drew opposing conclusions for the very same
e-mail. A prime example of this was in the case of a spear-
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phishing e-mail sent from a GMail address purporting to be
from a colleague professor. Out of all users who noticed this
“unprofessional sender e-mail address”, some users said it was
junk straight away, whereas others responded without any
suspicion. For example, user O19 commented: “That sounds
like a scam.[. . .] Because [of] the first bit. Also, it’s from a
GMail address.” First, they did not trust the e-mail because of
the message content. They then noticed the sender’s GMail
domain, which further confirmed their suspicion.

Other users reasoned further about using private GMail
addresses for work, e.g. user O14: “If it’s, like, a professor,
same university. I would expect that communication would go
in the same channel. So, like the University of London rather
than a private e-mail. So I would maybe call that person
and just, uh, ignore it, to be fair.” They would not expect
a professional colleague to use a non-professional e-mail
address to communicate with them. Their mitigation strategy
would have been to call the sender to verify if they indeed
sent the e-mail.

When viewing another e-mail from a GMail address, they
described their suspicion of GMail accounts: “And maybe they
hate the Outlook interface by the university. [. . .] would not
exclude it directly. That’s the reason why I would look more
on the content rather than, I mean, if it’s like an e-mail, like an
alpha numerical contact, like C H zero five, blah blah about
to dot com, then I would think that not the right motivation is
there.” They would consider both the e-mail message content
and the sender’s e-mail domain, but put more weight on the
content. Similarly, user O26 appraised the e-mail content, but
assumed that the same e-mail came from a known colleague,
without mentioning any suspicion:

“Well, they’ve used a personal account, but they’ve
signed it off as Professor Blackfield, and they work
at the University of London [. . .] I would respond
and say, sure, no problem. If it was someone I didn’t
know or the e-mail address was unfamiliar, I would
probably ignore, delete. But in this instance [. . .] I
presumed I know them. So I would say ‘sure’.”

Another scenario was when users assessed different aspects
of the same e-mail and drew opposing conclusions as a result.
For example, O15 only looked at the message content of a
phishing e-mail that indicated a missed Zoom conference
and said: “So this other e-mail is a Zoom conference call,
but we missed it. If it is very important, [. . .] I would just
mark it on my calendar to check this conference content or
communicate with the people if necessary. But I would pin
it if it is important.” They were not suspicious of the e-mail
at all and overlooked the odd sender details and URL in the
e-mail body. In contrast, user O27 first noticed unexpected
sender details and marked the same e-mail as “junk”: “This
e-mail address, Anneon.formidable, it is spam, so it’s going to
get junked. I do not do orders and payments. Somebody will
tell me. I don’t need an automated e-mail. So, that’s junk.” It

generally seemed that once any cue raised suspicion, users got
rid of the e-mail as soon as possible or they started processing
more information to substantiate their initial hunch—in line
with findings from previous works [81, 83]. These examples
show that within an e-mail, users assess different aspects,
which leads to diverging legitimacy judgements.

4.1.4 User intents to UI functions

Our inbox simulation facilitated insights into how users trans-
late their e-mail processing reasoning to how they interact
with common inbox functionalities. We found that users had
their own “mental models” of these functionalities. Strikingly,
the vast majority of users deleted e-mails that they found
suspicious, even though there was an option to mark e-mails
as “Junk”, e.g. O19: “Junk it, delete it. Either way, get it out
of the inbox. Like, I personally very rarely use junk to get
rid of something.” This implies that most users do not distin-
guish between the type of “unwanted e-mails”—whether they
thought the e-mails were uninteresting, irrelevant, or (poten-
tially) malicious. They were usually treated the same way. It
may thus not be practical for users to apply a different pro-
cess to distinguish e-mails they found suspicious. User O13
even mentioned that they did not know that they could move
e-mails to “Junk” themselves:

“Researcher: I also noticed that one of the e-mails
that you thought was suspicious, you deleted it and
you didn’t say junk. Is that what you normally do
as well?
User O13: Yeah, I wouldn’t necessarily say junk.
That’s not something we have, do we? [. . .] I never
thought of to use that, possibly I’m ignorant. [. . .] I
just, I never knew it existed, that we had a junk and
we could put things in junk.”

Users also largely ignored the “Archive” button. E-mails
that would be archived were usually deemed unnecessary and
various users said they are unlikely to read archived e-mails
ever again. As with suspicious e-mails, users may favour to
delete anything irrelevant. A few users were concerned about
e-mail storage and reasoned that deleting would therefore be
better than archiving.

4.2 Effect of security features on users’ e-mail
processing

Thus far, we described users’ overall reasoning while pro-
cessing e-mails. Next, we examined how our security tools
affected this processing behaviour. Through the iterative de-
sign process, we found that for tools to be usable, users value
as little disruption to their primary task as possible and that
simple changes such as the (symbolic) colour or placement of
the tool matter more than content. As a result, the “suspicion
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score” nudge received the most positive feedback in all itera-
tions, with the “past correspondence” check from the “check”
button as runner-up. In total, 9 participants found the “suspi-
cion score” most useful, 7 participants the “check” button, 4
participants both the “suspicion score” and “check” button,
1 participant the “collegiate phishing report”, 4 participants
found all three designs most useful and 2 participants none of
the tools.

All user interactions with and intra-task feedback on our
tool designs were coded under “intervention feedback”. When
users adopted the given tool during the task and/or found
it useful, it was coded as “positive”. The other “interven-
tion feedback” codes indicate points for improvement. Four
themes emerged from these codes and “prior experiences”,
which together capture how users experienced the security
features in relation to their e-mail processing. We summarised
users’ implicit (intra-task) and explicit (post-task) feedback
in Table 1.

4.2.1 Usability of security information

Some “intervention feedback” pertained to the usability of
information provided by the security features (“missing useful
info”, “functionality not clear”, “too much information to
process”). Fifteen users mentioned that the functionality of
the “collegiate phishing report” nudge and/or the “check”
button in the first three iterations was unclear, even though
these tools were specifically designed to facilitate human
interpretation of technical e-mail details. When users viewed
the “check” button content in iterations 1–3, they often did not
know how to interpret the provided information. For example,
O12 in the first iteration:

“Researcher: When you see this, what are you
thinking? [. . .]
User O12: Whether there is malice or not. It’s just
not sufficiently. Well, it looks clunky [. . .] it would
be much more useful to have something very clear
saying ‘this is safe, this is not safe’ rather than
giving me all this information.”

They were viewing a phishing e-mail and used the “check”
button. After skimming over the provided check information,
they pointed out that the information did not tell them whether
to interpret the e-mail as suspicious or not. We expected users
to be able to infer themselves whether they could trust an
e-mail with the given details, but this did not seem the case.
We considered displaying the information differently and
adding more guidance in iteration 3, but they still found the
amount of information too much, e.g. O16: “Okay. Woah, so
this confused me right away. So I just. Whatever. I just get
out of here. Close. Because there’s too much information. I
don’t understand anything. Lot of questions. A lot of, like, uh,
sender details. And I don’t know what they are.” We observed
a similar negligence of technical information in the “suspicion

score” nudge, which contained far less text and received most
positive feedback. Most users did not read beyond the first
line. Thus, providing users with more information to improve
e-mail security seems to have no or even an adverse effect.

On the contrary, the “past correspondence” check was well
received by all users. Some of them mentioned that they man-
ually perform the same check in their own inbox, e.g. user
O112: “That will actually be useful, because I’ve found my-
self having multiple correspondence with the same person
and I’ll have to go and search for the name if I want to find
something there. With that one, I think they’re going to be
much easier.” The provided functionality would save them
time in real life, as they noted to regularly search for past
e-mail correspondence with a given sender.

Other users indicated that the “past correspondence” check
assured them of an e-mail’s legitimacy, e.g. user O21: “I just
think it’s fine, because there is a history of that e-mail, so
it’s fine.” This user noted that having exchanged e-mails be-
fore with a sender’s e-mail address was a sign that the e-mail
came from a trusted source. It did not necessarily matter to
the user how many past e-mails were exchanged and about
what. This mere fact indicated an established relation with the
sender, which aligns with how users appraise their relation to
a sender 4.1.2 and what has been described as “temporal em-
beddedness” as an indicator of trust [60]. Thus, users tended
to ignore information that required more technical knowledge,
but adopted information that augmented their existing e-mail
processing behaviour.

4.2.2 Productivity versus security

In line with the previous theme, we found that users did not
want to engage with features that interfered with their pri-
mary e-mail processing. This was most clearly observed with
the “collegiate phishing report” nudge. Even if users did not
read the provided content, we expected it to temporarily shift
users’ attention to the concept of e-mail legitimacy. In turn,
this was expected to improve phishing detection. In most
cases, however, users felt an urge to disregard or close the
warning display as soon as possible when they saw it. For
example, when user O16 in iteration 1 saw the warning nudge
between the task ribbon and e-mails, they said “‘This e-mail
was reported as suspicious by one of your colleagues.’ Uh, did
I do that? I use the cross.” They did not understand why they
saw the nudge and closed it, without any further exploration.

In an attempt to increase user engagement with the nudge,
iterations 2 and 3 showed the warning in a modal display in
the newly loaded inbox. This was often experienced as highly
disruptive. Yet, even in the last iteration when it was displayed
as a highlighted e-mail that users had to click on themselves,
most users only took a quick glance and closed it, e.g. user
O14: “So in this case, you have suspicion, my colleagues,
with more information, uh, you missed a scheduled Zoom for
blah, blah, blah. [. . .] Okay. Uh, I don’t know. How can I get
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out of here?”
Some users who did read all the details in the “collegiate

phishing report” nudge seemed to become more discerning
throughout the task. Where they did not pay attention to the
sender’s e-mail address in previous inboxes, we found that
they interpreted the sender e-mail address and explicitly men-
tioned whether a given e-mail was legitimate more often than
before. It is unclear, however, for how long this effect would
last. Together, these observations suggest that to improve
users’ secondary processing, we need to provide micro doses
of information so not to harm users’ primary processing.

4.2.3 User concerns on false positives

The “suspicion score” nudge aimed to alert users and enable
better handling of suspicious e-mails. We found that users
felt alerted and that most of them did not blindly delete or
“junk” the given e-mail based on the warning. They often
read the e-mail contents more carefully before deciding what
action to take, which relates back to the content relevance
theme in Section 4.1.1. While the majority of our users rated
the “suspicion score” as the most useful feature, a few users
expressed concerns around the possibility of a false positive
warning. One of the phishing e-mails pretended to come from
a Chinese company. When it contained the “suspicion score”
nudge, user O211, of Chinese descent, mentioned that the
warning was probably placed there due to algorithmic bias, as
there is an allegedly large number of Chinese e-mail scams.
They subsequently judged the e-mail as legitimate and ignored
the recommended checks in the warning nudge that prompted
users to double check the e-mail sender and links:

“User O211: This is Fujen International Education.
This woman was. She is from China. [. . .] But I
know the thing is, because I’m Chinese, I know lots
of Chinese e-mails are flagged as not trustworthy,
but this is just personal, so I’m going to forward it to
my assistant instead of using this strong filter rating
to decide [. . .] and we all know about algorithmic
bias, do we?”

With the increased attention for diversity and inclusion,
users may grow especially sensitive to potential biases in
automated decision systems. While the above e-mail was in
fact a real phishing scam, it is important to take such user
concerns into account when training detection systems and
giving users security advice.

4.2.4 Ignorance toward security features

While the two nudges were ignored less, the “check” button
remained untouched by 15 users until the researcher asked
after three minutes if they saw the new button. Some users
had seen it, but did not feel the need to explore it, e.g. user
O114: “[. . .] maybe I had seen it but I didn’t really look at

it and I didn’t know what it was.” We found this surprising,
as the button was located right next to the “Junk” button in
the task ribbon in iterations 1–3 and next to the sender details
in a different colour in iteration 4 to place it closer to the
applicable e-mail content.

User O23 remarked “Sometimes in the e-mails, you just
go to, like, autopilot and you just... Yeah, I didn’t even no-
tice that.” This implies that new functionalities in e-mail UIs
are easily missed, as users routinely process e-mails with-
out thinking too much. Even after asking if users noticed the
check button, not many consistently adopted its functionali-
ties in the first three iterations. One explanation is that users
did not find the information usable enough, as discussed in
Section 4.2.1. This theme adds the possibility that users may
have felt no need to use our features and preferred their own
mitigation strategies when they suspected an e-mail (coded
under “mitigation strategies”). These ranged from directly
replying to the e-mail and judging by their response whether
it was to be trusted, to asking colleagues and reporting it
to IT. Together with Section 4.2.2, our findings suggest that
users only adopt security features that align with their existing
processing behaviour.

5 Discussion

As the sophistication of phishing attacks steadily grows [20],
there is a pressing need to develop new e-mail security tools
to protect users from falling for them. Here, we provide a for-
mative evaluation of the usability of three e-mail user security
tools based on the under-explored concepts of psychological
nudges [27] and enhancing users’ confidence in the legitimacy
of genuine e-mails.

Through an iterative design process, we found that our past
correspondence “check” button and “suspicion score” nudge
help users detect phishing by affirming legitimate communi-
cation and alerting them of suspicious e-mails. These findings
show the use of user-centric tool designs that enhance users’
existing e-mail processing knowledge in a cost-effective way,
instead of educating them about technicalities that many may
find difficult to comprehend or easy to overlook. Future work
could implement these designs into existing email clients and
evaluate their effectiveness in-situ. Through these findings,
we identified three usability versus security trade-offs, which
we will discuss in light of developing usable e-mail security
tools: highlighting legitimate vs. undesired communication
(Section 5.1), supporting technical knowledge vs. existing
behaviour (Section 5.2) and productivity vs. security (Sec-
tion 5.3).

We also found that users largely process the same informa-
tion found in e-mails (i.e., what the e-mail is about and whom
the e-mail is from), but make judgement errors due to varying
interpretations of those pieces of information—despite tech-
nical details explained in our tools. This is consistent with
observations that users may notice surprising e-mail details,
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but lack the knowledge to assess whether that information is
suspicious [5, 35, 90]. Since all of our users are mandated to
complete cybersecurity training (including phishing) every
year, this was a surprising finding. It underlines the need for
new approaches to improve detection [13, 38, 47, 57, 59].

5.1 Highlighting legitimate (desired) vs. unde-
sired communication

The anti-phishing intervention literature typically focused on
improving users’ phishing detection ability by making them
aware of suspicious cues in e-mails (see Section 2). Such
“negative” framing is typically used in the wider usable se-
curity domain to alert users of potential security risks [37].
For most users, however, phishing e-mails likely comprise
the minority of e-mails they receive. Our simulated inboxes
therefore only contained 10–20% phishing. In these cases,
users may rightfully assume that most e-mails are trustworthy,
unless the prevalence of phishing e-mails is increased to a no-
ticeable amount [66, 70]. This “prevalence paradox” limits the
scope for user-centric anti-phishing tools within e-mail UIs,
provided that user exposure to malicious e-mails remains rel-
atively low. This implies that emphasising cues of legitimacy,
such as with the past correspondence check, can maximise the
scope to improve users’ detection and confidence in e-mail
legitimacy judgements.

Note that iterations 1–3 of the “check” tool explored multi-
ple approaches to explain how to interpret technical sender
and URL details: different buttons per functional content, sim-
plifying language and information display, to no avail. As
users were reluctant to process the provided details, we only
kept the “past correspondence” check and then found positive
user engagement with it. Although the “past correspondence”
check could induce a false sense of security in cases of com-
promised or spoofed e-mail accounts, we believe the current
findings provide a strong incentive to further explore e-mail
user security tools that attend users to cues of legitimacy in-
stead of phishing. For example, a next step could be to use
language models to detect changes in the linguistic style of
frequent senders to enhance the past correspondence check in-
formation and test it in an inbox that contains spoofed sender
e-mails (of which we did not have examples).

In line with this paradigm and findings that many cyberse-
curity recommendations are unusable or vague [47, 57], our
results further suggest that users would benefit from clearer
organisational expectations on how to handle specific e-mail
scenarios, whether legitimate or malicious. For example, tell
users what to do with e-mails from free e-mail domains (e.g.,
Gmail). When users need to send or receive urgent requests,
tell them what conventions to follow: e.g. to confirm with the
person by phone or via a different channel than e-mail. This
approach requires building a strong normative working cul-
ture that covers handling both legitimate and malicious e-mail
communication. We would frame this contrast as “desired”

versus “undesired” e-mail communication, instead of “phish-
ing” versus “legitimate”, as users may still have ill-defined
ideas of what constitutes a phishing e-mail [20, 25].

5.2 Supporting (technical) knowledge vs. exist-
ing behaviour

Next, in support of Wash, Nthala, and Rader [83], we found
that our most usable designs supported users’ existing be-
haviour, whereas technical security-related content was ig-
nored. Even within the “suspicion score” nudge, most users
were sufficiently alerted by the mere presence of the nudge
and did not read the recommended mitigation or suspicion
score explanation. This aligns with recent quantitative find-
ings from a large-scale study that more detailed warnings are
not more effective than simple warnings [42], which high-
lights the power of our qualitative methods with a simulated
environment. In the same vein, parsed URL and sender de-
tails shown with the original “check” button were also largely
ignored. Users did not understand the utility of the provided
information, even though the tool explained how to interpret
the provided details. Users had a low tolerance for security
information while processing e-mails.

These observations suggest that primary task interfaces
may not be suitable for teaching users about e-mail security,
which provides a further reason to refrain from using phish-
ing simulations for “teachable moments” [42, 48, 65, 78].
Especially since all of our users are obliged to complete secu-
rity and anti-phishing training and most of them still did not
understand the provided security content, teaching users to
accurately assess security information may be a task in vain.
We therefore argue for an approach that leverages existing
user behaviour, as was the case with the “past correspondence
check” button and simple nudges like the “suspicion score”.

Our finding that users were suspicious of e-mails when they
perceived unexpected or “funny” content supports growing
evidence that users pay most attention to e-mail content rele-
vance, but not technical security indicators [32, 35, 52, 81, 83]
such as URLs [90]. To then build on the idea of developing
e-mail security tools that support existing user behaviour [83],
another promising direction may be to categorise e-mails by
their intent and show users nudges on e-mails with undesired
discrepancies between intents and sender data. For example,
when the e-mail message describes an “urgent request” and
the sender is external to the user’s organisation.

5.3 Balancing productivity vs. security

The last trade-off we found is how to balance users’ productiv-
ity with security behaviour. The perception that security may
be a (necessary) burden on users is a recurring theme [10, 14,
64] and we agree that security should not harm users’ produc-
tivity. We also believe that well-designed security tools can
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help users with minimal impact on their productivity, by lever-
aging how users actually reason about e-mails as described
in Section 4.1, instead of explicitly trying to change users’
(insecure) e-mail processing routines as suggested by [31].
The positive user engagement with the “past correspondence
check” button exemplifies this. It relied on a heuristic that an
e-mail can be trusted if there has been past correspondence
with the sender’s e-mail address. If there had not been any
past correspondence, the button showed recommended ac-
tions to check the sender’s legitimacy. This implicitly accords
with our finding that users appraise their relation to the sender
when viewing an e-mail. In contrast, the “collegiate phishing
report” nudge was ineffective, as it was unclear to users how
it related to the e-mails they wanted to process.

Another prominent observation is that most users never
used the “Junk” button and several were confused about its
functionality. This fits with findings that users’ lack of un-
derstanding security concepts is associated with low or erro-
neous adoption of security tools [3, 63, 85]. Moreover, users
did not distinguish between suspected phishing and generally
unwanted e-mails, and just deleted both types. This possibly
was the easiest action for them to understand and quickest
to perform. We therefore expect that even with additional
training, most users will refrain from using reporting func-
tionalities, as these do not seem to align with how most users
process e-mails and would affect their productivity. Even
though the idea of personalised junk e-mail filtering systems
has been suggested before [55, 89], security features that rely
on machine learning models trained with users’ processing
behaviours (e.g., updating spam filters when users move e-
mails to the junk folder [62]) may thus be unreliable. It may
even be more beneficial to remove the “Junk” and “Report as
phishing” buttons and “Junk” folder altogether. Taking into
consideration recent studies [12, 51, 86], it is recommended
that future research incorporates our suggested e-mail tool
designs and assesses their efficacy in real-world settings. Fur-
thermore, considering the themes and trade-offs highlighted
in our research, there is ample opportunity to undertake more
foundational UI design research pertaining to phishing.

5.4 Limitations

We did not test our features on live users or over longer time
periods, as our formative evaluation aimed to first eliminate
designs that provide low usability. In doing so, we tried to
get as close to a realistic e-mail processing setting as possible
by situating the study at an office desk in a regular office
space, modelled the simulated inboxes after the institutional
Outlook interface, participants participated at a time of their
preference, and adapted e-mails received by colleagues at the
participants’ institute. Although the e-mails were unfamiliar
to our participants, we did not expect this to fundamentally
change how they reason about e-mails in the task. Indeed, our
results without security features align with other qualitative

works on how users process e-mails [32, 81, 83] and several
participants remarked that the task felt like they were back
at work. Lastly, we could not test if certain designs were
better for certain demographic groups. Still, we would not
expect significant differences by type of user, as we found
a strong consensus among participants that the “suspicion
score” nudge and “past correspondence” check were most
useful.

6 Conclusion

Phishing is a persistent threat to organisations worldwide.
Technical security measures alone do not sufficiently prevent
people from falling for them, as users get exposed to new,
evermore sophisticated attacks. Here, we provide a forma-
tive evaluation of three novel e-mail security tool concepts
to help users discern trustworthy from suspicious e-mails in
simulated inboxes. We used qualitative methods to gain a
deep understanding of how our security tools affected user
behaviour and thus why certain designs were (un)usable. Our
“check” button supported user confidence in the trustworthi-
ness of legitimate e-mails and the “suspicion score” nudge
was deemed most useful. These findings highlight the poten-
tial of intuitive cues of legitimacy to augment existing user
behaviour, instead of emphasising technical security knowl-
edge. Together, they provide guiding principles for further
usable security tool developments. We also found that users
infer the trustworthiness of e-mails from the same types of
information, but that differing interpretations of that infor-
mation lead to erroneous judgements. This was surprising,
as most of our users completed cybersecurity training before
and have a technical study background. Future interventions
that highlight desired versus undesired e-mail communica-
tion norms may help create more consensus among users.
We hope these findings pave the way for a new generation of
user-centric security tools to curb the risks of phishing threats.
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A Screenshots of design iterations

Figures 3, 4 and 5 below show the design updates for each iteration for each of the three feature concepts. The updates mainly
regarded positioning within the inbox interface, while keeping the contents the same. Only the “check” button design was
updated more significantly for the last iteration compared to the initial design.

Figure 3: “Check” button versions throughout the design iterations. A. The first version of the button consisted of three sub
menu items that appeared when a user hovered over the main button: (i) “Scan URLs in e-mail”, which upon clicking would
display an overlaid pop-up window with a table overview of all links found in the e-mail, the actual URL of the links and the
actual URL domain; (ii) “Scan sender details”, which displayed a list of sender name and e-mail address details as found in the
user-facing e-mail header, as well as the e-mail body; (iii) “Past e-mails from this sender”, which would display an overview
of past e-mails received from the selected e-mail’s sender e-mail address. B. After users pointed out the inefficiency of having
three sub menu items to click in the first iteration’s design, all three components from the first version were displayed at once
when users clicked on the single “check” button. C. Users in the second iteration often found the displayed information too
overwhelming (i.e., too much and/or too complicated) and tended not to read it. Hence, the amount of information was slightly
reduced and displayed in a list for a more structured overview. D. In the last iteration, only the check for “past correspondence”
was kept, since most users ignored or did not find the other technical information on URLs and sender details usable. We were
aware of the potential false sense of security from this check in the case of spoofed e-mail addresses. Our task did not include
spoofed sender phishing examples from the start, hence we used the last iteration to evaluate the usability of the concept of
highlighting intuitive cues of legitimacy, rather than technical cues of malice. Also, to make the button more noticeable, it
appeared as an orange icon next to the sender details.
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Figure 4: “Collegiate phishing report” nudge versions throughout the design iterations A. The first version was displayed as
a warning banner between the task ribbon and the e-mails, which read “This e-mail was reported as suspicious today by one of
our colleagues (click to show):” (left screenshot). If users clicked on it, a display on top of the inbox appeared with a phishing
e-mail, a list with all reasons why it was malicious and that users should look out for similar e-mails (right screenshot). B. After
many users either got confused, ignored or rapidly clicked away the warning banner in the first iteration, the updated version
displayed the same display with the nudge text at the top when users loaded the new inbox. C. Feedback on the previous iteration
indicated users’ overall annoyance with the display. To make the nudge less disruptive, it was displayed as a highlighted e-mail
at the top of the e-mails list. When users clicked on it, they saw the phishing e-mail with annotations in orange and the nudge
text in red.

Figure 5: “Suspicion score” versions throughout the design iterations. A. Throughout the first three iterations, users were
unanimously positive about the suspicion score design: an orange banner displayed on top of phishing e-mails with a score of 0.5
or higher. There were three lines of text. First a boldfaced line that warned users of whether they were sure they could trust the
opened e-mail. Next, an explanation of why the warning is shown (high score on an automated suspicion scoring scale) and two
recommended actions for the user (double checking links and sender details found in the e-mail). We showed the variability
in suspicion scores for different suspicious e-mails to indirectly encourage users to think about the true legitimacy of a given
e-mail. That is, to let them think of the possibility of misclassified “edge cases”—e-mails with relatively low suspicion socres
(e.g. around .60). B. Users in previous iterations tended not to read the full warning text. Hence, the recommended actions were
highlighted more by making them boldfaced and separating them with an extra line break for the last (fourth) iteration.
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B Coding

Table 2 below shows all codes used to annotate users’ reasoning and annotation frequency. The full code book including
descriptions of each code is available via the OSF project page.

Top level Secondary level #

prioriti-
sation
approach

bottom-up 11
quickly skim e-mails 42
read whole e-mails 4
senders-based 9
top-down 40
urgency 16

mitigation
strategy

ask colleagues 3
block sender 4
blocked external sender content 1
call sender 8
check organisation via internet 13
check past correspondence 2
double check sender e-mail 14
inspect linked page 3
message actual internal sender 3
not open attachment 1
rely on antivirus to detect potential malice 2
reply and evaluate response 8
report to IT 1
safe links 3
train junk detection system 2

signals
non-
suspicious

formal e-mail signature 1
internal e-mail 5
IT Service Desk (ISD) checked 1
looks important 3
no warning sign 1
not requesting sensitive information 2
past correspondence 1
proper written e-mail 3
trusted sender e-mail address 15
unclear reason 8

signals
suspicious

external sender 26
fear appeal 1
funny URLs 21
no online info about sender organisation 1
non-professional sender e-mail address 41
requesting personal details 10
unclear reason 19
unexpected or funny content 90
unexpected sender or recipient name or e-
mail

54

urgent matter 3
warning message 23

study
feedback

design limitation 42
unfamiliarity with context 14

Top level Secondary level #

processing
reasons

assume known or trusted sender 46
automated e-mail 8
disseminate message 64
from internal organisation 49
high frequency 2
important or urgent 37
keep for reference 35
meeting 113
newsletter 4
no action required 64
no time for request 22
not right audience or not personally targeted 36
of personal interest 41
outdated 12
perform requested action or respond to
query

84

think about or research it before further ac-
tion

41

thread 21
uninteresting or irrelevant 61
unknown sender 8

intended
process-
ing
actions

archive 66
categorise in subfolder 14
delete 157
flag or pin 34
forward 141
junk 64
leave in inbox 122
reply 162

inter-
vention
feedback

functionality not clear 23
missing useful info 11
not applicable 1
not sufficiently visible 2
placement 3
positive 15
too much information to process 1
unaware 17
want to close nudge pop up asap 8
warning could be false positive 4

prior
experi-
ences

experience academic context 1
external sender warning 2
known spam 8
senders with unprofessional e-mail 1
sensitised to security 2

Table 2: Final coding structure with reference frequency per code. Nine top-level codes and 86 secondary level codes were
defined based on 27 session transcripts.
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Abstract
The current design of email authentication mechanisms has
made it challenging for email providers to establish the au-
thenticity of email messages with complicated provenance,
such as in the case of forwarding or third-party sending ser-
vices, where the purported sender of an email is different from
the actual originator. Email service providers such as Gmail
have tried to address this issue by deploying sender identity
indicators (SIIs), which seek to raise users’ awareness about
where a message originated and encourage safe behavior from
users. However, the success of such indicators depends heav-
ily on user interpretation and behavior, and there exists no
work that empirically investigates these aspects. In this work,
we conducted an interactive survey (n=180) that examined
user comprehension of and behavior changes prompted by
Gmail’s passive SII, the ‘via’ indicator. Our quantitative anal-
ysis shows that although most participants (89%) noticed the
indicator, it did not have a significant impact on whether users
would adopt safe behaviors. Additionally, our qualitative anal-
ysis suggests that once prompted to consider why ‘via’ is
presented, the domain name displayed after ‘via’ heavily in-
fluenced participants’ interpretation of the message ‘via’ is
communicating. Our work highlights the limitations of using
passive indicators to assist users in making decisions about
email messages with complicated provenance.

1 Introduction

Email is perhaps the longest-lived service in continuous use
on the Internet and its precursor networks — dating back to
at least Tomlinson’s SNDMSG in 1971. As a result, email
standards have not enjoyed the luxury of a careful design, but
have instead accreted new mechanisms to shore up the legacy
Simple Message Transfer Protocol (SMTP) against newfound
problems. Chief among these problems has been email spoof-
ing, whereby an adversary sends messages purporting to be
from an address that does not, in fact, belong to them (e.g.,
for spam, phishing, etc.). To help mitigate such abuse, email

protocol designers have added a range of out-of-band authen-
tication protocols — SPF, DKIM and DMARC, among others
— to help validate the identity of the sending organization (i.e.,
domain name) in an email message.

However, these mechanisms are hindered in practice be-
cause of modern Internet email borrowing heavily from the
practices of mid-20th century business correspondence, in-
cluding the notions of “carbon copies” (cc), message forward-
ing, and distribution lists.1 In particular, both email forward-
ing and distribution lists require that messages be distributed
by a third-party who is not the original sender — highly simi-
lar to spoofing. Thus, there are a range of legitimate scenarios
where existing email authentication protocols will fail to val-
idate the identity of the sender. To deal with this ambiguity,
many email service providers (e.g., Google’s Gmail and Mi-
crosoft’s Outlook 365) choose to prioritize deliverability over
possible security threats and will allow many such messages
to reach user mailboxes [51].

This situation leaves individual users with the burden of dis-
tinguishing spoofed email messages from those messages that
were merely ambiguously sourced. Moreover, the standard
information displayed by a Mail User Agent (MUA) (e.g., To:,
From:, Subject:, Date:, etc.) does not provide any indication
that such a situation is even present, let alone provide suffi-
cient evidence for making an informed decision. Spero and
Biddle identify this issue as well, opining that “making the
Mail-from (the true origin of the email) more visible would
be beneficial, along with some information about the Mail-
from domain” [74]. Gmail is one of the only two MUAs that
attempts to inform their users of such situations, by providing
a ‘via’ indicator in its user interface. Thus, a message from
“alice@foo.com via bar.com” is intended to convey that the
message claims to originate from foo.com, but was actually
delivered by bar.com.

However, the utility of this indicator depends on the extent
to which users understand its meaning, intuit its purpose, and
are able to apply that understanding to then make informed

1The incorporation of these norms into email systems dates back at least
to 1978, with Shoen’s 1978 Mail client distributed with BSD Unix.
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choices. In this paper, we examine the utility of Gmail’s ‘via’
indicator to answer the following questions:

RQ1 How do users respond to the ‘via’ indicator?

RQ2 How would users react to the email when the ‘via’
indicator is present?

RQ3 What message is the indicator communicating to end
users?

RQ4 What are users’ perceptions of the relationship between
the two domains shown by the indicator?

We answer these questions by surveying Prolific gig workers
about the Gmail indicator. We replicated the Gmail inter-
face, and asked participants to interact with a message from
“alerts@chase.com” and answer follow-up questions about
their experience. We employ a mixed-methods approach to
our analysis to understand their interpretations of the ‘via’
indicator and identify how users respond to Gmail providing
the indicator. We consider our results to be an upper bound
baseline since gig workers are often more skilled in using
various technologies.

Our results suggest that even with years of email experi-
ence, the ‘via’ indicator is not a factor in users’ email decision-
making process. Most of the participants (89%, n=120) that
were shown the indicator remembered seeing it during the
study. However, even in the case where the domain name
displayed after ‘via’ (hence referred to as the ‘via’ domain)
was r1xaz.xyz, most participants (85%, n=60) still believed
Chase Bank or chase.com was the sender. Among these par-
ticipants, 78% of them were “very confident” about their an-
swers. Our results also suggest that the ‘via’ domain directly
impacts users’ interpretations of the indicator’s purpose. In
particular, users believed that the email they viewed was com-
ing from chase.com through another part of the Chase Bank
business when the ‘via’ domain was chasesupport.com.

These findings suggest that passive indicators that rely
on user interpretation are likely to have limited success.
In our study, once participants were asked to meditate
on the purpose of ‘via’ from different perspectives, their
interpretation evolved such that some participants completely
changed their interpretation of the email. We suggest that
future sender identity indicators be designed to communicate
the necessary information users need without additional
prompting. Ultimately, we make the following contributions:

• We provide an overview of how end users interpret the
‘via’ indicator and the factors that influence these beliefs.

• We present one of the first comparisons of user behavior
in response to the indicator, a result that complements
prior research on warning design and phishing suscepti-
bility research.

• We identify challenges in communicating sender identity
to technically experienced users and discuss how these
barriers increase user risk.

2 Related Work

Our work falls under the domain of phishing prevention and
email spoofing. We start by reviewing the prior literature on
phishing prevention and then discuss relevant literature on
email spoofing.

2.1 Phishing Prevention
Prior work on phishing prevention focuses on three main
areas: (1) understanding users’ phishing susceptibility and im-
proving phishing training; (2) automatically detecting phish-
ing attacks without user interaction; and (3) warning users
about potential risks.

2.1.1 Phishing Susceptibility and Training

Because phishing exploits human mistakes rather than soft-
ware vulnerabilities [98], researchers have investigated the
reasons why users fall for phishing attacks and how to im-
prove anti-phishing training and educational material. Prior
work has found a variety of tactics that can make phishing
email messages more persuasive [6,9,14,30,50,57,60,79,91],
including having recognizable logos, targeting recipients’ spe-
cific contexts, and using persuasive techniques, among others.
Similarly, papers have identified a wide range of factors that
affect users’ susceptibility to phishing attacks [8, 9, 16–19,
29, 36, 50, 57, 59, 60, 71, 78, 79, 84, 86, 92], such as their age,
personal traits, prior training, gender, and strategies they em-
ploy to detect phishing email messages. Leveraging these in-
sights, other studies have focused on improving anti-phishing
training [18, 19, 36]. This prior work includes exploring the
efficacy of different training formats such as embedded train-
ing [11, 42, 45], teaching anti-phishing via games [45, 72, 87],
and how the effectiveness of training varies in different con-
texts [37, 41, 43, 44, 46, 64, 66, 73, 85].

2.1.2 Automated Detection

Automated detection systems serve as the first line of defense
by identifying attacks before users see them. The community
has used a variety of algorithms to detect phishing email
messages, websites, and URLs. These approaches range from
commercial spam filters [63] to heuristics [13, 34, 40] and
machine learning models [1, 20, 25, 75] proposed in academic
work.

To detect attacks, these algorithms extract features from
an email message, URL, and/or website and then apply a set
of rules or machine learning model to identify phishing at-
tacks. Prior work has explored a variety of different feature
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sets [27, 54, 55, 83, 89, 94] and algorithms [38, 88, 99] to im-
prove detection accuracy. Finally, simple approaches such as
blocklists of IP addresses and accounts [7, 28, 53, 62] are also
widely deployed in practice for phishing detection.

While beneficial, these detection systems face practical lim-
itations. They can produce a large number of false positives
when deployed at scale due to the high volume of benign
email messages [61]. They also can be evaded by sophisti-
cated adversaries [31]. As a result, automated phishing detec-
tion algorithms are often paired with phishing warnings to
improve their effectiveness [45, 61].

2.1.3 Phishing Warnings and Indicators

Phishing warnings and indicators complement automated de-
tection systems by alerting users of potential risks and sup-
plying additional information to help users make informed
decisions. Prior work has proposed different kinds of phishing
warnings, including Passpet [96], dynamic security skins [15],
SpoofGuard [77], Trustbar [33], social saliency nudges [58],
active warning dialogs [10], and phishing warnings employed
by browsers such as Chrome and Firefox [2]. Past research
on these indicators has shown that passive indicators such
as security toolbars are ineffective [22, 93], and active indi-
cators that interrupt a user’s current task are more useful in
practice [22]. There also exists ongoing research that inves-
tigates the effectiveness of different anti-phishing support
systems [68] as well as how to better design inclusive email
security indicators [97].

Beyond these high-level warnings, other work has found
that even subtle warning design choices can have a notice-
able impact on the efficacy of phishing warnings and indica-
tors [26]. In terms of ineffective warning design, prior work
has found that user habituation to warnings [22] and failure
to present information in a succinct and understandable fash-
ion [16,93] lead to poor warning efficacy. While Lin et al. [49]
report that using only domain highlighting as a browser warn-
ing does not provide strong protection against phishing, Volka-
mer et al. [80] found that combining domain highlighting with
forced attention to a browser’s address bar largely improves
phishing detection. They also noted, in a separate study [81],
the potential benefits of providing just-in-time and just-in-
place tooltips, which follow-up studies [61] have confirmed.
Zheng et al. [100] investigated the (in)effectiveness of pre-
senting users with full email header details. Examining the
use of multiple defenses, Yang et al. [95] discovered through
a field experiment that combining phishing training and active
phishing warnings can significantly reduce the click-through
rate.

2.2 Email Spoofing

The original design of the Simple Mail Transfer Protocol
(SMTP) lacked authentication, making email spoofing both

MAIL FROM: <server@chasesupport.com>
RCPT TO: <bob@gmail.com>

FROM: “Chase Bank” <alerts@chase.com>
TO: “Bob” <bob@gmail.com>
SUBJECT: Your year-end report has arrived

Hello From Chase,

SMTP envelope

Message header

Message body

Figure 1: An example of SMTP headers, inspired by Figure 3
from Chen et al. [12].

possible and common [51]. Prior work examines a range of
techniques attackers can use to successfully send spoofed
email messages. Hu et al.’s [35] measurement study showed
that many major mail providers delivered spoofed email to
user inboxes without noticeable errors or warnings, and Chen
et al. [12] demonstrated how attackers can compose multi-
ple inconsistencies in different mail servers and clients to
reliably send a spoofed email. More recently, several papers
have explored how attackers can abuse email forwarding to
send spoofed email messages. This work includes Shen et
al.’s [70] large scale analysis on email spoofing attacks, Wang
et al.’s [82] study on email spoofing opportunities introduced
by Authenticated Receiver Chain (a standard for verifying
servers that forward email), and Liu et al.’s [51] study on
attacks enabled by email forwarding. However, all efforts
mentioned above focused on the technical aspects of email
spoofing. Our work is one of the first to examine the effec-
tiveness of Gmail’s ‘via’ indicator designed to mitigate such
attacks.

3 Background

In this section, we give a brief overview of SMTP (the pro-
tocol which governs the transmission of email) and provide
background on sender identity indicators.

3.1 Simple Mail Transfer Protocol
Under the Simple Mail Transfer Protocol (SMTP), an email
message includes two sets of headers that represent the
sender(s) and recipient(s) of an email. Figure 1 shows an
example message with both sets of headers. One set of
headers, the SMTP envelope headers, consists of the MAIL
FROM field and the RCPT TO field, and provides email
servers with routing and delivery instructions. Specifically,
the MAIL FROM field specifies the server that sent the email
(server@chasesupport.com), and the RCPT TO field spec-
ifies the recipient of the email (bob@gmail.com).

The other set of headers, the SMTP message headers, in-
cludes the FROM and TO headers. This set of headers is used
for user interface purposes only and does not affect email
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(a) Gmail’s SII

(b) Zoho’s SII

Figure 2: SIIs deployed by Gmail and Zoho with the SII
highlighted.

routing [51]. Both the FROM and TO headers consist of a
human-readable name and email address. In Figure 1, the
FROM header consists of the human-readable name “Chase
Bank” and the email address alerts@chase.com, and the
TO header consists of the name “Bob” and email address
bob@gmail.com.

3.2 Sender Identity Indicators

Under the SMTP protocol, the MAIL FROM and RCPT TO
headers are opaque to users, and users only see the informa-
tion in an email’s FROM and TO headers. This design works
well when the MAIL FROM and FROM headers share the
same domain. In practice, however, the domains in an email’s
MAIL FROM and FROM headers do not always match. This
mismatch occurs for a range of both benign and malicious rea-
sons, including email forwarding (e.g., by mailing lists) and
third-party sending email services, as well as email spoofing.
To address the issue of header spoofing, the community has
developed defensive protocols such as SPF and DMARC [21],
where domains can provide information to recipients that al-
low them to validate if an email message truly originated from
the domain, and that specify actions to take if such validation
fails.

Unfortunately, due to limitations in these protocols and
the lack of universal adoption, many recipient email servers
cannot robustly authenticate all email messages. Moreover, in
an effort to prioritize email deliverability [51], many domains
often specify a permissive policy for recipients to follow if
an email message fails to authenticate under a protocol like
SPF or DMARC. As a result, major email providers such as
Gmail and Microsoft Outlook often deliver email messages
of unknown or potentially questionable authenticity.

(a) Control Group

(b) Support Group

(c) Random Group

Figure 3: Headers of the email shown to participants in each
group.

To mitigate some of these issues, two email providers
(Gmail and Zoho) have introduced UI modifications designed
to provide additional information and awareness to users
about an email’s potential origins. We refer to these UI fea-
tures as “sender identity indicators” (SIIs). Figure 2 shows an
example of their SIIs with the indicator highlighted. In our
work, we focus exclusively on Gmail’s SII, the ‘via’ indica-
tor, given Gmail’s wide adoption [52]. Gmail uses ‘via’ to
display the actual originator of an email message to recipi-
ents. For this message, the purported sender is chase.com,
yet the actual originator is chasesupport.com. Once again,
this mismatch can be due to using third-party sending services
in a benign case, or email spoofing in a malicious case. Gmail
cannot distinguish between the two cases, delegating the risk
and leaving the decision up to the recipient (with the indicator
as an aid).

4 Methodology

We use a between-subject study design to observe how the
presence of the ‘via’ indicator impacts users’ perception of
the email sender when viewing an email in the Gmail inter-
face. To answer these questions, we design a replica Gmail
interface and survey participant groups under three different
email conditions: “Control”, “Support” and “Random”. Par-
ticipants in the Control group are presented with an email that
has no ‘via’ indicator (Figure 3a). Participants in the Support
group are presented with an email with the ‘via’ indicator
(Figure 3b), which is followed by the chasesupport.com
domain. Participants in the Random group are presented with
an email with the ‘via’ indicator, which is followed by the
r1xaz.xyz domain (Figure 3c). The Support group simulates
a situation where the ‘via’ domain resembles the target do-
main, while the Random group simulates a situation where
the ‘via’ domain is an unfamiliar domain. Participants were
asked to log into a web interface modeled after Gmail, locate
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Figure 4: Email client landing page

and examine a specific email message, and answer questions
about the email (Section 4.2). We randomly allocated partic-
ipants to the three groups, which we will refer to below as
Support, Random, and Control. We limit our scenarios to one
email message and two ‘via’ domains to reduce the number of
variables and focus specifically on understanding how people
respond to ‘via’. Below, we start by providing a brief descrip-
tion of our web-based email client and the email shown to the
participants (Section 4.1), followed by a detailed description
of our survey design and analysis methods.

4.1 Email Client

We built a web-based email client that is modeled after
Gmail’s web client. Our study focuses on Gmail because it is
the most widely-used mail provider [52]. We decided to build
a replica of the Gmail client instead of sending spoofed email
messages to participants’ real accounts so that we could easily
track participants’ interaction with the email in a controlled
environment and avoid crossing ethical research boundaries.

Figure 4 shows the landing page of our web client. This
page presents a list of email messages to the user, and we high-
light the email that they need to review. We did not remove the
Gmail brand name, as we seek to simulate users’ experience
with Gmail’s web interface and increase ecological validity.

Upon clicking on the email that they are asked to review,
participants are shown a page that displays the content of an
email. This page mainly consists of two parts: email headers
and email content. Figure 3 shows the email headers displayed
to each of the survey groups. Users also have access to de-
tailed header information that would be available in Gmail’s
web interface by clicking on the gray down-arrow button, also
shown in Figure 3. Figure 5 shows the actual email content
displayed. We take the content from a real email message sent
by Chase that contains a link (the view my summary button)
but change the link address to the main Google search page
to prevent negatively impacting participants.

Lastly, we track if any of the buttons are clicked, if the link
in the email is clicked, and when and how long users browsed
the web interface.

Figure 5: The email that participants needed to review.

4.2 Survey Protocol

We used Prolific to conduct our surveys. To avoid priming
users for security, we framed the research as a study on the
usability of the Gmail interface, including whether users are
able to find an email and identify the sender of that email.

Since our study focuses on Gmail, we used a prescreening
process to only include users with Gmail accounts. Specifi-
cally, we highlight in our survey description that participants
must be Gmail users to enter the study. At the beginning of
our survey, we also ask participants to confirm that they are
indeed Gmail users and provide an option to exit the survey
if they are not.

We give each user a unique link to our web-based email
client (Section 4.1) after they pass prescreening. We embed-
ded the link in the Qualtrics survey and instructed users to
click on the link to access the email client in a separate tab,
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Table 1: Demographics of survey participants

Support Random Control
N (%) N (%) N (%)

Age
18-30 25 (42%) 28 (46%) 21 (35%)
31-50 30 (50%) 23 (39%) 30 (50%)
51-65 5 (8%) 7 (12%) 9 (15%)
Over 65 0 (0%) 2 (3%) 0 (0%)

Gender
Female 22 (37%) 32 (53%) 28 (47%)
Male 36 (60%) 28 (47%) 32 (53%)
Non-binary 2 (3%) 0 (0%) 0 (0%)

Education
No College degree 18 (31%) 22 (36%) 24 (40%)
2 year degree 5 (8%) 3 (5%) 2 (3%)
4 year degree 29 (48%) 24 (40%) 23 (38%)
Postgrad/Prof 8 (13%) 10 (17%) 11 (18%)
Prefer not to select 0 (0%) 1 (2%) 0 (0%)

and then return to Qualtrics to continue the study. In the sur-
vey, we started by asking users to imagine the email client was
the actual Gmail web interface. Next, we instructed them to
find, open, and read the email that was titled “Your year-end
report has arrived”. After this, we asked a series questions
hosted with Qualtrics about the email (more details below).
Participants had access to the email client throughout the
study.2

First, we asked users to indicate the actions they would like
to perform with the presented email by selecting from a list
of available choices. This list of choices is adopted from prior
work [18] and includes:

• Keep, save, or archive the email

• Click on the “View my summary" button in the email

• Forward the email to someone else

• Reply by email

• Contact the bank in other ways than email

• Delete the email

• Search a term in Google (please specify)

• Other (please specify)

We consider users who suggested that they would click on
the link as having the potential to fall for phishing attacks,
regardless of other actions they indicated.3

2Our survey questions, together with our implementation of the
email client, can be found at https://github.com/ucsdsysnet/
soups23-email-origin-indicator.

3While we did not have a follow-up phishing page that asked users to enter
sensitive information, prior literature [41, 42, 71] has consistently suggested
that 90% of the users who would click on the link would provide information
on the phishing page.

Next, we asked users to answer three questions about the
sender of the email: (1) the name of the person or entity that
sent the email; (2) the email address of the person or entity
that sent the email; and (3) how they decided the answer to
the previous two questions. We also asked them to indicate
their confidence level for questions (1) and (2) on a scale of 1
(not confident) to 5 (very confident).

We then moved on to ask users questions about the ‘via’
indicator. Specifically, we asked them to recall whether they
saw the ‘via’ indicator during the study and whether they had
encountered the ‘via’ indicator in the past before the study. We
also asked them to indicate whether they understood what ‘via’
meant. For users who indicated that they knew the meaning of
‘via’, we followed up with a question asking them to explain
what ‘via’ meant. For others who indicated that they did not
know the meaning of ‘via’, we asked them to guess what
information ‘via’ was trying to communicate. Lastly, for all
users, we asked them to reflect on why Gmail chose to display
the ‘via’ indicator.

Our last question probes the judgment made by users
after having their attention directed to the ‘via’ indica-
tor. We asked users to indicate whether they agreed that
Chase.com used or instructed the ‘via’ domain (r1xaz.xyz
or chasesupport.com) to send the email, and elaborate on
their answer.

After answering the above questions and a demographic
survey, users were debriefed about the true intention of this
study and provided an option to have their data removed. We
then thanked them for their participation and compensated
them with $2.50 ($15/hr USD) for the 10 minute survey. We
acquired approval from our institution’s review board (IRB)
before conducting the study.

4.3 Participants

Our sample size was informed by an a priori power analysis
conducted with G Power [23] to determine the sample size
needed for an effect size of .25 and alpha of .05 to test if
one mean is significantly different among three groups. The
results suggested a sample of 159 participants with 53 partici-
pants in each group for a power of .8. We received 180 unique
responses across our three surveys, with 60 participants in
each survey group. Most of our participants were between 31
and 50 years of age (46%), Male (53%), White (81%), and
had a 4-year degree (42%). We compare the demographics of
our participants, shown in Table 1, to the most recent US and
UK Census data to evaluate how well they represent the US
and UK populations. We saw that participants skewed toward
younger age ranges than the US and UK populations, and
higher educational attainment than the US population (but
about the same as the UK population), meaning they were
likely more familiar with computing concepts and usage.

In Table 2, we describe how familiar participants were with
computers and phishing. The vast majority of participants
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Table 2: Computer and email expertise demographics of survey participants

Support Group Random Group Control Group
N (%) N (%) N (%)

Computer Familiarity
Work in or hold a degree in CS/IT 12 (20%) 6 (10%) 8 (13%)
Do not work in or hold a degree in CS/IT 48 (80%) 54 (90%) 52 (87%)

Computer Expertise
Below or Somewhat Below Average 1 (2%) 1 (2%) 2 (3%)
Average 21 (35%) 22 (37%) 22 (37%)
Above or Somewhat Above Average 38 (63%) 37 (62%) 36 (60%)

Knowledge on Detecting Phishing
Complete Novice 3 (5%) 1 (2%) 1 (2%)
Below Average 3 (5%) 4 (7%) 2 (3%)
Average 21 (35%) 31 (52%) 28 (47%)
Above Average 28 (47%) 20 (33%) 24 (40%)
Expert 5 (8%) 4 (7%) 5 (8%)

Years Spent Using Gmail
Less than 4 years 13 (22%) 6 (10%) 11 (18%)
Greater than or equal to 4 years 47 (78%) 54 (90%) 49 (82%)

(86%) did not work in or have degrees in Computer Science,
although 98% of participants across all surveys viewed their
computer expertise as at or above average. Similarly, when
asked about their skills detecting phishing, most participants
claimed average or above average knowledge, with 8% on
average claiming to be experts in detecting phishing. 85% of
participants had been using Gmail for 4 or more years, mean-
ing they were likely very familiar with its UI and accustomed
to interacting with it. As a result, we present our findings as
an upper bound on how average users will correctly absorb
the information from Gmail’s SII.

4.4 Analysis

Quantitative Analysis: We collected users’ answers to mul-
tiple choice questions, multiple response (select all that apply)
questions, open-ended question responses and their actions
on our replica Gmail website. For our multiple response ques-
tions, we performed the test of proportions (z-test) to compare
the responses following a prior study [39]. We cannot use a
Chi-square test because the answers for our multiple response
questions were not independently collected (i.e., a participant
can choose multiple answers for each question). We used the
Kruskal-Wallis test [90] and calibration curve [48] to compare
confidence scores across groups.

We then use descriptive statistics to highlight the proportion
of participants from each group that responded with specific
answers. We present the proportion of participants that noticed
‘via’, selected specific behavior responses, and reported the
proportion of participants with specific confidence scores.
We use the statsmodels package in Python to conduct the
analysis [69].

Qualitative Analysis: Two researchers on the team con-
ducted iterative qualitative coding on the open-ended ques-
tions in the survey responses. (1) We asked participants to
elaborate on the meaning of ‘via’ by asking “Please elaborate
on what you think ‘via’ means”. If participants reported that
they did not understand the meaning of ‘via’, we asked them
to guess: “What information do you think Gmail is trying to
communicate by showing ‘via’ for this email? Please make
your best guess and feel free to refer back to the email.” (2) We
asked participants to elaborate on the relationship between
Gmail and ‘via’ by asking “Why do you think Gmail has
chosen to display ‘via’ to users for certain emails?” (3) We
asked participants to write down reasons “why they agree or
disagree that Chase instructed the entity to send the email”.

For each open-ended question, two researchers first con-
ducted open coding to capture the major themes on 30% of
the responses that were randomly selected. Then, the two re-
searchers discussed and updated the codebook until an agree-
ment about the themes was reached. We developed a codebook
for each question to guide us in identifying the major themes
for each condition. For example, participants were asked to
explain why Gmail presented the ‘via’ in the email. One of
the resulting codes for the Support group was “third party”,
which was used whenever a participant mentioned that Gmail
provided the indicator to let them know the message was sent
using a third party. Section A in the Appendix shows the code
book and resulting themes.

After the training and codebook development, the two re-
searchers coded all survey responses independently. After this
initial coding, all codes reached acceptable inter-rater relia-
bility (Cohen’s Kappa above 0.7) [56]. The two researchers
then talked through all instances where there was disagree-
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Figure 6: Number and percentage of participants that noticed
‘via’ in the study

ment and asked a third researcher to provide an opinion for
judgment until a final decision was agreed upon.

5 Results

In this section, we present the qualitative and quantitative
results of our study. We used this mixed-methods approach to
understand participant behavior and indicator comprehension.

5.1 How do users respond to the presence of
the ‘via’ indicator?

We explore the response of participants to the presence of
the ‘via’ indicator by identifying (1) how many participants
noticed ‘via’ when their attention is directed to the sender
information section; (2) how many participants mentioned
‘via’ when determining the email sender; (3) how many par-
ticipants checked the explanation of ‘via’ during the study.

The ‘via’ indicator was noticed by the majority of par-
ticipants who were shown the indicator. Since security in-
dicators are ineffective if they cannot capture users’ atten-
tion [16], we asked participants if they noticed the ‘via’ indi-
cator after they were asked to provide information about the
email sender. Figure 6 shows that 89% of participants (n=120)
noticed the ‘via’ indicator from the two groups that saw the
‘via’ indicator during the study. For the Support (n=60) and
Random (n=60) groups respectively, 95% and 83% of the
users in each group reported seeing the ‘via’ indicator during
the study.4

While the notice rate is high, half of the participants
believe they do not know the meaning of ‘via’. After asking

4We note that prior work [24] has suggested that users can over-report
their attention to security indicators. As such, our results represent the upper
bound of the number of users who noticed the ‘via’ indicator.

participants if they saw the ‘via’ indicator, we followed up by
asking them if they knew the meaning of ‘via’. Half of the
participants (50%, n=120) reported not knowing the meaning
of ‘via’ (22 in the Support group and 38 in the Random group).
We hypothesize that this finding may be due to participant
confidence and the limitations of ‘via’. The indicator can only
provide the origin domain for an email. It does not detect
spoofing. Thus, instead of using ‘via’ as an aid to determine
an email’s origin, participants lean into their knowledge from
prior experiences. Since they are confident about their ability
to identify the email sender (the average confidence score is
4.61 and 4.70 out of 5.0 for the Support and Random group
respectively), they might not care about the purpose or content
of these indicators.

Given this low rate of understanding, we then examined
the number of participants who clicked the indicator in our
replica Gmail web browser, which provides an explanation
of ‘via’. Only 17 participants (4 in the Support group and 13
in the Random group) clicked the indicator while completing
the study. We hypothesize that the low click-rate is mainly
due to issues with indicator affordance — the indicator may
not provide obvious visual cues that signal it can or should
be clicked. Additionally, the fact that Prolific participants
are motivated to complete the study quickly may have also
contributed to the low click-rate.

Most participants did not mention ‘via’ when dis-
cussing the email sender. We asked participants to provide
the email address of the sender, select how confident they
were in their answer, and then discuss how they identified the
information. Some users might not perceive the full differ-
ence between the email’s true origin and its purported sender,
but if the indicator works as intended, we expect experienced
email users to acknowledge the via domain to some extent in
their explanation, especially for the Random domain. Sadly,
despite 89% of participants reportedly seeing ‘via’, and 50%
of participants purportedly knowing the meaning of ‘via’,
only 14% of participants mentioned the ‘via’ domain when
explaining how they decided the sender of the email. Specifi-
cally, only eight participants (13%) in the Support group and
nine participants (15%) in the Random group mentioned the
‘via’ domain to some extent in their answers. For example,
P28 in the Support group specifically mentioned ‘chase.com
via chasesupport.com’ and P52 in the Random group simply
wrote r1xaz.xyz as their response. Lastly, only two partici-
pants, both from the Random group, raised concerns about
identifying the email of the sender. For example, P40 in the
Random group responded: alerts@chase.com BUT there is a
"via" thing after that that is new to me, and the explanation
in the side window that pops up when I click on it about what
"via" is, is not clear. If it weren’t for that I’d be sure this came
from Chase.com. But that "via" makes me wary.

Additionally, despite most participants not mentioning the
‘via’ domain to some extent, the majority of participants were
confident in their answer about the email sender when asked
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Table 3: Confidence scores reported by participants when
asked to provide the email address of the sender. The scale of
1 represents not confident and 5 represents very confident.

Control
n=60

Support
n=60

Random
n=60

5 50 (83%) 46 (76%) 46 (76%)
4 4 (7%) 8 (13%) 10 (17%)
3 1 (2%) 4 (7%) 4 (7%)
2 2 (3%) 1 (2%) 0
1 3 (5%) 1 (2%) 0

on a scale of 1 (not confident) to 5 (very confident): almost
80% of participants answered 5 (Table 3). After conducting
a Kruskal-Wallis test, we found no statistically significant
difference (p>.05) in confidence scores between each group.
So while some users, like P40 in the Random group, were
“wary”, most participants were confident in their answers. This
result suggests that, for most participants, ‘via’ is not a factor
in identifying the origin of an email and does not lead to
sender suspicion. The purpose of the indicator is to increase
user awareness of email origin. If operating according to its
purpose, more participants in the Random group would have
confidently mentioned the ‘via’ domain (r1xaz.xyz) when
discussing the email origin.

5.1.1 Calibration of Confidence

Following prior work [58, 59], we examine users’ self-
reported confidence against their actual performance in iden-
tifying the email address of the sender using a calibration
curve [48], which is shown in Figure 7. The solid red line
in Figure 7 represents perfect calibration, which is diagonal.
When a user is perfectly calibrated, the probability of them
mentioning ‘via’ in their answer is equal to their relative con-
fidence in their answer (e.g., if a user is 80% confident in
their answer, they would mention ‘via’ 80% of the time). Data
points above the perfect calibration line correspond to users
who are underconfident (e.g., if a user is 80% confident in
their answer, they mention ‘via’ 90% of the time), while data
points below the perfectly calibrated line correspond to users
who are overconfident (e.g., if a user is 80% confident in their
answer, they mention ‘via’ 70% of the time).

We derive the calibration curve for the Random group
(orange dashed line) and the Support group (blue dotted line)
by computing the rate of mentioning ‘via’ at each confidence
level. We further convert the confidence level from 1 to 5 to a
percentage scale (20% to 100%).

Overall, users are overconfident in both groups by a large
margin. As past literature [65] has shown, confident users are
less prone to change their online behavior and at a greater
risk of being victimized. This result once again highlights
that the ‘via’ indicator will not be effective in reducing unsafe
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Figure 7: Calibration curve for identifying the email address
of the sender.

behavior for users such as those in our study.

5.2 How would users react to the email when
the ‘via’ indicator is present?

To understand whether the ‘via’ indicator has an impact on
participants’ response to email messages that trigger ‘via’,
we asked them what actions they would take after viewing
the email shown in their group, as detailed in Section 4.2.
Table 4 shows the number of participants from each group
that selected the options provided. We compared the Random
and Support group responses to the Control group responses
using the test of proportions.

We did not observe statistically significant differences
between the three groups (p>.05) for each action option.
Most notably, over half the participants from each group
selected that they would “Click on the view my summary
button in the email”. Also, none of the participants selected
that they would “contact the bank in ways other than email”,
four participants selected they would “forward the email”,
and 38 (21%, n=180) participants selected that they would
“delete the email”, which are all actions Chase suggests
people do if they receive a spoofed email [5]. This situation
suggests that it is unlikely that the ‘via’ indicator encourages
users to behave differently from when the indicator is not
present.

5.3 How do users interpret the presence of the
‘via’ indicator?

Among the 120 participants that were shown the ‘via’ indica-
tor, 47 participants (39%) marked that they knew its meaning.
We examine if ‘via’ is effective at communicating the origin
of the email to end users by asking all participants to explain
or attempt to explain the purpose of the ‘via’ indicator.
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Table 4: Number of participants from each group that selected
the options provided

Control
n=60

Support
n=60

Random
n=60

Click button in email 39 (65%) 39 (65%) 35 (58%)
Archive the email 26 (43%) 30 (50%) 24 (40%)
Delete the email 13 (22%) 10 (17%) 15 (25%)

Other 2 (3%) 2 (3%) 5 (8%)
Reply by email 1 (2%) 2 (3%) 3 (5%)

Forward the email 0 1 (2%) 3 (5%)
Search Google 2 (3%) 1 (2%) 1 (2%)

Contact the bank 0 0 0

‘via’ means through. Many participants (21 in the Support
group and 17 in the Random group) believed ‘via’ to mean
through, as in this email was sent through a third party. For
instance, P22 in the Support group wrote “that the email came
via an intermediary and not directly from chase.com”. In the
Random group, P34 explained it as “It’s a return-path domain
because the email was sent via a third party”.

‘via’ indicates the sender. A significant amount of partic-
ipants (18 in the Support group and 19 in the Random group)
thought the ‘via’ domain indicated the true sender. For ex-
ample, P21 in the Support group wrote “That the e-mail was
generated from a different domain name than the domain used
in the actual e-mail sender @ address, I would assume like a
mailer software that auto sent out the e-mails via a secondary
support website.” and P6 in the Random group wrote “That
is the true origin of the email”. P60 in the Random group
took this explanation further and suggested that the email was
forwarded, writing “it could mean forwarded from i.e via but
on reflection this is now likely a scam email phishing etc”.

‘via’ indicates group association. When the target and
‘via’ domain include the bank brand name, participants as-
sociated the ‘via’ domain with the bank. Unique to the Sup-
port group, many participants (16) mention that ‘via’ means
the email comes from an entity associated with Chase (e.g.,
Chase’s support division). For example, P5 wrote that the
email “comes from a different department through the main
company email”. Additionally, two participants expanded on
this idea, stating that ‘via’ indicated that an email was safe or
authenticated. P25 from the Support group wrote “That it’s
legitimately from Chase and not a scammer”.

‘via’ encourages caution. When the ‘via’ domain does not
include a brand name, participants explained that the presence
of ‘via’ communicates a security risk. Many users (13) in
the Random group explained that ‘via’ was being presented
due to a scam or some other security risk that should be
considered. While explaining the meaning of ‘via’, P59 in the
Random group mentioned “This [means] another website has
been used to route the email. That’s why I suspected it might
be a phishing attempt”. Additionally, P17 in the Random

group wrote that the ‘via’ indicator “possibly [means] that
someone else is sending the email, looking at this more closely
it appears like a scam”.

This comparison suggests that the ‘via’ domain can influ-
ence users’ interpretation of the ‘via’ indicator, especially
when they try to guess the meaning. When the domain is
shown as chasesupport.com, users are more willing to be-
lieve that this is related to Chase Bank, while the random
domain triggered users’ concerns about email safety.

5.4 What information do participants think
Gmail is trying to communicate by show-
ing ‘via‘ in an email?

After participants explain what ‘via’ means, we then ask par-
ticipants to reflect on why Gmail has chosen to display the
‘via’ indicator for the email they viewed in the study. In this
section, we show how prompting participants to consider
Gmail’s perspective changes their interpretation.

In contrast to participants’ explanation of ‘via’, secu-
rity is one of the common reasons why many participants
think Gmail has chosen to display ‘via’. Of the 120 partic-
ipants that saw ‘via’ in the study, 49 (41%) participants (27
from Support and 22 from Random) think Gmail chose to
display ‘via’ to warn them of phishing or email legitimacy.
For example, users explained that ‘via’ is displayed “to make
sure the email is not fraudulent”[P18, Support]. Some users
specifically mentioned security issues like phishing email or
scam email: “So people know the true email it came from
cause it could actually be a scammer”[P44, Random].

In addition to security, many participants believe
Gmail uses ‘via’ to provide additional information about
the sender. Many of the participants from both groups, 51
(43%) participants (24 from Support and 27 from Random)
think ‘via’ is displayed to provide additional information.
Some participants expressed this belief, writing that Gmail
wants the user to know the email was outsourced to a third
party or was not sent directly from Chase. Others explained
it as Gmail wanting to provide additional transparency to the
email. For example, P32 in the Support group elaborated that

“Gmail has chosen to display via to show where the email has
come from if the recipient wants to check out the website.”
However, some participants also connected this transparency
to authenticating the sender — “I think Gmail is adding it to
certain emails to add authenticity”[P9, Random].

5.5 What are users’ perceptions of the rela-
tionship between the ‘via’ domain and
chase.com?

After we asked users to think about what ‘via’ means and why
Gmail chose to display it, we asked participants if they thought
chase.com used the ‘via’ domain to send them the email and
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explain their reasoning. The ‘via’ indicator only implies that
the actual sender (which used the ‘via’ domain) of an email
is different than the purported sender (with domain name
chase.com), and the indicator was not intended to signal a
relationship between the two domains.

Most participants from the Support (73%, n=60) and
Random group (53%, n=60) believed that chase.com
used the ‘via’ domain to send the email. Many partici-
pants (62%, n=120) believed that Chase Bank or chase.com
used the ‘via’ domain to send the email because they be-
lieved the ‘via’ domain was the sending service, the domain
chasesupport.com appears to be a part of the Chase busi-
ness, or because this order of events matches their explanation
of ‘via’.

Some participants believed that chasesupport.com
was a part of the Chase Bank business. Unique to the Sup-
port group, some participants (12) explicitly signaled the rela-
tionship between the domain chasesupport.com and Chase.
For example, P18 described that “even though both emails
are from the same company, one division chase.com asked
or used information from chasesupport.com.” This also in-
cludes participants who believe the email was initiated by
Chase (5 participants) or that Google had verified the email (2
participants). Others (4 participants) in the group believed the
two domains were associated, but that chasesupport.com
instructed chase.com to send the email. An example of this
perspective is from P21 in the Support group who wrote,

“The way that I think the ‘via’ works would, in my mind, mean
that the chasesupport site auto-generated the e-mail and in-
structed the chase.com address to send the e-mail, not the
other way around.” This result indicates the impact brand
name has on user interpretations. We asked participants to
explain the purpose of ‘via’ in their own words, from the per-
spective of Gmail, and then in relation to the target domain. In
every scenario, multiple participants from the Support group
viewed chasesupport.com as an authentic domain associ-
ated with Chase Bank.

Overall, only a small portion (6 in the Support group
and 17 in the Random group) of participants were able
to determine that chase.com did not use the ‘via’ do-
main to send the email and expressed some level of secu-
rity concerns. Some of these users specifically mentioned
the possibility of email being falsified and others raised some
level of suspicion. P24 in the Support group correctly stated
that “The email was sent from chasesupport.com. chase.com
didn’t ‘use’ or ‘instruct’ anything. chasesupport.com sent
the email”. However, we note that even though this partici-
pant was able to correctly interpret the relationship between
chase.com and the ‘via’ domain, they indicated that they
would “Click on the view my summary button in the email”
in the beginning of the study.

In fact, this apparent contradiction is not rare: after going
through the questions, some participants realized what ‘via’
was communicating and expressed a new opinion of their

previous actions. When discussing this question P8, in the
Random group, wrote “Had I seen the ’via’ and the scary
lookin’ link, definitely would’ve just flagged this email, but
it was sort of inconspicuous.” When asked how they would
respond to the email, P8 selected: “Keep, save or archive the
email”; “Click on the view my summary button in the email”;
and “Delete the email”. Thus, after taking time to reflect on
‘via’ from multiple perspectives, this participant was able
to change their original decision. In fact, a non-negligible
amount (5 in the Support group and 10 in the Random group)
of participants expressed security issues after saying they
would "Click on the view my summary button in the email" in
response to the email earlier in the study. This result suggests
that the indicator can be interpreted but is unlikely to nudge
new behavior during the real-time decision-making process.

6 Limitations

The results of our survey are limited by the chosen scenario,
the use of self-reported data, and participant demographics.

The Support, Random and Control group participants
were all shown an email message that was supposedly from
chase.com (which belongs to Chase Bank). As such, users’
prior experience with Chase and prior exposure to email from
Chase may have an impact on their responses. We also note
that chase.com has a strong DMARC policy, and the example
we show here is not representative of what might actually hap-
pen when chase.com is spoofed. However, research suggests
that this type of spoofing with email forwarding can be done
for other brands [51], thus we use chase.com to represent that
possibility in the study. We chose a well-known brand name
to investigate participant reactions when the target domain
and ‘via’ domain include the brand name.

Next, while we strive to mimic users’ real experience with
Gmail, participants may act differently in our study compared
to what they might do when using their personal email ac-
count. However, unlike other studies in this area, we focus
on the differences in behavior selections due to indicator
presence instead of focusing on one specific behavior under
different email message conditions. We also recognize that
users have access to the email client throughout the study,
which may impact some of the self-reported results (e.g., “do
you remember seeing ‘via’?”). However, we believe users’
response to this question does not negate their interpretation
of the indicator’s purpose. Design guidelines advise that warn-
ings and indicators be noticeable and easy to interpret and,
thus, should not require prior experience [47].

Lastly, our results may not generalize to the US and UK
populations. Prolific users are more knowledgeable about se-
curity and have more confidence about that knowledge [76].
Due to this potential bias, we view our results as a reflec-
tion of how technically skilled individuals perceive the ‘via’
indicator.
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7 Discussion

There are many individual challenges that, together, under-
mine a user’s ability to effectively incorporate Gmail’s “via”
indicator into their decision making.

Among these are the general challenges associated with
passive indicators (e.g., as highlighted in the context of phish-
ing [22, 93]). Our work similarly documents that passive in-
dicators are not able to prompt users to make safe decisions
about email origin. This, in part, is because users often con-
sider security as a secondary task [16] and rarely invest time
and attention engaging in questions of security [32, 67]. In
our work, we show that the presence of the ‘via’ indicator has
little impact on whether or not users click on an embedded
link. This result holds true even when we intentionally draw
users’ attention to the sender information section and even
though the majority of users report that they noticed the ‘via’
indicator. In practice (i.e., without such prompting), it is likely
that many users will overlook the ‘via’ indicator entirely: ‘via’
has a light gray color, is the same size as the rest of the header
text, and is semantically vague without clearly conveying any
notion of risk. The ‘via’ indicator could be made more notice-
able if it were changed to a color that contrasts more with the
surrounding text, and if the word used for the indicator were
more related to its intended security purpose.

While this study focused on the ‘via’ indicator in the desk-
top version of Gmail, we also point out that the mobile Gmail
app has no ‘via’ indicator at all. To get the same informa-
tion provided by the ‘via’ on desktop, the mobile user has
to open the collapsed box of sender details, and then click
on the ‘View security details’ link to find the ‘Mailed by’
field. Using the phrase ‘mailed by’ instead of ‘via’ is an im-
provement, as it more accurately conveys the purpose of this
indicator. However, the fact that this information is hidden
behind two easy-to-miss interactions means that the chance
of users finding this information is even lower.

Another major obstacle that hinders the success of ‘via’ is
that it relies upon the ability of users to correctly interpret its
meaning and the domain displayed after it. In our work, we
show that the domain displayed after ‘via’ heavily influences
users’ interpretation of the indicator and their perception of
the security risk. This once again highlights the potential
issue of relying on users’ computer knowledge. On one hand,
past literature has consistently suggested that users cannot
reliably determine the legitimacy of a domain [3, 4]. On the
other hand, sometimes it is naturally a difficult undertaking
to decide which domain names are connected with a specific
organization [4].

A third issue, which is also common among security warn-
ings, is the need for clearness in explanation. Participants
in our study have indicated difficulty in comprehending the
explanation of ‘via’ — if they were even able to find the
explanation for the ‘via’ indicator in the first place. Indeed,
upon carefully examining the current explanation of ‘via’, it

does not convey the potential security risks in a straightfor-
ward way, and contains jargon that can be hard for users to
understand. Given that the majority of Gmail users will not be
familiar with DMARC policies or domain names, the current
explanation does not fulfill its goal of explaining what the ‘via’
indicator means to the user. To improve both comprehension
and safe behavior, the explanation should be updated with a
more approachable explanation that highlights the potential
security risks at the beginning, leaving the more technical
details for the end so advanced users can still find it.

Last but not least, the current design introduces a new layer
of complexity for users to determine spoofed email messages.
Past papers have suggested that checking if the sender email
address and organization are the same is a good approach to
determine whether an email is legitimate [58, 100]. However,
in the case of ‘via’, it is possible for the sender email and
name to match, while also having a different domain as the
‘via’ domain. This situation makes it even more challenging
for users to determine whether an email message is legitimate,
as they are used to having to check that only two pieces
of information match. This additional piece of information
means users have to learn how to process more indicators, but
once they learn how to do so, it can enable them to make safer
decisions regarding which email messages to interact with.
Gmail is one of the more secure email clients in this sense, as
most clients do not display the ‘via’ information at all. These
other clients without indicators prevent users from becoming
too overwhelmed by information and warnings, but at the
same time possibly expose them to greater risk of phishing
or other unsafe situations. There is no an easy answer for
this dilemma, since it involves a carefully balancing act of
enabling users to make safe and informed decisions without
succumbing to warning fatigue.

8 Conclusion

In this paper, we present a first analysis of the effectiveness
and comprehensibility of Gmail’s ‘via’ indicator. We conduct
a survey to evaluate whether users notice the ‘via’ indicator,
whether they understand the meaning of the ‘via’ indicator,
and how their understanding affects what action users take
with the email. We find that the majority of participants no-
tice the ‘via’ indicator, but still proceed with unsafe behavior
due to misunderstandings of what the indicator represents.
Additionally, the understanding of what the ‘via’ indicator
represents is heavily influenced by how familiar users are with
the ‘via’ domain. The use of a more familiar and seemingly
trustworthy domain thwarted the ‘via’ indicator’s intended
goal of conveying potential security concerns. These find-
ings highlight the shortcomings of current passive security
indicator design, and emphasize the need for indicators that
users will notice and understand while still providing salient
security information.
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A Appendix

A.1 Survey
Prescreening Questions

1. Are you currently a Gmail user? [Yes/No]

2. How long have you been using Gmail? [Less than a year - Four or more years]

Survey Questions

1. Please provide the name of the person or entity that sent the email?

2. How confident are you that your answer is correct? [1-5]

3. Please provide the email address of the person or entity that sent the email?

4. How confident are you that your answer is correct? [1-5]

5. How did you decide who the sender of the email was?

6. Do you remember seeing something similar to what is highlighted in the picture shown below during the study? (yes & I
know what it means/I don’t know what it means or no)

7. Please elaborate on what you think ‘via’ means

8. What information do you think Gmail is trying to communicate by showing ‘via’ for this email? Please make your best
guess and feel free to refer back to the email.

9. Why do you think Gmail has chosen to display ‘via’ to users for certain emails? Please make your best guess and feel free
to refer back to the email.

10. Chase.com used or instructed chasesupport.com to send the email [agreement]

11. Please explain your choice

A.2 Codebook for Question
Table 5 and Table 6 show themes, codes and explanations for the questions that asking for interpretation of ‘via’. This codebook
coded the combined answer for the question “Please elaborate on what you think ‘via’ means” and “ What information do you
think Gmail is trying to communicate by showing ‘via‘ for this email? ”

Theme Code Explanation
Via indicates sender Identifying the actual sender Indicating or Identifying the actual sender (i.e., this is coming

from chasesupport.com that’s it)
Via indicates group association From Chase’s support division Coming from chase’ support division or mentioning the relation-

ship between chase.com and chasesupport.com)
Via means through Through a third party Identifying that the email is sent through a third party or mailing

list

Table 5: Codebook on questions asking for participants’ interpretation of ‘via‘ in the Support group

Table 7 and Table 8 below show themes, codes and explanations for the question “Why do you think Gmail has chosen to
display ‘via’ to users for certain emails?” on the Support group and the Random group.
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Theme Code Explanation
Via indicates sender Identifying the actual sender Indicating or identifying the actual sender or server that sent the emails
Via indicates group association From Chase’s support divi-

sion
Coming from chase’ support division (i.e. mentioning the relationship
between chase.com and chasesupport.com)

Via encourages caution Security or scam Showing via to notify security reasons
Forward address Showing the forward address

Via means through Through a third party Showing that the email is sending through a third party or a mailing list
Return-path domain Identifying the domain as a return-path domain

Others From a new contact Identifying the email is from a new contact

Table 6: Codebook on questions asking for participants’ interpretation of ‘via‘ in the Random group

Theme Code Explanation
Gmail displays via for safety Security Showing for security reasons like phishing and legitimacy
Gmail displays via to inform you
about the email

Outsourced Specifically mentioning that the email is sent by a third party and not
directly from Chase

More info Providing more information (e.g. where it comes from or on the sender)
or showing to provide more transparency

Gmail always displays via Showing reasons Showing users why they are getting the email.
Explaining via Explaining that the email is sent on behalf of other sender

Unsure why Gmail displays via Unsure Don’t know or unsure

Table 7: Codebook for the question: “Why do you think Gmail has chosen to display via” for the Support group

Theme Code Explanation
Gmail displays via for safety Security Showing for security reasons like phishing and legitimacy
Gmail displays via to inform you
about the email

Outsourced Specifically mentioning that the email is sent by a third party and not
directly from Chase

More info Providing more information (e.g. where it comes from or on the sender)
or showing to provide more transparency

Authenticity Adding the domain to show authenticity
Gmail always displays via Explaining via Explaining that the email is sent on behalf of other sender
Unsure why Gmail displays via Unsure Don’t know or not sure

Table 8: Codebook for the question: Why do you think Gmail has chosen to display via for the Random group
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Table 9 and Table 10 below show themes, codes and explanations for the reasons on the agreement questions “Chase.com used
or instructed chasesupport.com to send the email” on the Support group and the Random group.

Theme Code Explanation
The via domain is suspicious Scam Email could be a scam or phishing email

Suspicious Email looks suspicious or the user feels concerned
That’s just how it works Sending service The user identifies the random domain as a third party sending service

or a bot
Relevant domain The domain name (chasesupport.com) seems related to chase
Verified by Google Google or Gmail verified that this email
Via meaning It conforms to the definition of ‘via‘
Chase initiated Chase initiated or approved the email correspondence
Make sense The explanation makes sense or conforms to users’ mental model
Unable to tell The user cannot determine the relationship between chase and chasesup-

port. The user only knows that the actual sender is different than the
purported sender

I’m not sure who did what Unsure Don’t know or not sure

Table 9: Codebook for the reasons that participants agree or not agree that chase instructed the entity to send the email for the
Support group

Theme Code Explanation
The via domain is suspicious Scam Email could be a scam or phishing email

Suspicious Email looks suspicious or the user feels concerned
That’s just how it works Sending service The user identifies the random domain as a third party sending service

or a bot
The meaning of via It conforms to the definition of ‘via‘
Chase initiated Chase initiated or approved the email correspondence
Make sense The explanation makes sense or conforms to users’ mental model

I’m not sure who did what Unsure Don’t know or unsure
Chase doesn’t do this Uncommon It’s an uncommon case or domain

The other way around The other way around (random instructed chase to send the email)

Table 10: Codebook for the reasons that participants agree or not agree that chase instructed the entity to send the email for the
Random group
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Abstract
Current threat analysis processes followed by tier-1 (T1) an-

alysts in a Security Operation Center (SOC) rely mainly on

tacit knowledge, and can differ greatly across analysts. The

lack of structure and clear objectives to T1 analyses makes

operative inefficiencies hard to spot, SOC performance hard

to measure (and therefore improve), results in overall lower

security for the monitored environment(s), and contributes to

analyst burnout. In this work we collaborate with a commer-

cial SOC to devise a 4-stage (network) threat analysis process

to support the collection and analysis of relevant information

for threat analysis. We conduct an experiment with ten T1 an-

alysts employed in the SOC and show that analysts following

the proposed process are 2.5 times more likely to produce an

accurate assessment than analysts who do not. We evaluate

qualitatively the effects of the process on analysts decisions,

and discuss implications for practice and research.

1 Introduction

As the volume and sophistication of cyber-attacks increase,

the security of networks and systems is of key societal and

economic importance. Security Operation Centers (SOCs)

are business units (within a larger organizational setting), or

services (that typically sell managed security services such

as security monitoring to third party organizations) whose

purpose is to detect cyber-attacks within the monitored envi-

ronments. Their effectiveness is of primary importance both

operationally (to maintain security) and strategically (to deter

attacks) [6, 31]. A typical SOC is structured around a tiered
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system of analysts whereby incoming security events in the

form of alerts are first analyzed by tier 1 (T1) analysts, who

are typically junior and relatively inexperienced [20] and only

escalated to higher tiers (typically through T2 and up to T3

analysts) when the T1 believes the event to be a potential

threat to an organization [14]. This tiered system generates

a procedure whereby T1 analysts analyze plentiful of false

positive alerts (i.e., that are ‘not interesting’ for escalation) [2]

and pass on relevant information to higher tiers for more in-

depth investigation on alerts for which T1s cannot rule out

evidence of attack [14].

Thus, the timeliness, accuracy, and relevancy of the infor-

mation T1 analysts pass on to T2/T3 analysts is crucial to

effective and efficient SOC operations, and by extension to the

security of the monitored environments. Despite this, in many

SOCs, the actions that SOC analysts take and the information

they seek to inform their decisions depends mainly on tacit

knowledge and their own background [5, 23], as opposed to

a clear structure or framework to identify relevant evidence

leading to well-informed decisions. T1 analysts typically do

receive training, but generally in the form of internal proce-

dures, systems, and new vulnerabilities [22], rather than in

the form of an evidence-based decision-making process for

effective threat analysis. This can lead to large differences in

accuracy across T1 analysts [26,28]. An unstructured analysis

process can also be problematic in terms of the information

passed over to a T2 analyst when an alert is escalated. T2 an-

alysts then need to process reports that are less standardized,

coherent and actionable.

Partially mitigating this issue, most SOCs implement so-

called ‘playbooks’ or ‘runbooks’, documenting the procedures

T1 analysts should follow when analyzing alerts related to a

certain use case (e.g. a use case for ‘ransomware’). However,

playbook documents are known to have update and mainte-

nance issues, or only cover generic use cases that may induce

analysts to use them less than originally intended [5]. In other

extreme cases, some managed SOCs employ playbooks that

are, in essence, automation rules to report information back

to their customers. In those SOCs the T1 analyst (if present
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at all) is essentially reduced to an automaton executing a spe-

cific algorithm for each type of alert [22]. This is problematic

considering the dynamic nature of cyber-attacks, and the high

rate of false positives generated by detectors [2]. Indeed, the

relevant literature suggests that analysts perform better when

trained on a large variety of threats whose investigation re-

quire high cognitive engagement, as opposed to executing

pre-determined tasks [8]. In addition, automaton execution

possibly leads to a higher likelihood of burnout [22]. For these

combined reasons, numerous previous studies have stressed

the importance of humans and their decision making abilities

in a SOC [10, 22, 31]. In this work we focus on supporting T1

analysts’ cognitive engagement by proposing a general frame-

work (‘structure’) to guide the T1 through the threat analysis

process. More specifically, we collaborate with a commercial

SOC (the Eindhoven Security Hub SOC 1) to devise, together

with three senior analysts, a structure for the T1 threat analysis

process. We then evaluate the effects of the proposed process

via a controlled experiment with 10 T1 analysts recruited at

the SOC jointly analyzing 200 alerts from a real monitored

environment.

Scope and contribution. The aim of this paper is to evaluate

whether the creative cognitive process behind threat analysis

can be aided by providing analysts with guidance on what

information to collect to address specific ‘stages’ of the threat

analysis process. This is different from building an ‘algorithm’

or set of heuristics to automate analyst decisions, which is

not within the scope of this paper. In terms of scope of the

proposed process, we focus on network event analysis.

The remainder of the paper is structured as follows. Sec-

tion 2 introduces the background on the role of T1 analysts in

SOCs, their security analysis process, and discusses related

work. Section 3 presents the research questions addressed in

this work, and Section 4 describes the methodology to answer

them. Section 5 presents our baseline threat analysis process

in detail and Section 6 provides the results to validate our pro-

cess. Finally, Section 7 discusses our findings and Section 8

provides conclusions.

2 Background and Related Work

2.1 SOCs and tier 1 analysts
A security operation center (SOC) is a provider of security ser-

vices to organizations. SOCs can be internal, where they pro-

vide security services to their own (often large) organization,

or external by providing security services to third parties. The

security services provided by SOCs can range from network

intrusion detection systems (NIDS), to endpoint detection

and firewall monitoring. The tools providing these services

may utilize static detection mechanisms, dynamic systems,

machine learning, artificial intelligence and more. However,

1https://www.eindhovensecurityhub.nl/

most of these technical security solutions in an operational

SOC generate security events which are in the first instance

evaluated by a T1 analyst in the SOC. The analysis performed

by T1 analysts aims to discern interesting security events

from not interesting events. In other words, identify ‘interest-

ing’ security events to escalate to T2 and T3 security analysts

for further investigation, communication to customers and

possible mitigation actions.

Since T1 analysts are the first to analyze and classify se-

curity events, the accuracy and timeliness of their analysis is

fundamental to a SOC. Indeed, an accurate and timely identi-

fication of a cyber-attack minimizes the time available for the

attack to complete [8], or may prevent its impact to be fully re-

alized. Unfortunately, investigations performed by T1 analysts

are known to be, in general, error prone and time-consuming,

despite being repetitive [10, 12, 22, 31]. Naturally, the quality

of the analysis and thus the accuracy of the classification is

dependent on the individual skill of the analyst. However, ex-

ternal factors can impact this significantly, such as the arrival

of external vulnerability information, or the addition of a new

network segment in scope of an analyst’s monitoring. Given

that this occurs regularly, yet not necessarily predictably, the

quality of security event analyses can be quite variable [26].

2.2 The security analysis process
The analysis process of a T1 analyst has as input a security

event, and as output a classification of this security event.

Regardless of internal taxonomies, analysts can in general

assign a security event to one of two groups: alerts worthy

of escalation to a higher tier for further investigation (further

referred to as ‘interesting’ alerts), and those who should not be

escalated (further referred to as ‘not interesting’ alerts) [10].2

To arrive at this conclusion, the analyst’s job is to look for

evidence relating to the security event under analysis with

other (security or network) events from any available and

relevant source, with the goal of performing a triage for a

possible escalation to higher tiers [6, 19, 29].

The T1 analysts’ workflow takes as input a large volume

of information that a SOC analyst has to account for in order

to classify a security alert. They may look at the source and

destination IP addresses [7, 23], at an increase in activities

on a certain network port [7], or at the packet size and the

content of a payload [7]. From the literature we identify four

main categories of information that is considered by an an-

alyst: Relevance indicators, evaluating whether an alert is

relevant to the scope of the analysis [6]; Additional alerts,

considering whether other evidence exists that an attack may

be ongoing [6,7]; Contextual information, evaluating whether

some evidence of an attack is present at or around the affected

hosts or systems [7, 21]; Attack Evidence, evaluating whether

2More fine-grained evaluations (e.g., Command & Control traffic, suspi-

cious/benign scanning activity, ..) are always possible and commonly em-

ployed in SOCs as ‘metadata’ attached to the categorization above.
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there is evidence that the events generating the alert led to a

(successful) attack [6]. Table 1 provides a summary.

On the other hand, different analysts are known to employ

different strategies to analyse a specific alert [26, 28]. Indeed,

there is no clear framework of reference on what information

to collect and what evidence is relevant to which phase of

the investigation [2]. This suggests that there is no one clear

predefined process for T1 analysts to follow, and that analy-

sis results are entirely left to an analyst’s own background,

knowledge, and skills [23]. This may lead to increased analyst

burnout [14], and is particularly undesirable given the high-

turnover nature of T1 analysts within SOCs (that are regularly

substituted by more junior and inexperienced analysts).

2.3 Related Work

Most of the previous research on SOC analysts focuses on

the work process of the SOC as a whole rather than specific

roles within the SOC. Of the papers mentioned in this section,

three are qualitative studies [6, 14, 23] and two include some

quantitative results [28, 30]. Furthermore, previous work can

be divided in those that specifically consider the alert analysis

process of SOC analysts [6,23,28] (although with the abstrac-

tion level of SOCs as a whole) or those who consider the work

of the analysts from an organizational perspective [14, 22].

D’Amico and Whitley [6] conducted a cognitive task anal-

ysis (CTA) on the general workflow of a SOC, the security

analysis process and the decision making process of an an-

alyst. The authors identified a tiered system where a large

volume of data enters the SOC, and that in each tier data is

either discarded or retained to transfer to the next tier. Their

work identifies several pieces of information that SOC an-

alysts utilize to analyze security events and based on the

CTA the authors draw conclusions on how visualization tools

can and should integrate in the SOC enviroment. Although

their work does not conduct a CTA for specific roles within

the SOC (e.g T1 analyst), it provides an overview of how

the SOC as a whole analyze and handle incoming security

events. Similarly, Zhong et al. [28], captured analysis opera-

tions performed by analysts in a SOC and the hypotheses they

generate and utilize in this process. The authors conduct CTA

to capture fine-grained processes performed as part of the

alert analysis. Interestingly, the authors highlight the obser-

vation that analysts employ different strategies and processes

to explore the data and generate hypotheses to investigate. In

later work Zhong et al. [30] propose a tool that automates

the data triage aspect of aT1 analyst’s work. They observed

high-performance and satisfactory false-positive rates. They

do note, however, that the quality of the system depends on

the quality of the triage traces, which in turn depends on the

quality of the analyst. Notably, this approach utilizes the op-

erations of the analysts, such as “searching”,“selecting” and

“filtering” [30], and does not capture why an analyst performs

this action, nor what evidence is obtained from this operation.

Kokulu et al. conducted a qualitative study on issues within

the SOC [14]. One of the primary findings is the current

metrics for SOC performance are not effective. Moreover,

this is a point of contention between security analysts and

their managers. They also found the speed of response and

the level of automation to be similarly (and very) important

for effective SOC operations. Additionally, they noted that

poor analyst training and high false-positive rates are issues

within the SOCs in their research. This all culminates into

poor quality of analyses, if left unaddressed.

Another interesting observation noted by Sunderamurthy

et al [23] is the problem of tacit knowledge within the SOC;

decisions made by security analysts are based on intuition and

not documented. Often, the security analysts cannot clearly

communicate their knowledge related to the incident and the

reason for their classification of this incident [23]. This is

a key component of the services provided by SOCs, as the

contact point for the monitored environment must be provided

with accurate and actionable evidence of a security incident.

The contact person must be convinced that mitigation is neces-

sary and warrant a potential interruption of business processes.

T1 security analysts must do this as well when escalating to T2

or T3 analysts. Good communication about what a T1 analyst

has observed, supporting evidence and their decision process

is therefore a must in an effective SOC. On this line, [23]

reports that “SOC jobs such as incident response and forensic
analysis have become so sophisticated and expertise driven
that understanding the process is nearly impossible without
doing the job.”

3 Problem Statement and Research Questions

The process of alert investigation is repetitive, time-

consuming and error prone [10, 12, 22, 31]. Much research

has been done on the automation of individual steps or parts

of the investigation, such as correlation and alert reduction,

often relying on automated learning techniques [24, 31]. Past

research also provided an high level overview of the workflow

of an analyst [6, 7, 28]. However, to our knowledge a clear

structure of the investigative process, and an evaluation of the

extent to which it would aid in accurate decision making by

T1 analysts, is currently missing [25]. The problem statement

above gives rise to the following two research questions:

RQ1: Which sequence of tasks and information gathering

should a tier 1 analyst perform when executing a threat analy-

sis process to analyze network security alerts?

RQ2: To what extent can the derived threat analysis process

increase the accuracy of classifying network security alerts

for tier 1 analysts?
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Table 1: Categories of information SOC analysts employ to classify alerts
Information Category Definition References

Relevance indicators Information to classify whether the alert under investigation is even relevant for the

SOC, based on the signature and the scope of the customer.

[2, 6]

Additional alerts Alerts related to the current alert that the analyst is investigating. This may be previous

instances of the same alert triggering or alerts that surround the current alert.

[6, 7]

Contextual information Information about the behavior and other observables of the involved internal host. [2, 7, 12, 21]

Attack evidence Any evidence relating to the alleged attack including the type of attack, attacker and

any indication of success.

[2, 6]

4 Methodology

Overview of method. To answer our research questions we

rely on an ongoing collaboration with a commercial (man-

aged) SOC, the Eindhoven Security Hub SOC (for brevity

referred to as ‘the SOC’), providing network monitoring ser-

vices for small and medium-size organizations active in edu-

cation, IT-services, and manufacturing.

RQ1. To derive the threat analysis process we worked closely

with a T2 security analysis expert with 4+ years of experience

who is currently active in the SOC to identify which infor-

mation a T1 analyst should consider for the ‘escalation’ of

the alert to be useful for the higher-tier analysts. The derived

information was then mapped to the categories presented in

Table 1 and used to build a step-wise process for the analysis.

This process was then iteratively and independently evalu-

ated by two senior analysts (with respectively 15+ and 10+

years of experience) active in the SOC, until all three experts

were in agreement on the resulting threat analysis process.

Implementation details and results are given in Section 5.

RQ2. To validate the identified threat analysis process we

designed an experiment to compare the performance of SOC

analysts who employ the process to conduct analysis of alert

data in the SOC, against that of analysts who do not. We

employ sensor data from one of the organizations monitored

by the SOC to sample alerts from a real-life environment. This

ensures that baseline information (such as the IP space of that

organization) is already known to the analysts. In addition to

using alerts from our sensor, we generated additional alerts by

injecting attacks into the virtual SOC environment to validate

our process on alerts relating to successful attacks. To not

affect SOC operations, we reproduce a near identical virtual

environment that T1 analysts employ in the SOC in their

day to day work (details of the environment can be found

in Appendix B), and recruit our subjects from the pool of

analysts employed at the time at the SOC.

4.1 Synthesis of the threat analysis process

Figure 1 provides an overview of the iterative process we

employ to construct our proposed threat analysis process.

Preliminary alert analysis. In order to establish a set of in-

formation a T1 analyst should collect we adopted a bottom-up

Tier 2 Analyst

3 alerts10 alerts

Tier 3 Analyst

Analyze

Note feedback and
analysis

Send Process

Create/Upgrade
threat analysis

process

Analyze with
process

Evaluate

Analyze with
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1

2

3
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Figure 1: Synthesis of the baseline threat analysis process

approach and sampled a set of 10 security alerts from a proto-

type sensor of the SOC. This relatively low number of alerts

was chosen in first instance under the observation (and in

consultation with the involved SOC experts) that the T1 anal-

ysis process is very repetitive and does not vary significantly

across (network) security alerts. To make sure saturation in

the collected information steps is reached, we adopted a step-

wise process whereby additional information of relevance to

the process is added to the set as each new alert is analyzed.

The ten sampled alerts consist of malware, exploits, com-

mand & control, policy violations and scan alerts. The alerts

were randomly selected from one of the monitored environ-

ments in the SOC. These alerts were completely analyzed

by the T2 analyst. The result is an information set with all

information utilized by the analyst during their analysis.

Process construction. Having identified the steps of the anal-

ysis process, the T2 analyst mapped each step to the stages

reported in Table 1. The T2 analyst then employed the ob-

tained mapping to reconstruct the process they employed

during their analyses.

Process verification. The obtained threat analysis process is

then given in input to two separate senior analysts (one T3

analyst with 15+ years of experience and a security researcher

with 10+ years of experience in threat analysis). Each expert is

100    Nineteenth Symposium on Usable Privacy and Security USENIX Association



asked to independently analyze three security alerts randomly

obtained from the SOC environment (distinct from the ten

employed for the process derivation) using the provided threat

analysis process. Each senior analyst independently provided

the T2 analyst with feedback on the process and considered

information, and the process is updated accordingly. This

process verification and update loop was repeated until all

three experts agreed on the devised threat analysis process.

4.2 Experimental evaluation
To evaluate the effect of our threat analysis process on ana-

lysts’ accuracy (RQ2), we ran an experiment involving T1

analysts and real alert data from one of the SOC sensors.

Experimental design. Figure 2 provides an overview of the

experimental design. From the SOC environment we sampled

200 alerts and divided these in ten batches (‘scenarios’) of

20 alerts each. We then recruited ten T1 analysts and asked

them to analyse four batches of alerts each (for a total 80 alert

analyses per analyst);3 each analyst was assigned to either the

treatment group (i.e., following the proposed process for the

analysis) or the control group, and asked to classify each alert

as either ‘interesting’ or ‘not interesting’. These assessments

are then compared against a ground truth of assessments (de-

fined by the SOC’s T2 analyst) to evaluate differences in

accuracy between the treatment and control groups. In the fol-

lowing, we describe our choice of subjects, how we designed

the sets of alerts per subject, how we derived the ground truth

and the details of the experimental setup.

Subjects. We recruited as subjects of our experiment ten ju-

nior analysts over a period of six months, in two batches of

five analysts each. To maintain comparable experience levels

across recruited analysts, we recruited them immediately after

they joined the SOC. T1 analysts in the SOC are structurally

hired as interns from the security program at a technical uni-

versity in Europe. Their turnover rate varies between four

and six months of employment.4 All subjects are assessed be-

fore joining the team for their background, and are given the

same technical on-the-job training. Analysts in the treatment

group were given an additional training on the devised threat

analysis process they will employ during the experiment.

Designing alert sets. Collecting ‘baseline’ alert data. To

maintain realism of the experimental setup, we collected

alerts from the network environment of a customer of the

SOC over the course of 2.5 weeks. To make sure the collected

alerts were not already investigated by our subjects as part

of their normal job activities, we selected a network whose

3In consultation with the T2 and T3 analysts involved in this research,

we estimated an average assessment time of 10 minutes per alert. Therefore,

expected that no scenario would take more than 4 hours of a T1 analyst’s

time.
4The high turnover rate is due to the SOC’s contractual policy (that

follows the study program followed by the student analysts at the time of

their recruitment), rather than to a high ‘drop out’ rate.
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Each analyst evaluates overall 80 alerts over four of ten scenarios.

Each of the ten scenarios contains 20 unique alerts, at least one of

which related to an injected attack, for a total of 200 unique alerts

across scenarios. Each scenario is assigned to a single analyst at

most once, and is analysed by two different analysts per experiment

condition. For example, S4 is analysed by Analyst 1 and Analyst 3,

who are assigned to the treatment group, and Analyst 8 and Analyst 7,

who are assigned to the control group.

Figure 2: Overview of experiment design

data is only captured for technical testing purposes by the

SOC (as opposed to for security monitoring). The environ-

ment from which the alert data is collected comprises over

1500 unique hosts and multiple DNS and file servers. We

logged approximately 100M connections attempts and 48M

DNS requests. These connections generated 350k security

events distributed across 150 unique security alerts. As SOC

data are over-represented by alerts of certain kinds (e.g. alerts

related to scan activities), we employed a stratified random

sampling method over the collected alerts. We employ the

‘rule category’ [17] attribute that comes with alerts to define

the type of each alert. The considered alert categories are:

Scan, Malware, CnC and Policy. From each of the rule cate-

gories, we randomly selected a unique rule, and from that we

sampled a random alert generated by that rule.

Generating ‘successful’ attacks. To generate ‘interesting’

alerts we could not rely on existing data in the SOC, as ac-

tual attacks are rare. We therefore employed PCAP network

traffic from malware-traffic-analysis.net [15], which provides

records of malicious network traffic of (multi-stage) malware

attacks, to inject simulated attacks to the SOC sensors gen-

erating security alerts. Details of the attacks are reported in

Appendix A. To assure the realism of the attacks, IP addresses

in the obtained PCAPS are adapted to those expected within

the range of the monitored network from which the ‘baseline

data’ is derived. To avoid conflicts in the data, only unassigned

IP addresses are used to rewrite the PCAPs; only internal IPs

to the infected network were changed (i.e. IPs of the malware

infrastructure remained unaltered). DNS servers used in the

attacks are set to be the actual internal DNS servers in that

sub-net, reflecting the corporate policy for the sub-net of the

monitored environment. To inject the PCAPS in the SOC
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Table 2: Alert distribution across alert categories
Category Ground truth Overall

Command and Control 12 12

Malware 13 39

Policy 5 35

Scan 20 114

Total 50 200

network sensor to generate security alerts, we employed the

SAIBERSOC tool [18].

Overall, our scenarios consist of 178 alerts sampled from

the baseline monitored environment and 22 alerts generated

by the injected attacks, for a total of 200 alerts. The ‘Scenarios’

(S1, S2, . . ., S10 in Figure 2) were then created by constructing

10 non-overlapping sets of 20 alerts. Each scenario contains

alerts generated by exactly one injected attack; each attack

generates at least one (and at most four) alerts.

Ground truth derivation. Once we derived our scenarios

and related alerts, the T2 analyst ran a blind analysis over 5

alerts per scenario (for a total of 10×5 = 50 alerts) to label

them as ‘interesting’ or ‘not interesting’. All alerts related to

an attack in a scenario were included in the set given to the

T2 analyst. The remaining alert(s) for the ground truth were

chosen randomly.5 The distribution of alerts per category is

reported in Table 2.

Experimental setup. The first batch of five analysts was as-

signed to the treatment condition. This choice was motivated

by the need to empirically verify the internal consistency of

the baseline threat analysis process before booking analysts’

time away from the SOC. Details are reported in Appendix D.

This batch received an in-depth training on the devised threat

analysis process; the training was delivered by a T2 ana-

lyst, during the T1 analysts’ intake at the SOC. The second

batch was assigned to the control condition and only received

generic training that was in place at the SOC before the intro-

duction of the devised process. Analysts from both batches

were asked to record their classification for each of the twenty

alerts in a scenario as ‘interesting’ or ‘not interesting’, and

to motivate their decision in plain English. Additionally, an-

alysts from the first (treatment) batch were asked to record

their evaluation for each of the steps identified in the threat

analysis model for each of the analyzed alerts, in a separate

worksheet.

4.3 Ethical considerations

This research was executed under ethical approval from our

institution’s ethical review board under approval number

ERB2022MCS20. We gained explicit and informed consent

5Classifying the entire set of 200 alerts was not feasible due to the required

time during which the T2 analyst would have been unavailable to the regular

SOC operations.
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Figure 3: Overview of the baseline threat analysis process

from all subjects to participate in this experiment. Subject’s

names were anonymized to disassociate their identity from

any performance evaluations. Furthermore, to alleviate the

workload of our subjects, subjects participated in the exper-

iment during working hours, as opposed to participating on

top of their regular commitment with the SOC.

5 A threat analysis process for network events

Following the iterative process described in Section 4.1, agree-

ment on the details of the threat analysis process was reached

at the fourth feedback iteration (at which point none of the

three experts had any further remark). The result is 13 infor-

mation steps mapped into the 4 stages reported in Table 1.

Table 3 provides a summary of the final mapping between the

process steps and stages. The final analysis process is visual-

ized in Figure 3. The process guides the analyst in collecting

evidence of an attack through the four identified stages; at

the end of the process, the analyst decides whether there is

enough evidence to classify the alert as ‘interesting’, or not.6

The rest of this section details each step for every stage within

the proposed threat analysis process.

5.1 Relevance Indicators
The first process stage consists of three steps; signature speci-

ficity (SiS), signature age (SiA) and customer scope (CS).

Signature specificity. To determine ‘specificity’, the ana-

lyst first determines whether the triggered signature is specific

to a certain attack or service, or whether it is only a generic

indicator of an attack. This step allows one to establish the ini-

tial priority of the alert analysis (e.g. specific indicators may

be prioritised over generic indicators), as well as determine

what to investigate in future steps. Generally, identifying that

6Importantly, we note that this process is not meant to be prescriptive, in

that it does not provide instructions or thresholds to make specific decisions

on the classification. Differently, it provides a framework of reference for the

analyst to collect relevant information to make well-informed decisions on

what action to take (i.e., ultimately, escalate or not escalate). Whether this

decision can be at least partially automated or scripted away (on the basis of

the collected information), or safely taken at a specific stage of the process,

is out of the scope of this contribution.
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Table 3: Mapping between the stages and the steps
Stage Step Description

Relevance
indicators

signature specificity(SiS) Indication of how specific the trigger condition is for the signature of the alert.

(i.e Whether the signature is easily triggered).

signature age(SiA) The creation date of the signature, as new signatures are often more trustworthy

and up-to-date than older ones.

customer scope(CS) Whether the alert is within the agreed scope of monitoring.

Additional
alerts

alert history(AH) The history of the same alert in the past. i.e. how commonly the alert triggerd

in the past and for what reasons. This step is useful to detect common false

positives.

surrounding alerts(SA) Other alerts relating to the specific alert under investigation. This step is useful

for identifying alerts related to the same attack.

Contextual
information

related logs(RL) Logs related to the alert under investigation.

traffic stream information(TSI) The volume and content of the packets involved between the attacker and

defender, compared to the expected volume and content for the protocol used.

target host information(THI) Any available information about the possibly affected host, such as whether it

is a server or desktop, its OS etc.

target hosts behaviour (THB) The change in behavior of the host after the persumed attack

Attack
evidence

attack/exploit informa-

tion(A/EI)

The exact attack, objectives of the attack and the tools involved. The analyst

can estimate the impact of the attack to its customer using this information.

attacker information (AI) Information about the attackers behavior, and whether the attack is from an

unknown source.

attack success indicators (ASI) Information regarding whether the presumed attack was successful, such that

the analyst may decide to not escalate unsuccessful attacks.

relation to the use cases (RUC) Indication of how much the possible attack overlaps with the use cases of the

affected environment. The analyst considers the impact of the attack to the

affected environment in this step.

the signature is specific here increases confidence in the event

being interesting. Identifying that the signature is generic may

decrease the confidence, depending on the level of generality.

Signature age. Analysts can check the signature creation

date and last updated data of an alert to estimate if the be-

haviour triggering the alert is a recent or an old threat. This

signals the age of associated threat, or indicates a potentially

not interesting security event if the trigger conditions of the

indicator are time-dependent.

Customer scope. The analyst determines if the alert is

within the monitored scope by reviewing if necessary the cus-

tomer security policy, as well as the service level agreements

about sub-nets and reporting. The alerts with no to low impact,

for example a guest network of the customer, can in this way

be evaluated early on in the process as lower priority.

5.2 Additional alerts.
The second stage consists of two steps; alert history (AH) and

surrounding alerts (SA).

Alert history. The analyst investigates the history of the

alert under investigation. Namely, how often the alert has been

triggered in the past, how often it was considered interesting,

and whether it triggered for the same internal host before.

Using this information, an analyst can verify quickly whether

the observed alert is a common false positive or not. If past

occurrences have been flagged as ‘not interesting’ due to them

being false positives, the analyst can consider that the alert

under investigation may be a false positive as well.

Surrounding alerts. The analyst investigates additional

alerts similar to the one under investigation that were triggered

by one or multiple of the involved hosts, around the time of

the potential attack. When looking at these surrounding alerts,

analysts may observe different alerts with similar names, indi-

cating the same potential attack. This adds evidence that the

event underlying these alerts may be interesting. Additionally

the analyst may observe alerts for different phases of an attack,

further strengthening the case for continuing to investigate the

alert. For example, investigating a malware alert, a surround-

ing alert may be CnC activity. Identifying these surrounding

alerts allows the analyst to get a more encompassing picture

of an ongoing attack, if present.

5.3 Contextual information.
The third stage consists of four steps; related logs (RL), traf-

fic stream information (TSI), target host information (THI)

and target hosts behaviour (THB). At this stage, the analyst

collects concrete evidence generated by the security systems,

and information provided by the owner of the monitored envi-

ronment. If the analyst finds no evidence of a potential attack

reaching a vulnerable host, the analyst may consider it as

evidence to classify the alert as ‘not interesting’.

Related logs. This step focuses on identifying logs useful
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to evaluate the cause or the outcome of the attack under in-

vestigation. This selection is largely dependent on the type of

alert, and the type of traffic it is triggered on. In general, RL
consists of at least a connection log, a protocol specific log

(such as HTTP, or SSH), in addition to the alert log. Further-

more, any other logs generated by the receiving host of the

protocol in the alert, or DNS logs, are typically related.

Traffic stream information. The analyst considers more

detailed information about the packets sent to and from the

host. This information can include the total number of bytes

and packets sent by the attacker and defender, and the data

contained in those packets. The protocol used between the

communication of the attacker and defender is an important

consideration in this step as it determines whether the number

of packets and the data contained in them are abnormal or not

in the specific context. For example, this step allows analysts

to identify successful port scans by verifying if a response

packet was sent back to the source. This also allows analysts

to determine whether any ‘lucky hits’, were generated. A

‘lucky hit’ occurs when the trigger conditions of a signature

(typically a non-specific one, as assessed in the SiS step) are

met by pure chance on a random sequence of bytes, and thus

trigger on benign traffic, producing false-positives.

Target host information. The analyst can utilize infor-

mation about the host, such as whether it is a desktop or a

server, its purpose (for example DNS server), its OS, its as-

sociated sub-net, host name, open ports and so on, to reason

about whether the attack under investigation can ever lead to

successful violation of corporate policies. This step can vary

greatly from SOC to SOC and even from monitored environ-

ment to monitored environment, as corporate policies differ

between organizations.

Target host behaviour. Next to utilizing known informa-

tion about the targeted host, the analyst reviews the current

behavior of the targeted host. For this, the logs produced by the

IDS and network sniffer are utilized to review the behaviour

of the host before and after the attack. If the host behaves ab-

normally compared to how the hosts normally would behave,

it may indicate that the host was impacted by the attack.

5.4 Attack evidence

This stage consists of four steps; attack/exploit information

(A/EI), attack success indicators (ASI), attacker information

(AI) and relation to the use cases (RUC).

Attack/Exploit information. In this step, the analyst de-

termines the exact attack and tools involved. The information

required to determine this originates from the signature which

triggered the alert, and open source information about the cor-

responding attack. From this step, it should be clear whether

there is an attack, and if so what attack specifically. Using

this information, in relation to that collected in the previous

steps (e.g. RL, THI) the analyst estimates how this specific

attack can have impact on the customer.

Attacker information. The analyst investigates the be-

haviour of the attacker (or at least of the attacking system).

Using the logs generated as a result of the attacker behaviour,

as well as using public sources, the analyst can determine

whether the attacker is an actual attacker. This step is needed

to rule out known and trusted sources such as (vulnerabil-

ity) scanners, as well as help identifying false positive alerts

generating ‘hits’ on backup streams, software updates, and

benign network downloads.

Attack success indicators. The analyst investigates

whether the attack was successful. Analysts use information

obtained from former stages and open sources that identify

clear indicators of successful attacks. Generally, the attack

success indicators are highly dependent on the specific attack,

however, generic indicators such as DNS requests for unusual

top-level domains or internal scanning can be used as well.

Relation to use cases. The analyst consults the use cases

for the affected environment. This step helps them to correctly

identify the full impact for the environment, and thus the

final classification of the alert. It also eliminates any alerts

which are not important to the environment. For example,

investigating a generic malware alert, having determined that

it is actually adware on a desktop, the use cases may call for

no action at all, depending on the environment. Finally, the

use cases may provide useful information and guidance on

what to report to higher tier analysts or the affected customer.

6 Experiment results

Table 4 provides an overview of the alert analyses performed

by our subjects. Collectively, analysts classified an alert

as ‘interesting’ 114 times, and 686 times as ‘not interest-

ing’. Furthermore, we observe that analysts who followed

our process classify alerts more often as ‘interesting’ (67

times) than the analysts who did not follow the process (47

times, χ = 3.69, p = 0.055). Whereas only borderline sig-

nificant, this suggests that following the proposed process

may increase the likelihood of escalating an alert to a higher

tier. Meanwhile, we do not observe any within-group dif-

ference across analysts in terms of their classification out-

puts in either group (treatment: χ = 1.36, p = 0.85; control:

χ = 2.07, p = 0.72). This suggests that the likelihood of an

analyst’s classification for a given alert may depend on the

treatment group the analyst is assigned to, rather than on the

analyst themselves.

Focusing on analysts accuracy, we observe that overall ana-

lysts not following our process show a accuracy of 82% in the

classification; by contrast, analysts following the proposed

process show an overall accuracy of 92%. Interestingly, this

difference disappears when only considering alerts whose

ground truth classification is ‘not interesting’. By contrast,

‘interesting’ alerts were classified correctly only 65.9% (29

our of 44 possible assessments on ‘interesting’ alerts’) of the

times by analysts not employing our process, while the group
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Table 4: Overview of analysts’ classifications
All alerts Alerts included in ground truth

Interesting Not Interesting Total

Analyst Process Int. Not Int. Correct Wrong Correct Wrong Correct Wrong

1 Yes 14 66 8 (88.9%) 1 (11.1%) 11 (100.0%) 0 (0.0%) 19 (95.0%) 1 (5.0%)

2 Yes 10 70 7 (87.5%) 1 (12.5%) 11 (91.7%) 1 (8.3%) 18 (90.0%) 2 (10.0%)

3 Yes 14 66 7 (87.5%) 1 (12.5%) 11 (91.7%) 1 (8.3%) 18 (90.0%) 2 (10.0%)

4 Yes 15 65 8 (100.0%) 0 (0.0%) 11 (91.7%) 1 (8.3%) 19 (95.0%) 1 (5.0%)

5 Yes 14 66 9 (81.8%) 2 (18.2%) 9 (100.0%) 0 (0.0%) 18 (90.0%) 2 (10.0%)

6 No 9 71 9 (81.8%) 2 (18.2%) 9 (100.0%) 0 (0.0%) 18 (90.0%) 2 (10.0%)

7 No 8 72 4 (50.0%) 4 (50.0%) 11 (91.7%) 1 (8.3%) 15 (75.0%) 5 (25.0%)

8 No 11 69 8 (88.9%) 1 (11.1%) 10 (90.9%) 1 (9.1%) 18 (90.0%) 2 (10.0%)

9 No 7 73 5 (62.5%) 3 (37.5%) 12 (100.0%) 0 (0.0%) 17 (85.0%) 3 (15.0%)

10 No 12 68 3 (37.5%) 5 (62.5%) 11 (91.7%) 1 (8.3%) 14 (70.0%) 6 (30.0%)

Overall

With process 67 333 39 (88.6%) 5 (11.4%) 53 (94.6%) 3 (5.4%) 92 (92%) 8 (8%)

Without process 47 353 29 (65.9%) 15 (34.1%) 53 (94.6%) 3 (5.4%) 82 (82%) 18 (18%)

Total 114 686 68 (77.2%) 20 (22.8%) 106 (94.6%) 6 (5.4%) 174 (87%) 26 (13%)

who did follow the process classified the same set correctly

88.6% (39/44) of the times. This suggests that the proposed

process is particularly useful for alerts related to attacks, re-

ducing the classification inaccuracy by more than 20%. Gen-

erally, we find T1 analysts to perform better at classifying

‘not interesting’ alerts as opposed to ‘interesting’ alerts with a

classification accuracy of 94.6% and 77.2% respectively.

To evaluate the effects of the proposed threat analysis pro-

cess on assessment accuracy, we perform a logistic regression

on the dependent variable Correct, which is a dummy variable

set to 1 if an analyst correctly classifies the security alert, and 0

otherwise. The explanatory variables in the regression model

are Process and Category. Process is a dummy variable set to

1 if the analyst followed our threat analysis process; Category
is a categorical variable representing the category of an alert

among the categories Scan, Malware, CnC and Policy. In

addition, we run checks to evaluate whether a mixed effect

model is required to account for the fact that multiple observa-

tions are assessed per subject, and checks to account for addi-

tional effects caused by the specific scenarios. To do this, we

consider whether Analysts or the Scenarios play a role in

the outcome. We run two separate logistic regression models:

one with analyst dummy-variables as predictors, and one with

scenario dummy-variables as predictors. Table 5 provides an

overview of the results. For both models, we find no signifi-

cant effect of any analyst or scenario on the predicted outcome.

A joint ANOVA test confirms this as the null-hypothesis of

all coefficients being equal to zero is not rejected, which is

consistent with Analyst and Scenario not playing a role in

differentiating assessments (p = 0.365 and p = 0.323 respec-

tively). We therefore do not include either variable in the final

model presented here, and use logistic regression to fit the

Table 5: Logistic regression on the correctness of evaluations:

once with subject dummies and once with scenarios dummies.
Variable Coeff. p Variable Coeff. p

(Intercept) 2.94 0.004 (Intercept) 2.20 0.003

Analyst 2 -0.75 0.556 Scenario 2 -0.46 0.635

Analyst 3 -0.75 0.556 Scenario 3 -0.81 0.384

Analyst 4 <0.01 1.000 Scenario 4 -0.81 0.384

Analyst 5 -0.75 0.556 Scenario 5 <0.01 1.000

Analyst 6 -0.75 0.556 Scenario 6 0.75 0.556

Analyst 7 -1.85 0.108 Scenario 7 -1.35 0.130

Analyst 8 -0.75 0.556 Scenario 8 0.75 0.556

Analyst 9 -1.21 0.314 Scenario 9 0.75 0.556

Analyst 10 -2.10 0.065 Scenario 10 <0.01 1.000

Table 6: Logistic regression on the correctness of evaluations,

as dependent on the used process and the alert category
Variable Coeff. OR change (%) p-value

(Intercept) 2.56 NA <0.001

Process 0.98 167.0 0.035
Reference category: Scan
Category : CnC -1.20 -69.8 0.070

Category : Malware -1.89 -84.9 0.002
Category : Policy -0.76 -53.1 0.406

model Correct = c+β1Process+βCategory.7

Table 6 shows the effect sizes alongside associated p-values

from the fixed effects logistic regression model. Coefficients

shown in bold denote an associated p-value of 0.05 or less

which we consider statistically significant. As Scan is the

most common alert category in the SOC, we choose it as the

7For completeness, we also estimated the mixed effects model. The coef-

ficients are qualitatively identical both in magnitude and direction to those

reported here.
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baseline category for the variable Category; coefficients for

other categories should therefore be interpreted relative to it.

The coefficient of Process is 0.98 with a p-value of 0.035,

showing that analysts following the proposed threat analysis

process were significantly more likely to classify alerts cor-

rectly than analysts in the control group. This corresponds to

a change in the odds of correct classification of 167%, i.e. a

shift in probability of generating a correct assessment from ap-

proximately 82% in the control group to 92% in the treatment

group. We also observe that there is a significant difference be-

tween Malware and Scan (p = 0.002) alerts. Malware related

alerts were more often incorrectly assessed than scan alerts,

indicating that Malware alerts are significantly more difficult

to analyze correctly. Other differences across categories are

smaller and not statistically significant.

6.1 Qualitative evaluation

We now try to qualitatively characterize the differences be-

tween the two groups by looking at specific classification

tasks in the two groups. To reconstruct this, we look at the

data annotated by the analysts with the motivations of their

decisions for a classification for each specific alert.

Firstly, from the data we observed that subjects who do not

follow our process typically based their decision to discard an

alert (i.e classifying it as ‘not interesting’) after a single ‘step’

in the decision process. For example, a CnC alert (ThreatFox
BazarBackdoor botnet C2 traffic, whose instance in

our data is classified as ‘interesting’ by the T2 analyst) in

scenario no. 3 was erroneously classified by an analyst as ‘not

interesting’ as the network communication related to this alert

“only” contained 10 packets. One of the analysts remarks:“Its
[the count is] below 50. So, this alert can also be dismissed.”
Whereas ‘50’ is not a limit specified anywhere in the SOC

for this type of alert, we later learned that this cut-off number

is considered relevant for SSH brute force attacks. This sug-

gests that the analyst erroneously considered this a universal

threshold when deciding whether a communication is large

enough to be considered potentially interesting, despite the

alert in question being completely unrelated to SSH brute

forcing. This seems in line with the generally accepted notion

of ‘implicit knowledge’ being employed by analysts [5, 22].

Although our process does not prevent these mistakes from

happening, following it may at least aid analysts in consider-

ing other steps as well to potentially classify alerts in a more

informed manner.

In another investigation on alert ET JA3 Hash -
[Abuse.ch] Possible Dridex, two analysts who erro-

neously classified it as ‘not interesting’ had previously

observed high false positive rates with alerts associated to

‘JA3’ hashes. Therefore, analysts investigating JA3 alerts

often mumbled that this is most likely going to be a false

positive. Further, this alert was associated to a limited (9)

number of packets, leading analysts not following the process

to classify it as ‘not interesting’ despite the presence of

concrete evidence of a connection from a suspicious IP

being established with the host. By contrast, analysts in

the treatment group identified that this alert was related

to another ‘interesting’ alert at the SA step. Whereas the

T1 analysts could not observe much of the data relating to

the network communication of this alert, they identified

sufficient evidence to escalate it, considering that if the alert

was related to an attack it would have a high impact to the

organization. One of the analysts following our process

remarked the following related to this alert: “Could not tell
that the decoded message would have had a relation to this
traffic. It is still malware-related, making it more significant
for the customer and this same IP was also involved with
the Threatfox backdoor alert.” Interestingly, another analyst

following the process and correctly classifying this alert as

‘interesting’ commented “It’s weird. JA3 is never interesting
for us.”. This suggests they made similar considerations to

the analysts not employing the process, but corrected their

belief on the basis of the additional evidence collected.

We find three cases where following the process lead

to analysts classifying a ‘not interesting’ alert as ‘in-

teresting’, i.e. generating a false positive classification.

One scan alert (ET SCAN MS Terminal Server Traffic
on Non-standard Port) was classified as ‘interesting’ be-

cause there was insufficient evidence in one ‘step’ of the

investigation. Almost all ‘steps’ in this investigation were

leading to the conclusion that the alert was indeed not in-

teresting. However, as the subject could not observe the be-

havior of the host, the subject decided to classify it as ‘in-

teresting’ nonetheless to verify the alert with a T2 analyst.

Another interesting case was when an analyst over-relied

on AI instead of other steps in the process when investigat-

ing ET SCAN ProxyReconBot CONNECT method to Mail.

This alert was raised despite the attempted scan receiving no

response packets from the host. Yet, as the IP which was scan-

ning the network corresponded to an untrusted domain, the T1

analyst decided to classify the alert as ‘interesting’. Overall,

these errors seem to be caused by a mistaken interpretation

of the evidence (or lack thereof) by the analyst, rather than

being induced by an incorrect evaluation strategy imposed by

the process.

7 Discussion

Our findings show that analysts are significantly more likely

to classify alerts correctly (odds increase by around 2.5 times)

when following our baseline threat analysis process. This sug-

gests that a structured process that T1 analysts can follow

can when compared to sole reliance on tacit knowledge [5],

aid in the correctness of security alert classification. Inter-

estingly, in our experiment this increase in accuracy can be

mainly attributed to ‘interesting’ alerts. In our experiment,

we observe that for our analysts the rate of correct classifi-
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cations of a ‘not interesting’ alert is higher than 90%; this

suggests that a ‘not interesting’ alert may be easier to anal-

yse and thus may benefit to a lesser extent from a structured

way of processing information. For example, ‘not interesting’

alerts raised by attempted (but failed) port scans can often

be dismissed by simply observing that the host system did

not communicate back to the attacker. Therefore, most ana-

lysts would classify such alerts correctly, regardless of how

rigorously they analyse the evidence. By contrast, T1 analysts

in our experiment struggled more with analysing ‘interest-

ing’ alerts correctly. This is unsurprising as these alerts are

in general more complex and require the analysis of more

information. Considering a delta of 20% in correct assess-

ments for ‘interesting’ alerts between the two experimental

conditions, our results suggest that structuring the analysis

process may improve the classification accuracy specifically

for the hardest alerts to analyze. Our example in Section 6.1

illustrates that this may be the case as analysts who do not

follow our process may over-rely on one information point

and simultaneously not consider other relevant information

required for the analysis, whereas analysts who do eventually

find the relevant information.

7.1 Implications for practice

Training. SOCs conduct training for their T1 analysts to for

example, update analysts on the latest threats and how to

analyze them [8,11,14]. As the training directly improves the

effectiveness of analysts, it is considered a crucial aspect of a

SOC [2,11,20]. However, T1 analysts need to have a baseline

level in their work, such that analysts are able to perform

adequately even if they have not been trained on that specific

set of alerts. By structuring the workflow of a T1 analyst, it

streamlines the baseline knowledge a T1 analyst should have

in a SOC. The specific information T1 analysts should collect

is explicitly defined, and thus SOCs can tailor their training

towards how to collect the required information.

Measuring analyst performance. It is important for SOCs to

measure the performance of their analysts such that they know

where different detection tools or more training are required.

For example, if a SOC realizes that analysts are having sig-

nificant difficulties interpreting relevant logs, it may consider

training their analysts on logs specifically. However, current

quantitative metrics for SOC analysts often fail to measure

the actual performance of the analyst [14, 22]. Our proposed

threat analysis process can standardize the workflow of T1 an-

alysts in terms of what information they should collect during

their analyses. This gives SOC managers more concrete direc-

tions to measure the performance of their analysts, and of the

processes they oversee. Although, it is out of the scope of this

paper to present better metrics for T1 analyst performance,

measuring performance of analysts at specific steps gives a

more accurate overview of their analysis performance as op-

posed to only considering the number of escalated alerts [14],

handled alerts [22] and time needed to analyse an alert [14].

Importantly, this may reveal ‘weak’ spots in the detection

and escalation processes in place at a SOC, giving managers

accurate metrics on which to base future adjustments.

Escalation. When an alert is being escalated by a T1 analyst,

the analyst escalates the alert itself with supporting evidence

why the alert has been escalated [13]. However, what may con-

stitute as supporting evidence may differ for each individual

analyst. SOCs may have their own standards and expectations

on what T1 analysts include in their ‘ticket’. On the other

hand, the proposed threat analysis process (or any structured

process analysts can follow) can be used to provide a ticketing

standard that is in tune with the process that the T1 analyst

follow. Furthermore, by removing uncertainty on the expec-

tations of a T2 analyst on what information they will receive

from a T1 analyst, the time needed to interpret each ticket by

a T2 analyst may be reduced.

7.2 Implications for research and future work
There have been numerous previous studies presenting pro-

posed tools pertaining to issues in the threat analysis process

of SOC analysts [3, 4, 9, 31]. In line with this, future work

could integrate a threat analysis process into an operational

SOC. In our work, a subset of analysts were required to follow

our process, however this is hard to enforce outside the con-

trolled experiment. Observing how analysts would classify

real security events using an integrated system that guides

them into a desired process would potentially yield interesting

insights into how such a process would function in practice.

Similarly, future work may evaluate ‘how much informa-

tion’ is ‘enough information’ to collect to take an accurate

decision on a specific alert. This may aid the navigation of

an analysis process for analysts to ‘quit’ the process early on

when enough evidence has been collected to take a negative

decision. Similarly, the proposed process may be extended

to other types of data, e.g. considering host or cloud log data

rather than network (event) data.

In our work we focused on the accuracy of the classifica-

tion of an analyst as the sole metric of a T1 analyst. However,

previous studies have shown that timeliness of analysis is

important as well in an operational SOC [8, 22]. Even if our

threat analysis process leads to a better outcome in classifi-

cation, it would be problematic if it added a significant time

overhead for T1 analysts. Future work could investigate how

following such a process influences the timeliness (and not

only the accuracy) of the classification of security events.

7.3 Threats to validity
Construct validity. All injected attacks in our experiment

consisted of malware related attacks, where a malware is

installed, the host is controlled via a command and control

server and where possibly some lateral movement took place
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within the network. Considering that SOCs encounter other

forms of attacks, a set of alerts generated by malware related

attacks may not fully reflect the concept of ‘interesting’ alerts.

Internal validity. We assume in our experiment that all our

subjects are equally skilled in analyzing security events and

do not influence the accuracy of the classifications. How-

ever, in reality some analysts may be more skilled than others

despite similar job experiences and educational background.

To mitigate this, we checked whether concrete evidence ex-

ists that analysts influence the classification of the alerts or

not. Additionally, when collecting data regarding the internal

consistency of our process we used the response options in

Table 7 in the Appendix. However, we did not test whether

the interpretations of the response options differ among our

subjects. In other words, subjects may give different responses

to a step with the same observed data. Meanwhile, subjects

may give identical responses to a step even though they have

interpreted the data completely differently.

External validity. The main threat to external validity is the

extent to which the employed SOC represents data and oper-

ations adopted by other SOCs. SOCs vary widely over both

dimensions as they employ different technologies and sen-

sors, SOC operations are not standardized, and by monitoring

different networks/infrastructures they may evaluate different

alerts over different environments [25]. However, virtually

all SOCs at least monitor network traffic [6, 16, 27] and typ-

ically employ junior T1 analysts as a first line of defense to

decide whether to escalate or ignore incoming alerts [25]. As

the SOC under analysis performs only network analysis, and

employs T1 analysts from the same ‘pool’ as most SOCs (i.e.,

junior staff in need of specialized cybersecurity training to

operate well within a SOC [25]) we consider it to be represen-

tative of SOCs in general, over these two dimensions. Further,

as the SOC under analysis only performs network monitoring,

we can evaluate model effects without additional confounding

factors caused by multiple data sources (e.g. system host logs).

Whereas this suggests that our finding that a structured analy-

sis process can help analysts in making accurate evaluations

over network alerts, effect sizes may vary significantly across

SOCs. Further research is needed to derive and evaluate analy-

sis processes across different SOCs, monitored environments,

and monitoring technologies, and their interactions. Addition-

ally, whereas the collaborating SOC only allows two possible

classifications for T1 analysts, past research [21] show that

other SOCs may have more options to classify an alert. Our

threat analysis process does not incorporate such frameworks

for classifying alerts and thus, our process requires modifica-

tion to accommodate different classification systems.

8 Conclusions

In this work we devised a threat analysis process to attempt

to structure the work process of T1 SOC analysts. Our threat

analysis process consists of four stages where it guides the

analyst into collecting information relevant for their analysis.

Furthermore, we conducted an experiment using real alert

data with ten T1 analysts working in a commercial SOC to

investigate the effect of structuring the threat analysis pro-

cess. Our results show that our process increases the odds

of our subjects correctly classifying an alert by 167%. More

specifically, we observed that alerts correlated with a cyber

attack are the alerts who significantly benefit from using our

threat analysis process. Overall, our study suggests that struc-

turing the analysis process of a T1 analyst aid in the correct

classification of security alerts.
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A Injected attacks

The list below identifies the attacks that were injected as part

of the experiment, and the general behaviour that could be

determined from the logs and alerts the attacks generated in

the experiment environment. All attacks involve a malware(s).

Alerts are generated from installations of such malware, com-

mand and control traffic or lateral movements. The table below

shows which of the three aforementioned components of an

attack generated an alert. I stands for installation, CnC for

command and control and LM for lateral movements.

B Environment

To ensure that the only additional training required for the ex-

periment is the training related to our threat analysis process,

we replicated the SOC environment on which our subjects

work, and received their generic intake training. The envi-

ronment is based on the Elastic Stack (ELK) and employs

instrumented Suricata and Zeek sensors for the network event

ID Attack I CnC LM

1 Remcos RAT X X X

2 RIG Exploit Kit and Dridex X X

3 Emotet and Trickbot X X

4 Qakbot and Cobalt Strike X X

5 Qakbot and Spambot X X

6 Hancitor and Cobalt Strike X X X

7 Ghost RAT X

8 BazaarLoader and Cobalt Strike X X X

9 MalSpam Brazil X X

10 Ursnif X X

analysis (Suricata for attack detection and Zeek for logging

network traffic). In our experiment Suricata was deployed

with the open source Emerging Threat Open ruleset, as well

as the licensed Emerging Threat PRO ruleset employed at the

SOC. Replicating the configuration used in the production

environment of the SOC, a subset of rules was configured

to not trigger alerts (i.e., starting points for analyst investiga-

tions), but rather to generate logs stored in the SIEM. These

logs can be used by analysts to further enrich the context of

the events that triggered the investigated alert. These ‘muted’

signatures include hunting, policy, and info signatures. On

top of the alerts and network logs generated by the sensors,

the analysts were allowed to seek additional information from

online sources (e.g. to check file hashes, IP address reputation,

perform whois queries, ..) as normally performed during real

operations. Because of storage limitations in the experiment

environment, analysts did not have access to raw network

traffic in PCAP files.

C Analysis sheet

Table 7 provides a summary of the options given to analysts

for each of the process stages and steps identified in Fig. 3.

D Alert assessment consistency

We first evaluate whether the proposed threat analysis process

produces consistent evaluations by the analysts. To evaluate

this, we compare the evaluations made by analysts in the first

batch across all steps of the proposed process. To do this, we

compute the agreement score between analyses within the

same scenario. The agreement score is calculated by count-

ing the frequency per step where the two analysts outputted

identical answers and then dividing it by the total number of

alert instances (i.e 200).

We first consider the extent to which analysts agree on their

assessments for each step of the process delineated in Table 3.

Agreement scores for each step in the process are calculated

across 200 pairwise comparisons of assessments performed

by two separate analysts. Figure 4 shows the calculated agree-

ment rates across each process stage and step. We find that,

overall, analysts agree on the evaluation of the information
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Table 7: Response option for each step
Stage Step No. Response options Response options

Relevance
indicators

signature specificity(SiS) 2 Old, New

signature age(SiA) 2 Generic, Specific

customer scope(CS) 2 Yes, No

Additional
alerts

alert history(AH) 4 First occurence, Typically NI, Typically FP, Incon-

clusive

surrounding alerts(SA) 2 Adds Evidence, Does not add evidence

Contextual
information

related logs(RL) 4 Logs which indicate the result/impact of the event

causing the alert, Logs which indicate the event

which is the cause of alert, Both, None

traffic stream information(TSI) 3 Small, Normal, Large

target host information(THI) 2 Vulnerable, Not vulnerable

target hosts behaviour (THB) 2 Normal behavior, Unusual behavior

Attack
evidence

attack/exploit information(A/EI) 2 Attack, No attack

attacker information (AI) 2 Trusted external host, Unknown external host

attack success indicators (ASI) 2 Definitely unsuccessful, Successful, Unknown

relation to the use cases (RUC) 2 Unrelated, Related

Contextual Information Attack Evidence

Relevance Indicators Additional Alerts

RL TSI THI THB A/EI AI ASI RUC

CS SiS SiA AH SA
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Figure 4: The internal consistency of our baseline threat anal-

ysis process.

collected in each step. We stress that the process does not

mandate or instruct the analysts in how to find relevant infor-

mation to make an assessment on that specific step (e.g. no

query template is provided to identify ‘related logs’, RL, in

the Contextual information stage). It is therefore to be

expected that, the wider the information space associated to

the assessment of a specific step is, the lower the expected

agreement of analysts is. Our findings suggest that this holds

also for our pool of analysts who have similar background

and level of experience, and who received the same profes-

sional training. On the other hand, we observe that for each

stage one or more steps consistently achieve relatively high

agreement levels of 70% or more. To evaluate analysts agree-

ment on the outcome of the process, we calculate Cohen’s

Kappa on analysts’ final classification of an alert as ‘interest-

ing’ or ‘not interesting’ for those analysts who employed the

proposed process (κ = 0.52, CI : [0.36,0.68]), and those who

did not (κ = 0.45, , CI : [0.28,0.64]). Whereas a straightfor-

ward interpretation of κ is not possible, both scores indicates a

‘moderately strong agreement’ [1, Ch.11.5.4] within the two

groups. However, we do not find significant differences in the

agreement levels between the two groups. This suggests that

analysts in either group take similar decisions when compared

to analysts in the same group.

E Changes to the process as a result of expert
feedback

The initial sequence steps identified was extended with CS
after the first round of verification, and RUC was moved

from the start of the sequence to the end. CS was previously

covered by RUC, but was found to be atomic and impact-

ful enough to justify its own step. Additionally, CS can be

determined more easily and thus earlier, than RUC.

As discovered during the verification by the experts, RUC
requires details about the attack, the affected system and the

impact, which are not available early on in the analysis pro-

cess. For this reason as well, RUC was moved to the end of

the sequence of steps. The adjustments detailed above were

implemented before the experiment design and execution.

The question corresponding to the stage Contextual
information was changed from “2-way communication es-

tablished between attacker and attacked host” to “Vulnerable

host reached by potential attack”, to capture cases were at-

tacks or exploits do not result in a two-way communication

between the attacker and the attacked host.

Finally, a step named “signature quality” (now omitted)

was split up into “signature specificity” and “signature age”,

the step “target host information” was split up into “target

host information” and “target host behaviour” and the step

“attack/exploit information” was split into “attack/exploit in-

formation” and “attacker information”. These changes were

made to make the steps more atomic.
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Abstract 
Operational Technology (OT) refers to systems that control 
and monitor industrial processes. Organisations that use OT 
can be found in many sectors, including water and energy, 
and often operate a n critical infrastructure. These 
organisations have been under a digitalisation process, 
which along with increasing regulatory pressures have ne-
cessitated changes in their cybersecurity practices. The lack 
of internal resources has often compelled these organisa-
tions to turn to external consultancy to enhance their securi-
ty. Given the differences between OT and Information 
Technology (IT) security practices and that OT cybersecuri-
ty is still in its infancy, developing a security culture in OT 
environments remains a challenge, with little research inves-
tigating this topic.  

We have conducted 33 interviews with professionals with a 
security related role working in various OT sectors in the 
UK, on the subject of security culture development. Our 
analysis indicates three key organisational barriers to the 
development of a security culture: governance structures, 
lack of communication between functions, and the lack of 
OT cybersecurity expertise. Subsequently, the role of con-
sultants and security solution vendors in overcoming these 
barriers through consultancy is demonstrated. We therefore 
argue that these stakeholders play a crucial part in the de-
velopment of security culture in OT and conclude with rec-
ommendations for these organisations.  

 
1. Introduction 
Organisations that use Operational Technology (OT) have 
embarked on a digital transformation over the past years, a 
process known as Industry 4.0 [1], IT/OT convergence [2], 
or the Industrial Internet of Things (IIoT) [3]. This digitali-
sation provides many benefits, including reduced costs, and 
more efficient and accurate data collection [1]. However, it 

has also increased  security risks, as OT and IT 
are becoming more interconnected [2]. As these organisa-
tions 
infrastructure, like those in the energy, transport, and water 
sectors, their cybersecurity is of paramount concern [4].  

Operational Technology (OT) refers to systems that control 
and monitor industrial processes and equipment [5]. Various 
other terms are used to describe operational technology, 
including Supervisory Control and Data Acquisition 
(SCADA) systems and Industrial Control Systems (ICS) [2], 
with OT being the one most commonly used. 
cyber-physical nature, a cyber-attack can have financial as 
well as physical impact, leading to injury, loss of life, and 
environmental damage [6]. Previous such attacks include 
St
Ukrainian energy system attacks in 2015-16, which resulted 
in wide-spread power outages [7]. More recently, when ran-
somware hit their enterprise estate, Colonial Pipeline had to 
proactively halt their operations over fears that it would 
spread to their OT estates, which led to fuel shortages [8].   

Aside from the increased rates of cyber-attacks on OT, regu-
lation was another factor that has practically forced these 
OT organisations to enhance their cybersecurity practices. 
Namely, t s Network and Information Systems (NIS) 
directive, which was passed into United Kingdom (UK) law 
in 2018, designated organisations operating critical infra-
structure as operators of essential services (OES) [9]. Simi-
lar measures have been taken in sectors where the NIS does 
not apply, such as the OG-86 directive for major hazard 
industries like oil and gas [10], and the International Mari-

s guidelines on maritime cyber risk man-
agement [11]. 

Against this backdrop, attempts to improve the cybersecuri-
ty of organisations using OT have necessitated changes in 
their technology, processes, and people.  Nevertheless, OT 
cybersecurity has followed a similar trajectory to infor-
mation security [12] with research in OT cybersecurity 
technologies (e.g., [13]), and accordingly processes (e.g., 
[14]), reaching a level of maturity that people-related securi-
ty research in OT has not reached yet [15]. People in OT 
organisations are often targeted as an initial access vector 
via techniques like spear-phishing, as is the case in most 
recorded OT attacks in since 2013 [7]. As such, developing 
a security culture in OT has been promoted by various in-

 

 

 

Copyright is held by the author/owner. Permission to make digital or 
hard copies of all or part of this work for personal or classroom use is 
granted without fee.  

USENIX Symposium on Usable Privacy and Security (SOUPS) 2022.
August 7 -- 9, 2022, Boston, MA, Canada. 

USENIX Association Nineteenth Symposium on Usable Privacy and Security    113



dustrial [16] and governmental bodies [17], since a strong 
organisational security culture ensures that security is an 

 is per-
ceived positively and pursued in all levels of management 
[18]. 

Most research in security culture has been conducted in IT 
organisations. Nevertheless, organisations that use OT differ 
from the ones using IT on their structure, values, as well as 
technology used. Firstly, these organisations use OT in their 
various industrial sites, as well as IT in the enterprise part of 
their business [19]. OT has a lifespan of decades, thus ne-
cessitating tailored security practices compared to IT [6]. 
Likewise, the safety and uptime of their services is of para-
mount importance, with security only recently becoming a 
concern [6]. Moreover, various stakeholders have a vested 
interest in OT cybersecurity, ranging from the government 
to their supply chain [20]. Additionally, security consultan-
cies and security product vendors are also heavily involved 
in OT cybersecurity [21].  

We therefore follow the argument that different types of 
organisations need tailored approaches to develop their cy-
bersecurity culture to conduct our research [22]. Organisa-
tions using OT are additionally an ideal case study at securi-
ty culture development as they usually are at early stages of 
this process. We have conducted 33 interviews with profes-
sionals with a security related role in various sectors in the 
UK, including water, transport, and energy. More specifical-
ly, we aim to answer the following research questions in this 
work: 

1. What are the biggest organisational barriers to de-
veloping a cybersecurity culture for OT environ-
ments?  

2. How do security consultants and security solution 
vendors contribute to overcome these barriers? 

Our results demonstrate: 

 Three key organisational obstacles towards a secu-
rity culture: (i) governance structures, (ii) lack of 
communication between functions, and (iii) lack of 
OT cybersecurity expertise. 

 The role of security consultants and solution ven-
dors in overcoming these obstacles through consul-
tancy, and in turn, influencing the security culture 
development of these organisations. 

Our findings present insights to the research in OT cyberse-
curity by providing practical recommendations on how 
common organisational obstacles can be overcome. Addi-
tionally, our research contributes to the wider security cul-
ture literature by describing the complexities OT organisa-
tions face in their attempts at developing a security culture 

and, more importantly, the role of external stakeholders in 
shaping this culture. 

2. Related work 
2.1 Differences between IT and OT 
Many significant differences between OT and IT exist, 
which necessitate tailored security approaches and ultimate-
ly affect an organisation s security culture. For example, 
OT s lifespan, which is typically decades long, complicates 
its security. Updates for a system might not be available, 
because the manufacturer might have stopped supporting the 
product, or in some cases, has ceased operating. Generally, 
patching and updating practices cannot be directly translated 
from IT to OT environments, as they must be in continuous 
operation [6]. This requires patches to be applied in tightly 
planned maintenance windows which take place a few times 
a year. Even measures such as longer passwords are not 
acceptable in time-critical scenarios, where availability and 
safety concerns are of greatest priority [23]. 
Aside from the technical differences, organisations using 
OT differ structurally from IT ones. They have a hierar-
chical structure, where the enterprise part of the business is 
separated from the industrial one, both physically and digi-
tally. This separation is demonstrated by the Purdue model, 
a typical architecture reference model for OT, which con-
sists of three zones and six levels: an enterprise zone and an 
industrial zone, separated by a demilitarized zone (DMZ) 
(see Appendix A for a diagram) [24]. Accordingly, different 
functions with divergent priorities are responsible for the 
technology and budget of each zone. For example, estab-
lished information security principles in IT like the confi-
dentiality, integrity, and availability (CIA) triad need to be 
reshaped to fit OT priorities, by including values such as 
safety and resilience [25]. Finally, security expertise in OT 
is relatively scarce. While incidents like Stuxnet have 
alarmed some organisations on the importance of cybersecu-
rity, it was not until the NIS regulations that most organisa-
tions were propelled to act on their OT cybersecurity.  
2.2 Security culture background 
Security culture is a subculture of the wider organisational 
culture (i.e., The way things are done here  in an organisa-
tion). Many culture theories have been proposed, with 

research [26]. Accordingly, culture is broken-down into 
three increasingly observable layers: tacit assumptions, i.e., 
the values taken for granted in a company, the level of es-
poused values, and the artefacts and creations level [27]. In 
the case of security, the assumptions level includes core 
operational values, which are often taken for granted, such 

risk-taking appetite. The espoused val-
ues level encompasses employees  security attitudes and 
perceptions. Finally, the observable artefacts level includes 
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objects like training material and policies and procedures 
around security [26].  
Research has predominantly focused on information securi-
ty culture with research in cybersecurity culture recently 
becoming more prominent [22], as cybersecurity encom-
passes the protection of other assets aside from information, 
including the people that operate in cyberspace [28]. Never-
theless, as OT security has a strong cyber-physical element, 
we suggest that security culture is a more suitable and en-
compassing term for this area of research.  

As culture is a construct, a variety of definitions on its con-
stituent elements exist [29] , with the overwhelming majori-
ty focusing on attributes such as perceptions, values, atti-
tudes, and behaviours around security [30]. ENISA  defini-
tion is a typical example, with culture defined as: The 
knowledge, beliefs, perceptions, attitudes, assumptions, 
norms and values of people regarding cybersecurity and 

technologies.  [18]. Accordingly, several factors that affect 
security culture have been proposed in the literature [22]. 
These include management support, i.e., the involvement 
and leadership displayed by  and 
security policies and their attributes such as accessibility 
and clarity. More recently, the effect of national culture and 
regulation have also started receiving attention as culture 
influencing factors [22]. 
Nevertheless, the literature on security culture has a few 
gaps. Firstly, the most prominent culture influencing factors 
are associated with internal processes of an organisation, 
with little consideration given to exogenous factors. Aside 
from the role of the senior management and the security 
function, the role of different stakeholders in shaping an 
organisational security culture is often unexplored, especial-
ly those outside an organisation such as regulators, govern-
ments, or consultancies. Finally, the research area is domi-
nated by theoretical frameworks, followed by quantitative 
approaches, with qualitative research lagging behind [22]. 
Our research attempts to fill some of these gaps, by demon-
strating the role of other external stakeholders in shaping 

tancies and solution vendors in the OT space. Additionally, 
qualitative research can provide more in-depth insights in 
the security professionals  espoused security values, com-
pared to quantitative approaches.  
2.3 Security and safety cultures in OT 
Safety culture is another part of the wider organisational 
culture in OT organisations. It became prominent following 
the nuclear accidents at Three Mile Island and Chernobyl, 
with the report on Cher
first use of the term [31]. What initially started with a focus 
on nuclear facilities, has in recent decades spread over into 
other industrial sectors that use OT including energy, oil and 
gas, and water. Compared to security, safety is now an es-

tablished culture in these companies, and its effects are visi-
ble in all organisational levels, from small proactive acts 
like holding the handrail, to safety being a core organisa-
tional value, appearing in annual reports and in boards  
communications to employees [25]. Nevertheless, there are 
many commonalities between the two cultures, with factors 
such as top management support and training considered as 
important in their development [32].  
Research in organisational factors and security culture is an 
emerging area, with a few researchers looking into the topic 
in the past decade. Security workers in OT environments 
were described as  due to the many ob-
structions they faced when attempting to fulfil their respon-
sibilities. One such obstacle was that security was perceived 
as a concern to be exclusively handled by security person-
nel. Additionally, organisational divisions obstructed the 
visibility of their function and hindered security communi-
cations, further complicating their tasks [33]. Nævestad et 
al. have assessed the security culture of a critical infrastruc-
ture company in Norway. Their second study [34], two 
years after the first [35], demonstrated that the organisa-

security culture had improved, with the authors attrib-
uting it to measures such as improved security communica-
tions between supervisors and employees. 

Dewey et al., in their case studies of four UK nuclear organ-
isations, highlighted various restructuring efforts aiming to 
integrate security into existing business structures. Addi-
tionally they demonstrated various challenges faced by se-
curity employees in their efforts to improve their organisa-

s security culture [31]. For example, mediums such as 
email were not as effective in distributing security commu-
nications, due to the non-office nature of many employees 
(e.g., rail operators, engineers, maritime). Finally, given the 
prevalence of safety culture, employees were more appre-
ciative of the need for safety compared to security. 
The impact of NIS in several UK sectors, including water 
[36] and energy [37] has also been investigated. Given its 
infancy, considerable inter-organisational collaboration was 
undertaken to transpose NIS into sectoral contexts, through 
various self-organising networks [20]. For example, the NIS 
necessitated closer collaboration between competent author-
ities and governmental entities, to translate the s 
Cyber Assessment Framework (CAF) to the needs of each 
sector. Other instances of inter-organisational collaboration 
include working groups between OT companies and critical 
suppliers where common security requirements were exam-
ined. Finally, Michalec et al. [36], in their case study of the 
water industry, have proposed that these collaborations were 
also influential in shaping the wider water sector s govern-
ance strategies.  
These collaborations helped improve the sectoral under-
standing of the NIS, contributing to the knowledge and un-
derstanding of OT cybersecurity issues, and in turn, 
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strengthened both the sectoral and national security cultures 
in the UK. However, there is still little work on how OT 
cybersecurity knowledge and understanding are developed 
in an organisational context. As evidenced by these intra-
organisational collaborations, cybersecurity in OT compa-
nies depends on various stakeholders, including the gov-
ernment, competent authorities, original equipment suppli-
ers, and system integrators. Additionally, our research aims 
to highlight the role other external stakeholders have in 
shaping this culture, namely, security consultants and secu-
rity solution vendors. 

 

2.4 Consultancy background 
Organisations lacking expertise in a topic [38] or facing a 
lack of professionals in the employment marketplace often 
turn to consultancy to fill these gaps [39]. Knowledge shar-
ing, the delegation of functional activities, and the design of 
processes and procedures are among some of the potential 
outcomes of the consultancy process [40]. Consultancies 
vary in sizes and offerings, including mega consultancies 
offering a variety of services (e.g., tax, accounting, IT etc.), 
independent consultancies specialising in fewer areas, and 
vendor consultants whose services relate to the support of 
their software and hardware offerings [40]. Generally, con-
sultants have been described as therapists , doctors , and 
gurus  in the literature, and are often seen as obligatory 

passage points  supplying expertise to organisations [41]. 
OT cybersecurity is currently one such area where consul-
tancy is recognised as the first step towards cybersecurity 
maturity [21].   
Consultancy in IT, often focused on the implementation of 
Information Sharing (IS) [42] and Enterprise Resource 
Planning (ERP) systems [43], is one area close to cyberse-
curity which has received considerable academic attention. 
Broadly, the extant literature on consultancy can be summa-
rised under the following topics: factors that contribute to 
consultanc  [44], the client-consultant relationship 
[41], and the consultants es which can range from 
change agents to uncertainty managers and fashion setters 
[45], [46]. In the case of consultants as change agents, their 
role in knowledge sharing has often been recognised, with 
research demonstrating that it is more probable that an or-
ganisation l will value knowledge from external 
sources compared to internal ones [47], especially when an 
organisations  own internal capabilities are lacking [39]. 

Cybersecurity research into consultancy compared to IT is 
scarce. While the cybersecurity and IT implementation con-
sultancy processes have many commonalities, the literature 
in IT implementation often emphasizes the value of IT 
transformation in terms of cost reduction, increased effec-
tiveness etc. [46]. The value of cybersecurity on the other 
hand is not as clear-cut, with companies regarding cyberse-
curity as an additional cost. Nevertheless, consultants have 

been described as cyber advocates i.e., individuals who can 
persuade organisations to adopt positive security practices 
[48]. Empirically, Gale et al. have found consultancy to be a 
driver influencin  cybersecurity decisions [49]. 
Finally, Poller et al. have investigated the effect of external 

software development groups [50]. While the consultancy 
had some positive short-term effects, an overall lack of 
long-term sustainable change was reported. 
 

3. Methodology 

We have conducted a qualitative study through semi-
structured interviews with professionals with a security-
related role from a variety of OT sectors. The research has 
been approved by the authors  institutional ethics commit-
tee. The following sections provide more details on the 
sampling and recruitment process, interview conducting, 
and data analysis. 

3.1 Sample and recruitment 

We have employed theoretical sampling, with participants 
identified based on gaps in the collected data, or to explore 
emerging concepts [51]. Additionally, we employed snow-
ball sampling by asking participants to refer us to other po-
tential participants based on their role, which resulted in 11 
of the 33 interviews [51]. Participant recruitment was under-
taken via LinkedIn. We have decided to stop conducting 
interviews once our findings have reached theoretical satu-
ration [51], i.e., interviews did not provide any new catego-
ries of inquiry or relevant data with respect to organisational 
barriers and consultancy s role in overcoming them. 

While the water sector was our initial focus, the first few 
interviews led to the choice of including additional sectors, 
as our participants perceived that most OT sectors were fac-
ing similar cultural and security challenges. Our interest into 
external stakeholders also arose after the first few inter-
views, as the heavy presence of consultants and security 
solution vendors in the OT cybersecurity space was made 
apparent. Finally, our sample choice has presented a few 
obstacles. The population size is relatively small as organi-
sations that use OT are bounded by regulation and geogra-
phy, as is the case with UK water organisations which are 
effectively regional monopolies. Additionally, given the 
critical nature of operations of these organisations, some 
secrecy and hesitation were expected. Accordingly, research 
topics were tailored to be as non-intrusive, based around 
organizational structures, s attitudes and percep-
tions etc., as to not be perceived as overtly sensitive by the 
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3.2 Interview design and data collection 

Interviews were conducted via Microsoft Teams between 
July 2022 and January 2023, lasting on average around an 
hour, and ranging from 45 to 70 minutes. Participants were 
not compensated for their contribution. Two participants 
opted to not be recorded, and therefore, data were collected 
through note taking. The participants  pool includes profes-
sionals working in OT companies with roles such as Chief 
Information Security Officers (CISOs), security managers, 
and OT managers, as well as external stakeholders including 
consultants and regulators. With respect to consultancies, 
we have included participants from large consultancies, 
smaller consultancies focused primarily on OT cybersecuri-
ty, and vendor ones. Overall, our study includes the views 
of 33 participants from 25 different organisations. A full 
breakdown of the participants  role and sector can be found 
in Appendix B. 

Semi-structured interviews were used as their flexibility 
allows the point of view of the interviewee to come across 
more predominantly than other interview methods such as 
structured ones [51]. Often, questions did not follow the 

s outline and going on tangents was encouraged, as it 
provided an indication of what participants think is relevant. 
Interview guides were tailored based on the participant s 
role and a sample guide can be found in Appendix C. 

3.3 Data Analysis 

Microsoft T built-in recording tool automatically pro-
duces a transcription. As such, we have used that tool to 
reduce the time needed to transcribe interviews, compared 
to a transcription done fully by ear. To code and analyse the 
transcriptions, the NVivo 12 software was used. 

Thematic analysis was chosen to analyse the data, following 
the recommendations by Braun and Clarke [52], who pro-
vide a six-step process, and Ryan and Bernand [53], who 
provide techniques on how to identify themes. The first au-
thor coded all the data, following an open-axial-selective 
coding process [54]. This required an initial familiarisation 
with the data, which was aided by theoretical memoing. An 
open, primarily inductive process was used to develop an 
initial codebook. Accordingly, through an iterative process, 
codes were discussed with the other authors in weekly meet-
ings, leading to further refinement, and eventually, to the 
themes presented in this work. 

Using thematic analysis allowed us to identify themes both 
deductively, i.e., in-line with the literature, including factors 
such as policies and procedures, but primarily through in-
duction, i.e., from an analysis of the data, such as the differ-
ences in mindsets and values between engineers and 
IT/security personnel. Examples of relevant codes can be 
found in Appendix D. 

3.4 Limitations 

We had to resort to online means for recruiting participants, 
as data collection was conducted during the Covid pandem-
ic. In some cases, our attempts were perceived as social en-
gineering, which was potentially amplified by campaigns 
such as Think before you link , by the National Protective 
Security Authority (NPSA) in the UK [55]. Paired with the 
overall small population size, a considerable amount of time 
and effort was spent to reach potential participants and ob-
tain their trust. 

Moreover, while our data have been collected from a variety 
of security professionals both internal and external to these 
organisations, and from various OT sectors in the UK, we 
do not claim a high level of external validity. Other nations, 
with different regulations on the cybersecurity of OT, or 
where organisations using OT have different operational 
models (e.g., utilities are publicly owned), might not neces-
sarily face the same organisational obstacles, or the role of 
consultancy might be mediated by other stakeholders such 
as the government.  

4. Results 

4.1 The OT security landscape  

The introduction of the NIS regulations and other similar 
directives prompted organisations using OT to actively take 
measures to improve their cybersecurity, leading to the real-
isation that becoming cyber-secure would be a challenging 
task. Many of these organisations have been reaping the 
benefits of digitalisation for years, without securing their 
technology, further complicating this task. As such, organi-
sations often had a - P29) reaction, allocating 
OT cybersecurity responsibilities to their IT function, or 
their security function which would still be IT-focused. Giv-
en the lack of resources and inability to cultivate OT cyber-
security expertise internally, as well as the urgency of the 
matter due to the newly introduced cybersecurity directives, 
external consultancy was often the solution. Consultancies 
recognized this business opportunity - 

 (P09) - and moved swiftly to 
fill this gap. Security solution vendors also found them-
selves in a similar position of business opportunity to pro-
vide consultancy services. 

The rush to secure OT systems, combined with the lack of 
OT security expertise, allowed poor quality security practic-
es to proliferate. Often a company supplying OT cybersecu-
rity services would have never tepped  (P27) below 
the DMZ, both physically, by visiting OT sites to under-
stand their equipment and processes, as well as digitally. 
Substandard technical solutions, such as poorly designed 
network infrastructures, weak segregation between IT and 
OT networks, and penetration testing were often mentioned. 
Namely, penetration testing would often be a simple vulner-
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ability assessment, without any contextual information on 
how that affects operations. Moreover, it would rarely go 
beyond the DMZ, limited to testing the segregation from the 
enterprise to the manufacturing zone. While penetration 
tests in OT carry substantial risks given the concerns about 
availability and the presence of legacy equipment, their lim-
ited scope provided OT customers with a false sense of as-
surance.  

This lack of understanding extends beyond technology to a 
cultural level. OT personnel have been trained for years to 
value the availability and safety of their systems, where 
Service Level Agreements (SLAs) exist on the amount of 
allowed downtime. Additionally, safety is of paramount 
importance, with many systems being safety critical. On the 
other hand, IT and security professionals are eager to apply 
changes to secure OT systems, often by trying to directly 
translate from the IT to the OT world.  Ultimately, the insuf-
ficient experience in OT environments has led to inferior 
quality risk assessments, where the cyber-physical nature of 
these systems was often lost, and an attack s impact on safe-
ty and the environment was not being considered:  

The experts that are brought in to do some of the risk as-
sessments are maybe 27001 [standard] qualified and they 
look at it [rolling stock] almost as an IT system. While 
there's a lot of overlap, 62443 incorporates the safety side 
as well and includes that with the CIA risk factors. And 
that's something that quite often we have to go back and 
say, well, you haven't considered safety on this 
the knock- - P30, Consultant  

Note  ISO/IEC 27001 is an international information secu-
rity management standard, whereas IEC 62243 is the 
equivalent series of standards for OT cybersecurity. 

4.2 Organisational barriers 

While the overall security maturity in OT organisations is 
improving, we have identified three recurring organisational 
obstacles that pose a challenge to the development of a se-
curity culture in OT: (i) governance structures, (ii) lack of 
communication between different functions, and (iii) lack of 
OT cybersecurity expertise. 

4.2.1 Governance 

Cybersecurity in OT is constrained by the operational mod-
els of these organisations. Typically, the operations and en-
gineering functions are responsible for the industrial sites 
and their operational technology. IT and security sit on the 
enterprise side of the business, having historically being 
tasked with its information security. As these functions have 
grown organically over the years, and cybersecurity for OT 
has only recently become a concern, this governance model 
complicates security knowledge exchange and communica-
tion efforts. 

These functions typically have different reporting lines, 
leading to a situation where managers do not speak directly 
with their counterparts but use a chain of commands where 
information must travel upwards and then downwards. This 
often allows other organisational politics to get involved, 
and information can get diluted. Additionally, the number of 
people involved in a cybersecurity decision, including per-
sonnel from both IT and OT responsible functions, also hin-
ders the decision-making process.  

Another obstacle is the ownership of operational assets. 
While the IT department is usually tasked with 
cybersecurity, the budget and resources for OT are typically 
owned by the operations function, which has different prior-
ities on how they should be spent. Participant 02 recalled the 
pushback they had received when a decision to install an 
intrusion detection solution their OT estate was made: 

That got a lot of pushback with the OT teams because it's 
quite expensive. When you look at some of the IT technolo-
gies, spending half a million pound on something is neither 
here nor there, that's general. But when you spend half a 
million pound in the OT is Why are we spending so much 
on that? That's ridiculous. That's technology. I could spend 
that and repair all these different systems and repair this 
and repair that   P02, OT Manager 

Finally, the problem of ownership and governance is inten-
sified in sectors which operate offshore and onshore assets, 
as they can be subject to different cybersecurity regulations 
or accountable to different regulatory authorities. Similarly, 
in sectors like oil and gas, joint ventures and the outsourcing 
of the operations are common practices, which often leads 
to certain stakeholders having a disproportionate amount of 
responsibility. The international operations of some organi-
sations also complicate cybersecurity, as is the case with the 
maritime industry. While cybersecurity risk assessments 
were made mandatory by the IMO since 2021, there is no 
guarantee that this is upheld by the relevant national authori-
ties - There's not many countries taking that seriously . - 
P28, Academia and industry coordinator 

4.2.2 Lack of communication 

The lack of communication between functions with cyber-
security responsibilities was another commonly referred 
barrier obstructing the development of a security culture. 
The non-desk nature of many OT roles, along with practices 
like shared workstations and user accounts limit the effec-
tiveness of communication mediums such as e-mails or in-
tranets in delivering cybersecurity relevant information. 
This is further exacerbated by the existing governance struc-
tures, as well as the lack of OT experience. As P15 bluntly 
stated: 

tise in OT and they don't really talk to the engineering de-
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partment because the engineering department doesn't want 
to  - P15, Security solutions vendor 

The different value systems or mindsets  of these two 
groups also contribute to this communication barrier. The 

 prioritizes the stability and service 
of their systems. Additionally, both occupational and func-
tional safety are paramount given the potential physical con-
sequences of safety incident. Accordingly, engineers are 

 (P29) when it comes to 
changes in their equipment and practices. Often, a reticence 
by OT engineers exists in installing new equipment in OT 
systems given the potential disruption they can cause  

Something is working. Don't touch it  (P29). On the other 
hand, IT and security professionals with a 

 are typically more familiar with newer technolo-
gies and more relaxed on their implementation. As such, IT 
and security experts are often perceived as intruders in OT 
environments, with both teams viewing each other as hin-
drance.  

The different mindsets and lack of communication can lead 
to futile attempts at securing OT, with the example of OT 
professionals not allowing changes in their environments 
being regularly mentioned. Moreover, substandard security 
practices have damaged the trust between these two func-
tions and diminished the willingness for future collabora-
tion. Participant 22 recalled their experience with unimple-
mentable directives coming from the IT department in a 
previous engineering role they had:  

ut centralised antivirus up-
date for your OT systems, password protection policies and 
things like that. And you went trying to implement, things 
like IT security experts [saying] this is what your password 
complexity is. Read up on it, sent an email Sorry but Win-

.  

they're asking you to do something that Windows can't even 
do. It's an example of things that filtered down. And it starts 
making you go; Am I going to read and do everything they 
send down to me now? Probably not  - P22, Consultant 

4.2.3 Lack of expertise 

The third major barrier towards an OT security culture is the 
lack of OT cybersecurity expertise, with both governance 
and communications issues obstructing its development. In 
turn, the lack of expertise leads to communication obstacles 
and diminished trust between stakeholders with cybersecuri-
ty responsibilities. By defining expertise as a measure of 
knowledge and experience, it follows that expertise is not 
easily achievable unless there is sufficient hands-on experi-
ence in a specific context [56]. In the case of OT cybersecu-
rity, this would entail both cybersecurity experience, but 

more importantly, experience in industrial environments 
using OT.  

Nevertheless, there are a few challenges that prevent this 
expertise gap from closing, a
immaturity. One such challenge is the different professional 
routes towards a job in engineering compared to cybersecu-
rity. Engineers and other OT professionals up 

 (P27), primarily through vocational education 
such an apprenticeship after finishing secondary education. 
OT personnel may hold an engineering-related degree or 

equisite for 
such roles. On the other hand, security is becoming a pro-
fession where a degree is increasingly desired, compared to 
previous decades where information security had been 
creeping into the role descriptions of IT professionals. In 
our sample, at least five participants had obtained a security 
or technology-related degree later in their career, which 
facilitated their move to a cybersecurity role.  

In the case of OT, cybersecurity was typically added to per-
out these organisa-

tions firstly supplying resources to train their personnel on 
cybersecurity. OT personnel who for years have been 
primed to value the safety and uptime of their systems sud-
denly also had to value cybersecurity. Accordingly, the need 
for cybersecurity would not be appreciated, especially if 
there were no targeted efforts to communicate its value and 
link it to their priorities. Moreover, incorporating security in 
their everyday tasks adds to their workload, and as such, 
they will often pushback to such changes. Similarly, the IT 
and information security side was often additionally tasked 
with the cybersecurity responsibilities for OT. Realising 
their lack of expertise and the difficulty in setting up rela-
tionships and communication corridors with the operations 
and engineering functions, accepting these responsibilities is 
a difficult choice:  

-
board stuff, and now it's come into question there is a kind 
of defensive, you know, how do you admit you were wrong 
in the past? Also, if you're a CISO with limited budget and 
pressures on your existing infrastructure, to willingly lift the 
lid and say, All this new stuff, [is] now in my scope and I d 
have to argue for more budget , that just makes your life 

  P26, Security solutions vendor 

Finally, another factor which complicates the closing of this 
expertise gap is the preference companies have on hiring 
professionals from their sector. Participant 15 recalled an 
interaction with an oil and gas company:  

ere bemoaning, you know, the lack of 
skills and the lack of people who they could get involved in 
cyber security. We can do that, we've got some great guys 
working in shipping now who would be really good for your 
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offshore installations . And the answer I got was: So not oil 
and gas men then  P15, Security solutions vendor 

4.3 The role of external experts 

This section discusses the role of security consultancies and 
solution vendors in overcoming these organisational barri-
ers. Consultancies and vendors operate across a variety of 
sectors and their accumulated experience on the threats and 
security solutions for OT is sought after by OT organisa-
tions. Additionally, their expertise in both the engineering 
and cybersecurity domains makes them efficient mediators 
between organisational functions. As these stakeholders 
commonly work with OT organisations at the initial stages 
of their cybersecurity journey, we argue that they shape OT 

nking and actions around cybersecurity, 
and therefore, play a part in shaping their security culture. 
Security consultancy can take many forms, varying from 
long-term contracts where consultants are embedded into 
the client organisation, to shorter-term contracts with a spe-
cific focus (e.g., auditing, regulation). The unique challeng-
es faced by OT organisations such as the disperse nature of 
their assets and legacy equipment, and the fact that IT secu-
rity practices cannot be directly translated to OT have creat-
ed a market for OT-specific solutions. Howeve
participants working in the security solutions industry 
acknowledged that the need for OT security solutions is not 
always appreciated by the market.  

market doesn't 
understand so we have to get the market to understand so 

 P15, Security solutions vendor  

The theme of educational sales  was a common occur-
rence in our interviews, where potential customers need to 
be taken through a journey of understanding of their under-
lying needs before a sale can take place and solutions are 
implemented and supported. As security solutions are not a 
one-off purchase, security vendors often resort to consultan-
cy to improve their potential custom  of 
security. 

4.3.1 Overcoming organisational barriers 

Making sense of the governance and responsibility structure 
of their customers is typically the first task these stakehold-
ers undergo, as OT security responsibilities are not always 
clear cut:  

The first thing you have to work out is who's doing what 
and who does the company think is running their OT securi-
ty.  - P15, Security solutions vendor 

The value of a proposed solution then needs to be demon-
strated to the relevant stakeholders. However, given the lack 
of communication and understanding between different 
functions, these external stakeholders are often asked to 
support the IT and/or operations teams to present a solid 

business case to their management. Moreover, given the 
internal lack of expertise, external experts have a detri-
mental role is in effectively delivering these solutions, be it 
technical or procedural. Additionally, these experts can in-
fluence changes in governance, by guiding new teams such 
as joint IT and operations functions. They also guide the 
allocation of cybersecurity responsibilities; both internally, 
by advising on the responsibilities for different roles, as well 
as intra-organisationally, in the case of joint ventures be-
tween multiple companies. 

Consultants and vendors also act as translators between dif-
ferent teams. Having observed the confusion caused by dif-
ferent uses of common terminology, such as TTL which 
means time-to-live, transistor-to-transistor logic, or threat-
to-life to different stakeholders, one participant had created 
a glossary to improve the understanding of the security-
responsible functions. More broadly, these external experts 
often sit in the middle of different teams, acting as facilita-
tors and helping build bridges between them. Participant 18 
recalled their experience during a workshop where commu-
nication problems between functions were present:  

I
because it was all engineering and operations on the left of 
the room and IT was on the right and they were always just 
sort of looking over and then sort of switching their heads 

in and do a bit more facilitation and say, well, have you 
thought about this 
between them. And more often than not, it actually becomes 
resolved - P18, Consultant   

Finally, consultants and security vendors contribute to the 
security culture of an organisation by equipping employees 
with an understanding and knowledge about OT cybersecu-
rity. There is a multitude of ways for knowledge exchange 
to happen, as these experts are typically brought in an or-
ganisation with low cybersecurity maturity. Aside from 
bringing various teams together and increasing their cohe-
sion, they advise on suitable technical security solutions. 
Moreover, they work on developing policies, as is the case 
of equipment procurement, pushing cybersecurity require-
ments into the supply chain. In other cases, they collaborate 
with communication teams to distribute security awareness 
material, or mentor OT professionals towards a cybersecuri-
ty certification or degree. 

Given the continuously evolving nature of cybersecurity, 
both in terms of technology and threat landscape, cybersecu-
rity services should be supported and reviewed on a contin-
uous basis. As these collaborations are usually long-term, 
the concept of taking customers on a journey was often ref-
erenced by participants, necessitating the development of 
long-term relationships between these stakeholders and their 
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customers. Several factors can affect their success, with 
security professionals with an engineering background feel-
ing that they could more easily appreciate OT engin
needs and earn their trust. This also extends to the organisa-
tional level, with consultancies with engineering expertise 
finding it easier to build relationships with OT staff, given 
their common backgrounds. 

I'm probably a bit better at it because I've come from that 
background, so I kind of understand their way they do risk 

 P22, Consultant 

Nevertheless, participants often recognised that their at-
tempts at building these relationships will be futile if rele-
vant stakeholders have not been engaged by their organisa-
tion beforehand. Additionally, they can be met with distrust 
from other functions, or individuals, as they are perceived as 
part of the team that has contracted them. Participant 12 
recalled their experience with a client organisation:  

 was big hostility for what we were trying to do to the 
point we were doing assessment questionnaires and they 
[the industrial site] were being deliberately evasive. For 
whatever reason, there was a huge distrust between the as-
set and headquarters   P12, Consultant 

Finally, technical solutions themselves contribute to the 
security culture of these companies. Whether it is an asset 
discovery tool, a network gateway, or an intrusion detection 
system, technical solutions give OT organisations n-
dow into th  (P15), 
by exposing new, security related information. For example, 
asset discovery is a substantial challenge for OT companies, 
as assets have been accumulating over time and are dis-
persed in vast geographical areas. As such, asset discovery 
tools are the first step towards understanding the presence of 
a variety of operational equipment in OT estates. Similarly, 
network monitoring solutions can produce alerts on the state 
of OT networks, allow only specific communications via 
whitelisting, or alert operators about anomalous behaviours. 
This information can then aid the security and operations 
teams to make more educated decisions on how to prioritise 
and distribute their budgets, ultimately enabling better quali-
ty security risk assessments.  

5. Discussion 

We have identified a few restructuring efforts in these OT 
organisations through our study, including a merger of oper-
ations and IT and the creation of an independent cybersecu-
rity function, all aiming to improve the organisational man-
agement of cybersecurity. However, restructuring is not an 
easy task, especially when departments have grown organi-
cally over time. Targeting the lack of communications and 
expertise can improve an organisation  security culture 
without a disruptive and costly restructuring effort. Initia-
tives like workshops and steering groups are a common 

practice, enabling cross-pollination between various stake-
holders. Nevertheless, care should be taken when deploying 
such initiatives, as it is crucial that the divergence in values 
and terminology between OT and IT personnel are ad-
dressed beforehand. 

Given the infancy of the field, the lack of OT cybersecurity 
expertise is a harder challenge to overcome compared to 
communication issues. Nevertheless, organisations should 
aim to close this gap by being less reluctant to hiring OT 
experts from other sectors, as well as investing in training 
their OT personnel. Due to the increased digitalisation of 
OT, IT equipment is increasingly used in OT environments, 
making OT cybersecurity more accessible to outsiders. 
However, we suggest that expertise in OT is harder to obtain 
compared one in cybersecurity. This is primarily due to the 
different mindsets  between engineers and IT personnel. 
Appreciating the engineering way of working and their con-
cerns was often cited as a difficult challenge for IT-based 
professionals. While both approaches work; IT security pro-
fessionals moving to OT, and OT professionals moving to 
security, the latter requires less effort. As such, aside from 
cross-sectoral hiring, organisations can invest in developing 
their OT personnel  cybersecurity expertise, by sponsoring 
OT professionals towards a cybersecurity certification or 
degree, as well as introducing security training at the early 
stages of engineer s career, in apprenticeships and other 
vocational schemes.  

Previous research in OT organisations has proposed that 
they were under heightened pressure to acquire such exper-
tise, with OT cybersecurity lacking a typical career trajecto-
ry [19]. Our findings suggest that this situation has been 
improving, with security roles and responsibilities becoming 
more standardised, and security becoming more prominent 
as an organisational function. Nevertheless, this expertise 
gap will continue posing a challenge and will be further 
amplified given increased government pressure and pro-
posed changes in regulation. The NIS 2 which will replace 
current regulation, expands the scope of what constitutes an 
operator of essential services by including organisations 
from sectors like wastewater, and provides additional pow-
ers to competent authorities [57]. Consequently, an in-
creased number of organisations will be looking to acquire 
expertise from a limited pool of available talent, further am-
plifying the need for organisations using OT to tackle this 
challenge by training their existing personnel.  

The identified obstacles of governance, expertise, and com-
munications commonly recur in organisational cybersecurity 
contexts [58], [59]. These obstacles are often intertwined 
[60], and have been shown to affect individuals  security 
behaviours [61], as well as an  security culture 
[22]. For example, our analysis demonstrates that the lack of 
OT knowledge by IT professionals leads to diminished trust 
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and ineffective communications between the IT function 
and their OT counterpart. At the same time, the lack of 
communication between these functions impedes the shar-
ing of OT and cybersecurity knowledge. Overall, security 
practitioners can apply many of the culture literature s rec-
ommendations more or less directly, such as two-way com-
munications between different stakeholders [62], and the 
development of non-technical skills (e.g., communication, 
leadership, etc.) by security professionals [62], [63], target-
ing the issues of communication, and subsequently, 
knowledge sharing.  

However, the differences between the organisations using 
OT and IT should not be overlooked, especially when de-
veloping a culture of security in their industrial zones. 
While most research on communications focuses on the 
exchanges between the security function and end users [64] 
or senior stakeholders [65], our analysis shows that in OT 
organisations communication and knowledge exchange be-
tween the functions responsible for IT and OT are a prereq-
uisite to ensure optimal cybersecurity practices. Research in 
knowledge and awareness also focuses on cybersecurity 
education of various personnel [66], and simultaneously the 
need for security professionals to understand personnels  
priorities and work processes [64]. This dialectic process in 
turn allows for the effective tailoring of security procedures, 
to better suit personnel  workload and organisational goals, 
preventing shadow security practices [64].  

Nevertheless, the technology underlying most human-
centred cybersecurity research is IT, in which security pro-
fessionals are experienced. The obstacle of security 
knowledge is amplified in OT contexts, as security practi-
tioners need to understand the underlying operational tech-
nology, as well as its end-  priorities (e.g., safety, 
availability). Usability research has demonstrated how OT 
users  security perceptions are affected by the design con-
straints of their equipment, and their familiarity with IT 
equipment [67]. Additionally, our research demonstrates 
how the different mindsets  between OT and IT stakehold-
ers act as a barrier towards effective cybersecurity, by un-
dermining the trust and collaboration between these func-
tions, and thus hindering communications and knowledge 
exchange.   

Decisions at the organisational level are also affected by the 
potential for physical impact caused by an OT incident (e.g., 
loss of service, injury). As such, OT-centred organisations 
have developed a culture of safety over the years [68], 
which is uncommon in IT-based organisations. The OT 
digitalization has also brought the prospect of a cyber inci-
dent causing physical damage. However, the relationship 
between the two cultures is still unclear. Future research 
could investigate the extent to which these two cultures 
overlap, or how the predominant safety culture (e.g., percep-

tions, attitudes) affect the security culture both at an organi-
sational and managerial level, as well as at the individual 
level. 

According to our analysis, external stakeholders impact the 
security culture of OT organisations, with their primary con-
tribution being knowledge transfer at a point where most 
organisations have low OT security maturity. Previous re-
search has demonstrated external stakeholders  impact on a 

and organisational practices [69], 
with knowledge communicated through various informal 
and formal mediums (e.g., steering groups, conversations, 
training, policies and procedures) [40], as also demonstrated 
through our analysis. To our knowledge, our study is one of 
very few looking at the effect of consultancy on cybersecu-
rity practices, and accordingly, security culture in organisa-
tions. Generally, the consultancy processes described in this 
work have led to changes in how cybersecurity is perceived 
and managed in OT organisations. This is partly owned to 
the elevation of cybersecurity to a visible business goal in 
recent years, which has strengthened the remit of change for 
these external stakeholders. This contrasts with Poller et 
al. case study [50], where it was recognised that the con-

remit did not explicitly include advising on organi-
sational practices, thus failing to have long term impact. 

Aside from their positive contributions, we have also ob-
served a move of OT cybersecurity experts to consultancies 
during our research. The acquisition of talent by consultan-
cies which can offer higher salaries and other benefits is 
hurting organisations that use OT, as it further limits the 
pool of OT expertise they can tap into. Moreover, substand-
ard security works by consultancies and solution vendors 
were also commonly referenced in our part
sponses. Given the limited security understanding of many 
of these organisations, work from these external stakehold-
ers can provide them with a false sense of assurance. Ac-
cordingly, this leads to a situation where organisational se-
curity culture cannot flourish, as cybersecurity is perceived 
as an issue that was addressed by external stakeholders.  

Organisations can partially prevent these substandard solu-
tions by building their intelligent customer  capability [70], 
i.e., obtaining an adequate level of security knowledge and a 
wider understanding of how security fits into their opera-
tions. This in turn enables organisations to make informed 
choices when outsourcing their security, as well as being 
able assess the quality of the work delivered. This is a sen-
sible approach for many aspects of security, including the 
procurement of services such as intrusion detection systems 
(IDS) or security operation centres (SOC). However, while 

 and processes are often tailored by 
external professionals, and security knowledge is transferred 
to the relevant functions, other, softer sides of culture, need 
to be developed in-house.  
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Namely, the role of management and security communica-
tions are two essential culture-affecting factors which can-
not be as easily influenced by these external stakeholders 
[71]. The top management s role in developing a security 
culture is commonly referenced in the literature [22], with 
our participants also agreeing that this top-down approach is 
necessary, especially at the current stage where organisa-
tions have only recently started improving their cybersecuri-
ty practices. Interventions, coordination, and communica-
tion from the upper echelons of a company must be present 
to engage employees and convince them about the im-
portance of cybersecurity [72]. The role of direct supervi-
sion is als s 
are impacted by the prioritization of security by their direct 
managers [73]. Finally, existing communication channels 
and methods need to be leveraged with language that is fa-
miliar to employees, to embed security into other core or-
ganisational values including safety and the provision of 
essential services such as clean water or electricity. 

All in all, external security experts have the potential to 
greatly benefit organisations using OT. They set strong 
foundations through designing security processes and pro-
cedures and improving their technology. Additionally, they 
are influential in shaping various factors regarded as im-
portant to enhance a security culture, including liaising with 
an  management to coordinate security efforts. 
More importantly, their collaboration with cybersecurity 
responsible personnel can directly affect their personnel s 
attitudes and perceptions around security.  

Nevertheless, organisations need to have the absorptive ca-
pacity to exploit this external knowledge [74], by obtaining 
it, and assimilating it internally [75]. We have demonstrated 
how external experts through the process of consultancy are 
crucial in this knowledge exchange with organisations using 
OT. However, as cybersecurity is not a one-off purchase, 
organisations using OT should make active efforts to com-
municate the need for security by considering the different 
mindsets and values of OT employees, as well as by provid-
ing relevant security awareness and training, to assimilate 
this knowledge. This in turn, can lead to an enhanced securi-
ty culture, where security becomes embedded into everyday 
processes and practices, as well as em   

6. Conclusion and recommendations 

Cybersecurity for OT is a fast-growing area, requiring or-
ganisations using OT to make drastic changes of their prac-
tices, technologies, and people. Accordingly, these changes 
constitute the first step towards developing a security cul-
ture. Through our analysis of 33 interviews with profession-
als with a security related role in the OT space, we have 
identified three key organisational obstacles: governance, 
lack of communication, and lack of expertise. Moreover, we 
have demonstrated the role of security consultants and secu-

rity solution vendors have in overcoming them. Consequent-
ly, these stakeholders set some of the foundations for devel-
oping this culture by breaking down communication and 
knowledge barriers and shaping various culture affecting 
factors such as policies and procedures. Overall, our work 
highlights the role external stakeholders have in the devel-
opment of an organisational security culture, an aspect that 
is overlooked in the security culture literature. 

While these external experts contribute to the early stages of 
culture development, organisations using OT need to be able 
to absorb their expertise and expand the scope of their ef-
forts to achieve a strong security culture. Future research 
could investigate which conditions make an organisation 
better at absorbing this external knowledge, and how its 
assimilation can lead to a stronger security culture. As such, 
we conclude with three recommendations for organisations 
using OT. 

1. Target different employees based on their roles and 
on the need for cybersecurity. Accord-

ingly, meditate these differences to allow for im-
proved understanding between functions and in-
creased knowledge absorption both from external 
sources as well as inter-departmentally.  

2. Rather than over relying on IT-based security ex-
pertise, training OT personnel in cybersecurity at 
various stages of their career through apprentice-
ships, certifications, and degrees, can help acceler-
ate the closing of the expertise gap.  

3. The use of external expertise through consultancy 
and solution vendors can help build strong founda-
tions for cybersecurity, but it takes more to culti-
vate a security culture. A top-down effort to con-
vey the need for cybersecurity to the various func-
tions responsible and targeted communications are 
especially important to increase your organisation s 
absorption capabilities before efforts are made to 
assimilate this knowledge and enhance your securi-
ty culture.  
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A  Purdue Reference Architecture Model 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

B Participants  Role and Sector 

# Role Sectors 

P01 OT Manager Water 

P02 OT Manager Water 

P03 OT Manager Energy 

P04 Consultant Transport 

P05 Security Researcher Manufacturing 

P06 Security Manager Water 

P07 CISO Energy 

P08 CISO Water 

P09 Consultant Transport 

P10 Consultant Various, p. 
Transport 

P11 Security Manager Energy 

P12 Consultant Various, p. Oil 
& Gas 

P13 CISO Transport 

P14 Security Manager Transport 

P15 Security solutions 
vendor 

Various 

P16 Consultant Various, p. 
Energy 

P17 Security solutions 
vendor 

Various 

P18 Consultant Various 

P19 Regulator Energy 

P20 Regulator Transport 

P21 Consultant Various, p. 
Manufacturing 

P22 Consultant Various, p. Oil 
and Gas 

P23 Technology Man-
ager 

Water 

P24 Government & 
Organisations Co-
ordinator 

Various, p. 
Maritime 

P25 OT Manager Energy 

P26 Security solutions 
vendor 

Transport 

P27 Security Researcher Various 

P28 Academia & Indus-
try Coordinator 

Maritime 

P29 Consultant Various 

P30 Consultant Transport 

P31 Consultant Energy 

Fig. 1 Purdue Reference Architecture Model 
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P32 Consultant Various 

P33 Security Manager Energy 

Note: various p. signifies that a participant works across 
various sectors but primarily operates in one. 

C  Sample interview topic guide 

We provide a sample interview guide that was used as a 
basis for our interviews with consultants and security prod-
uct vendors. 

 Participant s background 

o Previous & Current roles 

 Details about company: services provided, struc-
ture of the company. 

o Can you describe the typical 
sales/consultancy process and/or a chal-
lenging case? 

 In-depth questions about products, services 

o Relate to publicly available information 
(blogposts, websites, talks etc.) and previ-
ous conversations/emails. 

 Security culture: How would you define it? 

o Who is responsible? Who else plays a 
part? 

o Challenges? What works? 

o If safety culture is mentioned  parallels, 
differences? 

 Intra-organisational collaborations (if applicable) 

o Partnerships between vendors and consul-
tancies,  

o Security solution providers  relationship 
with their supply chain etc. 

o Relationships with competent authorities 

 Differences between sectors and/or companies 

o On how they utilise participants  services 

o Generally, with respect to their security 
maturity 

 Debriefing & thanking for participation 

 

D  Codebook 

We provide some key themes reported on this work, with a 
description and example quotes. Codes in bold are axial 

codes representing a wider theme, while those underlined 
are more specific open codes. 

Governance and Management  

Description: Instances of governance and management is-
sues, or ways to improve this 

Governance issues: As companies have organically grown 
over the years and I've typically seen this in all the oil and 
gas sector is, and in the electricity sector, departments be-
come quite heavily siloed and fragmented, and they only 
talk up when they actually sit alongside each other and 
they're all actually doing something in a chain.  

Communication  

Description: Instances of communication barriers, or ways 
to improve this situation. 

OT and IT communication: And often a standing point 
where neither of them effectively communicates with each 
other.  

We will be there sat in between the IT department and 
their engineering OT department trying to kind of translate 
between the two and get them to understand each other's 
point of view and this kind of stuff.  
 
Communication with the board: I asked the NCSC to come 
and present to the board with me. So we had a kind of gov-
ernment lens and a  member of the security services stood 
in front of the board telling them there's a real risk. Really, 
really made people think, wake up and think.  
 
Expertise 

Description: Instances of gaps in expertise, or ways to 
bridge the expertise gap. 

OT Expertise: They often have an educational divide be-
tween cybersecurity teams that often don't understand oper-
ational technology and engineering teams who don't under-
stand cybersecurity.  

There is a talent shortage in OT cybersecurity at least for 
the energy sector. But my understanding is the energy sector 
is fairly mature, well, relatively mature and at the other 
sectors are further behind with the exception of maybe some 
oil and gas stuff.  

General training: So one of the people from that team 
moved to my team and we've sponsored them on an MSc and 
so and that's the case. People who are more on the compli-
ance side, where we're looking at NIS regulations, then 
they're looking more at sort of management of risk and 
qualifications or system, you know, the certificate in securi-
ty management type qualifications. And then the security 
engineers that deal with operational technology, they tend 
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to be more in the SANS space of the IEC 622443 type train-
ing. And so yeah it, as I say it really depends on the particu-
lar thing. And then you know intelligence analysts, we 
would use CREST training for, that would be the most rele-
vant for them.  

Security Culture 

Description: Mentions of what a security culture entails, 
what falls under a security culture change process, or com-
parisons with other cultures 

What is security culture: That cultural piece  it's that 
understanding and inherent sort of guessing,  you know 
you asked the right questions, you adopt the right behav-
iours,  you design things securely, you make solutions that 
are secure.  

Comparisons with safety culture: I think security, if they've 
got a good safety culture it's not that much of a stretch for 
them to develop a good security culture on the OT side of 
things.   

Security culture and consultants 

Description: Ways consultants contribute to an organisation, 
either by overcoming the three organisational obstacles or 
more generally how they shape factors that affect culture 

Contribution of consultants: All about helping people who 
have OT plants to understand what their risks are. Usually 
start from absolute zero knowledge of OT security and help 
them get their head around where the gaps are, where the 
best place for them to spend their money is.  
 
Need for consultancy: There's a mix of reasons, so there 
are some  companies that are really small. They have no 
security staff and now they're subject to NIS and then they 
can't, can't just build the team out of nowhere. Right. You 
have to delegate almost all responsibilities in other instanc-
es. It's just that the expertise isn t there.  
 
Security culture and security product vendors 

Description: Ways security product vendors contribute to an 
organisation, either by overcoming the three organisational 
obstacles or more generally how they shape factors that af-
fect culture 

Contribution by vendors: We have to educate and bring 
people along with our way of thinking and understanding. 

 Umm, but we have to be successful, get people asking the 
right questions.  

We were primarily currently selling products of course,  
so I suppose from that from that sense, you know we're ena-
bling this in that the alerts we produce and the data we can 
produce for companies, give them a window into their net-

works that they didn't have before. So knowledge, one of the 
foundations of culture is knowledge.  

State of OT cybersecurity 

Description: General comments on the state of OT cyberse-
curity by practitioners 

State of OT cybersecurity: The cybersecurity industry is 
starting; they are babies at this game.  

It's embryonic within the rail sector.  

Important triggers for increased cybersecurity awareness: 
It's also the other last thing I would say with that as well is 

a rise in ransomware, is a massive concern as well, and we 
know that you know, for every ransomware attack that 
makes a headlines, there's many, many more that don't, be-
cause companies just end up paying it because they don't 
want the bad publicity.   
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Lacking the Tools and Support to Fix Friction:
Results from an Interview Study with Security Managers

Jonas Hielscher, Markus Schöps, Uta Menges, Marco Gutfleisch, Mirko Helbling, and M. Angela Sasse
Human-Centred Security, Ruhr University Bochum

Abstract
Security managers often perceive employees as the key vul-
nerability in organizations when it comes to security threats,
and complain that employees do not follow secure behaviors
defined by their security policies and mechanisms. Research
has shown, however, that security often interferes with em-
ployees primary job function, causing friction and reducing
productivity – so when employees circumvent security mea-
sures, it is to protect their own productivity, and that of the
organization. In this study, we explore to what extent security
managers are aware of the friction their security measures
cause, if they are aware of usable security methods and tools
they could apply to reduce friction, and if they have tried to
apply them. We conducted 14 semi-structured interviews with
experienced security managers (CISOs and security consul-
tants, with an average 20 years experience) to investigate how
security friction is dealt with in organizations. The results of
the interviews show security managers are aware that security
friction is a significant problem that often reduces produc-
tivity and increases the organization’s vulnerability. They
are also able to identify underlying causes, but are unable
to tackle them because the organizations prioritize compli-
ance with relevant external standards, which leaves no place
for friction considerations. Given these blockers to reducing
security friction in organizations, we identify a number of
possible ways forward, such as: including embedding usable
security in regulations and norms, developing positive key
performance indicators (KPIs) for usable security measures,
training security managers, and incorporating usability as-
pects into the daily processes to ensure security frictionless
work routines for everyone.

1 Introduction

Security experts often describe humans as the key vulner-
ability in organizations [59, 69]: employees who are not
aware of security threats, and do not follow prescribed se-
cure behaviors. Usable security research established in the

late 90s’ [82] showed that in the contexts of employees’ work
goals and environment, their behavior is completely rational:
they are hired, assessed and rewarded for performance on
their primary job, so security policies and unusable security
mechanisms that get in the way cause friction, and too much
friction leads to security being circumvented [13]. Further-
more, friction does not only cost productive time and reduces
innovation [47], it also makes organizations more vulnerable.

Even though some research has been done on investigat-
ing security tools for employees [19, 26, 29, 63, 91], only a
few studies investigated usable security, and consequently
also security friction, within real-world organizations [3, 18].
Security in companies cannot be achieved if the context in
which employees find themselves is ignored. We therefore
want to investigate how usable security and more specifically
security friction are handled in organizations. This includes,
perceptions of decisions makers, as well as consequences
and causes of security friction. Therefore we focus on the
following research questions:

Q1: How does organizational security management perceive
security friction and deal with it?

Q2: What are the perceived causes of friction in organizations
and its impact on the organization and its employees?

We reached out to highly experienced security managers
and conducted n = 14 semi-structured interviews, 7 with
CISOs and 7 with senior security consultants. Each inter-
view focused on capturing their experiences and perceptions
of security friction within organizations they worked for. With
an average of 20 years of industry experience in large-scale
organizations headquartered in a German-speaking region,
we have addressed a wide variety of perspectives, measures
and decisions made in organizations within the interviews
and, consequently, also in our analysis.

Almost all our participants were aware about security fric-
tion and its relevance in the context of creating or imple-
menting new security routines and policies. However, they
described many cases, where usable security and hence re-
sulting friction is not considered at all. As reasons for this,
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they have cited both a lack of resources or strict external, as
well as internal regulatory requirements. Additionally, caused
friction is almost not measured and the reduction of friction,
which might lead to boost in security and an increase in pro-
ductivity, is not either. The active inclusion of friction in the
decision making process and its consequences for produc-
tivity and security could be a first step towards more usable
security.

To the best of our knowledge we are the first investigat-
ing security friction through the lens of security management
within real-world contexts – which is also the case because es-
pecially CISOs have a busy, high-pressure job, so researchers
asking for in-depth interviews face a challenge. Previous
work focused either usable security within software engineer-
ing [39] or on end-users [55, 56]. Our contributions are the
following: (I) we describe possible causes of frictions and
the real world impact. (II) We highlight how security fric-
tion is perceived by our participants and how this shapes
their security decisions within organizations. (III) We discuss
open challenges in academia and give recommendations for
industry and regulation authorities, how to establish more
usable security routines and practices within organizations,
e. g., that usable security should become embedded in regu-
lations, norms and the security process [39, 41], that positive
key performance indicators (KPIs) should be developed that
highlight the (monetary and intellectual) savings that come
with usable security measures, that security managers need
to be actively trained in usable security, and that usability
aspects should become part of procurement processes.

2 Related Work & Background

Here we summarize previous research about security fric-
tion in organizations (Section 2.1), as well as with and about
security managers (Section 2.2).

2.1 Security Friction
Usable security research has the main goal of reducing the
effort to use a secure tool or procedure [34] – explicitly and
implicitly – and to increase the adoption rate of such [18].
Time and subjective satisfaction of the users is what needs to
be achieved [34,85]. While usable security studies often focus
on understanding the (un)usability or improvement of tools, in
our work we took a wider look: we consider security friction
as a problem created through a multitude of badly written se-
curity policies and measures that cost time, effort, and nerves,
and are not aligned with employees routines, ultimately lead-
ing to reduced productivity [76], shadow security [55] (the
implementation of alternative security mechanisms by em-
ployees, if they perceive the prescribed as too complicated),
or a reduced security level.

Herley [45] points out that security professionals often
assume that employees only need to be convinced and per-

suaded to invest more time and effort in security, implying that
employees would misjudge the cost-benefit trade-off, which
has been refuted in most cases, for example by the concept
of the compliance budget: the lack of adaptation of security
and business processes leads to security friction, which, ac-
cording to Beautement et al. [13], is the key to individual
compliance problems. The compliance budget (consciously
or unconsciously weighing the costs against the benefits) is
further reduced when friction-triggering tasks accumulate or
repeat, which can lead to employees no longer adhering to
security guidelines. Blythe et al. [15] made it clear that man-
agers in organizations are obliged to ensure that security rules
are designed in such a way that they do not hinder the actual
work.

In the context of security friction, the concept of security
fatigue is notable. This phenomenon is described by Fur-
nell [33] as a situation in which users, and thus employees,
become tired of dealing with security and associated warn-
ings. Various factors can trigger security fatigue, including
the complexity of security tasks, constant confrontation with
security measures and more. With regard to security friction,
it was observed that employees feel security fatigue due to a
state of friction between the fulfillment of security measures
and primary job requirements and the resulting conflict [20].
Cram et al. [20] found, for example, that security fatigue
can, among other things, lead to employees behaving in a
risky manner when using computers in both work and private
contexts. Furthermore, security fatigue should be considered
as one of the costs users (employees) face when they are
inundated with security rules [86].

In a two-fold study with 290 employees, Mayer et al. [62]
found that productivity goal setting (KPIs) decreases secu-
rity compliance – the goal to be productive being in direct
conflict with following security policies. Albrechtsen [4],
found that users fear a conflict of interest between functional-
ity and information security. Molin et al. [67] recognize that
CISOs should put personal productivity into consideration
when putting security measures into place.

2.2 Security Managers

Some studies in the past looked at security managers, espe-
cially on CISOs, and investigated their role descriptions, tasks
and backgrounds. While, to the best of our knowledge, no pre-
vious study looked at CISOs’ perception of security friction,
their role and the problems they are facing were part of some
evaluations [11]. CISOs can mainly be found in larger organi-
zations, while it is not strictly defined to whom they have to
report [2,27,83]. Most CISOs have a background in computer
science or engineering [28]. However, the required skill set of
CISOs also includes IT security skills to defend, monitor, and
protect [12, 49, 54, 93], strategic security management and
government [8, 12, 38, 49, 54, 64], leadership and communica-
tion skills [8,49,93], and security teaching skills [8,12,54,93].

132    Nineteenth Symposium on Usable Privacy and Security USENIX Association



Independent of their tasks, CISOs are under immense pressure
and experience unhealthy levels of stress [70]. The experi-
ences and opinions of CISOs and other security managers
have been studied previously with regards to their security
experiences in small and medium-sized enterprises [31, 50],
their security budgeting decisions in agreement with the man-
agement [68], and their perceived role and collaboration in
their organization [5, 9, 21–23, 30, 48, 60, 74, 77].

We are not aware of interview or questionnaire studies with
a focus on security consultants – with the possibly closest
studies being carried out with security advocates [42–44].

3 Method

We performed in-depth, semi-structured interviews with n =
14 highly experienced security professionals in highest secu-
rity management positions to learn about their perception and
handling of security friction in their organizations/ the organi-
zations they advice. By combining the perspective of CISOs
that drive security decisions from within the organization and
security consultants, whose target groups are CISOs and high-
level management, we are able to get internal and external
perspectives on the topic. Our sample is small – while this
specific population is in general rather small –, but they offer
unique insights into incentives that drive decisions that create
or prevent security friction. The interviews were organized
as virtual conversations. They were carried out from April to
June 2022. Our method is summarized in Figure 1.

Creation of Research
Questions

Recruting
via LinkedIn

Creation of
Interview Guides

Snowballing

Interviews
April & May 2022

n=14

TranscriptsPre-Coding
by R2

Independent
Inductive and

Deductive Coding by
R1 and R3

Joint Coding till
full aggreement

by R1 and R3

Interview Piloting

Figure 1: Our methodology.

3.1 Instrument Development
Within the following section we describe the structure of our
interview guide and how it was developed. From previous
research we can not assume that our participants have a uni-
form understanding of usable security and security friction.
We therefore centered the interview guide around the organi-
zations’ employees in the context of security measures and
decisions. Furthermore, within the first part of the interview

guide we focused on understanding open challenges and their
economic perspective. However, we only deal with these
topics in our work if they were directly related to security
friction.

Two interview guides were developed for both cohorts
with slight differences: the questions for the consultants
were asked around the organizations they advise, while the
CISOs answered for their own organizations. The interview
guides were developed by 4 researchers in multiple iterations
over the course of 3 months. Due to the limited literature
that focuses on security managers, only some guiding ques-
tions could be developed based on it, namely the questions
around the relationship between employees and security man-
agers [10, 22, 48]. One week before the first regular interview,
we piloted our instrument with a security consultant, who
gave feedback about the (I) administration, (II) interview at-
mosphere, (III) comprehensibility of the questions, and (IV)
the content. Slight adjustments were made to the interview
guide and the pilot interview was not included in our analysis.

Ultimately, all questions were organized around 8 guid-
ing questions (see Appendix A for the full interview guide):
firstly, we asked about the (personal) experience with secu-
rity in the industry and their education. This was followed
by questions about the biggest security challenges. The re-
maining six questions addressed employees’ work routines,
friction measurements, primary task conflicts in the organi-
zation and negative reactions from employees, as shown in
Figure 2.

3.2 Recruitment

Since we aimed for highly experienced participants in man-
agement positions (and in larger organizations), we applied
the following selection criteria: (I) participants had to be cur-
rently working as CISOs or (senior) security consultants, (II)
they had to have at least 8 years of experience in the field
of security, and (III) they had to either be qualified through
an academic degree or relevant professional training (e. g.,
CISSP, CRISC, CISM) [72]. The recruitment happened in
two steps: firstly, participants with according job titles, fo-
cused on the largest private and public organizations based
in the country of our study, were searched on LinkedIn (33
in total, from which 10 did respond). In a second phase, the
participants were asked whether they could provide other in-
teresting interview partners (snowballing), which resulted in
the recruiting of another 8 contacts. In the end, 14 interviews
took place. We recruited in a German speaking country in
Europe. The participants were native German speakers and
were interviewed in German. We did not compensate the par-
ticipants, because we did not feel that any monetary offer we
could make would reach the hourly salary of the participants.
Instead we offered to share our results.
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I: Looking back at security career

II: Biggest security challenges

III: Effects of security on employees

IV: Considering the impact on
employees when designing security

V: Employees' negative reactions

VI: Negative impact on the organization

VII: Measuring security routines

VIII: Engaging with employees

Section 4.1
Demographics

Section 4.2
Cause

&
Section 4.3

Impact

Section 4.4
Measurements

&
Section 4.5
Mitigation

Section 4.3
Impact

Figure 2: The 8 guiding topics (questions) of our interview
guide(s), mapped to results in Sections 4 that mainly (but not
exclusively) contain the answers.

3.3 Analysis
We applied Kuckartz’ [58] process scheme of content-
structuring analysis, combining deductive and inductive cod-
ing strategies and a category-based evaluation along main
codes. The coding was done with MaxQDA and happened
in multiple steps, carried out by three researchers (R1-R3) –
all experienced coders – with two more (R4-R5) participating
in the final analysis of the data: (I) in a first pre-coding step,
R2 coded all 14 interviews to identify potential key topics.
(II) Following this, R1 and R3 independently created deduc-
tive codebooks based on the interview guide and the research
questions. (III) R1 and R3 then coded 5 different interviews
(R1 coded 3, R3 coded 2) deductively and inductively. (IV)
The codebooks were merged, reduced and superordinate key
codes were identified. (V) One interview was deductively
coded by both researchers, based on the merged codebook.
(VI) We refined the codebook again and coded all remain-
ing 8 interviews in a joint session, until full agreement was
reached. (VII) In a final step R1,R3,R4 and R5 discussed the
results of the coding process and how to present the results,
which happened in multiple in-person and virtual meetings.

During all steps, multiple memos were created, guiding
the discussion and analysis. Although we did not apply a
saturation criteria to our sampling strategy, we experienced
saturation during our analysis, as we found a high degree
of overlap and repetition within the categories. Since the
interviews were done in German, we translated those parts
of the transcripts that we cited in the paper into English. The
full codebook can be found in the Appendix C.

3.4 Ethics & Data Privacy

Our institution does not have an institutional review board
(IRB) nor an ethics review board (ERB) for security research.
We followed best practices in human subject research [89]
and considered the deanonymization of the participants as the
primary threat. We followed European data privacy guide-
lines (GDPR) and informed the participants about the study
procedure and their rights prior to the interviews. All par-
ticipants gave their agreement. As soon as the transcription
of the audio files was completed, we deleted the audio files.
We removed personal identifiers like names of individuals,
organizations or other terms that might reveal the participants’
identity. Furthermore, we kept the participants’ country of res-
idence, as well as the company they were working for a secret.
We report some demographic data only in a pseudonymized
or aggregated form. The community of CISOs is rather small
and otherwise the demographic data we report here might
reveal their identities.

3.5 Limitations

As with every study with human subjects there are several
limitations in this study: all 14 participants were male. This
is not only based on the fact that non-male security managers
are underrepresented in the country of our study, but also
due to the fact that we recruited through snowballing and the
participants only suggested other male interview partners – a
phenomenon well known as male-only-circles. The partici-
pants all present years of experience, with no one being new
in this field. While one would expect this of a management
position, this might have biased the results towards ignoring
recent trends, only perceived by newcomers. Our study was
performed in a European country, not all phenomenons might
be found in other countries or cultures, e. g., due to different
legislation. Given the challenge of getting enough time for an
interview, we focused on a region where one of the authors
had access to, and the trust of the participants. While they
gave us a deep view into the security managers’ perceptions
of security friction, the results can not be generalized to a
greater population.

4 Results

We first provide more details on our study participants (Sec-
tion 4.1), before presenting our results about the causes of
friction (Section 4.2), its impact on employees and the organi-
zations (Section 4.3), how friction is measured (Section 4.4)
and mitigated (Section 4.5), and, finally, how our participants
perceive usable security (Section 4.6). Statements of CISOs
are marked as Ci1-Ci7, those of consultants as Co1-Co7.
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4.1 Demographics
We did ask biographic questions – about the educational back-
ground and experience – in the interviews. All 14 participants
identified as male. Table 1 shows the most important demo-
graphic properties. To keep the participants anonymous, we
do not report the exact education or years of experience, but
the accumulated numbers in Table 2. The interviews lasted
between 23 and 46 minutes, with an average of 34 minutes.

4.2 Causes of Friction
Within the following section, we describe participants’ di-
rectly or indirectly mentioned causes of friction.

(Regulatory) Security Requirements Eight participants
(Ci1, Ci2, Ci4, Ci5, Ci7, Co2, Co3, Co5) stated that following
regulatory security requirements cause or can cause security
friction: “If the law makes it mandatory, then you have to
do it, even if the employee is not entirely happy with it.” —
[Ci2]. Furthermore, Ci2 expressed that there is no debate
about whether to fulfill regulatory requirements or not. Ci4
explained that audits are so important that there is no room
to consider friction: “We also have our audits and therefore
some things we just have to implement.” — [Ci4]. Especially
if the focus is only on achieving a security certification, the
implementation can suffer and cause friction: “That leaves
ISO27001 again. Because it is the most established. [...] The
goal is: ’I want this certification.’ And, to put it bluntly, you’re
almost walking over dead bodies. So now you [the employees]
have to do it like this.” — [Co2]. Regulatory requirements,
however, do not only come from the outside. Co5, who
is working in the defense industry, explained that internal
security policies are so strict that he only can support the
employees to a certain extent: “There is an attempt to provide
employees with as many aids and assistance as possible. But
it certainly cannot be taken into account to the same extent
as perhaps in other places.” — [Co5].

New Security Around half of our participants explained that
the introduction of new (stronger) security policies causes em-
ployees’ disapproval: “And in the worst case employees take
this negatively, because something that used to work well then
doesn’t work anymore.” — [Ci3]; “And then the bad guys are
the security people, because they now demand something that
wasn’t necessary before, and that is the reason what leads
to these backlashes.” — [Ci3]. The security managers view
security as an additional expense for the employees in most
cases. For example, Ci4 explained that participants have to do
a lot more steps, because Multi-Factor Authentication (MFA)
was introduced, and it is considered normal that participants
react negatively, as they have to do more than before. Co1
reported that restrictions are often put in place before work-
able solutions/ alternatives are implemented: “Implementing

negative measures before you have the positive benefits. So
banning messaging tools before you have a tool that is ac-
ceptable security-wise. So it doesn’t matter now if we use
Instagram, WhatsApp, or something. If I ban it for security
reasons, then that produces negative reactions.” — [Co1] He
added that the friction grew following more restrictions af-
ter a public security agency published warnings: “Until last
year, we still had the possibility to receive older office file
formats via various channels, because they are still in circu-
lation. [...] this led to an emergency change in the fall, so
very quickly stricter restrictions were introduced on various
channels.” — [Co1]

Lack of Resources Some participants stated that they did
not have sufficient resources (money or time) to consider fric-
tion. Ci3 reported that the reduction of friction is possible, but
that it comes with a cost: “It is also relatively often possible
to make this comfortable for the employees. The problem
is that it costs money. Cheap measures are often taken at
the expense of the employees.” — [Ci3]. Furthermore, Ci3
mentioned that if not enough resources are available, “a lot
has to be solved via guidelines or instructions” — [Ci3]. Co1
also stated that the advantages of low-friction solutions can
not (easily) be monetized, in difference to security awareness
(trainings): “If we do awareness, then every employee now
has to do an e-learning in, let’s say, 30 minutes. 30 minutes at
an hourly rate anyway. That time costs. [...] What is charged
less are, for example, the improvement possibilities. So let’s
take implementation of an identity and access management
system. Instead of having to manage 20 passwords, for X
systems, or so, I only have one password. One central au-
thentication. That effectively gives savings. But you can’t
monetize that. Or very difficult to monetize.” — [Co1].

Old and Poorly Designed Security Two participants
(Ci3,Ci7) described that old products, routines or services
slowed down the implementation of modern (more usable)
security structures or mechanisms: “it will probably go on for
some time until virtually all the legacy that we have built up
over the last thirty years is somehow no longer there [...]” —
[Ci3]. But also bad designed awareness campaigns, or poorly
planned security initiatives might cause friction and reactance:

“Poorly designed security measures or poorly designed aware-
ness campaigns always lead to resistance at the beginning.” —
[Co1].

Short Summary: Our participants perceive regulations
and norms as a major cause of friction – as they do not be-
lieve that these leave room for taking employee demands
into account. They also report that the introduction of
new security policies and measures create friction.
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Table 1: Demographic information of our participants. Experience is the experience in the field of information security in years.
Origin describes the first touch points the participants had with information security. Usab. (Usability Importance) shows the
participants answers to the question: “How important do you rate the issue on scale from 1 (not important) to 10 (very important)
that security measures can be integrated into the work routines of employees?”. Some participants decided to answer outside
the scale with 11. Size is the number of employees of the organizations the CISOs are working for. Dur. is the duration of the
interviews in minutes.

P Sector Education Experience Origin Usab. Size Dur.
CISOs

Ci1 Public Sector Certificates 20-25 Security Revision, Consulting 9 >30,000 25
Ci2 Finance Master/ Diploma 20-25 Consulting 10 ? 27
Ci3 Transportation Master/ Diploma 10-14 Technical IT Security (Firewalls, etc.) 10 >30,000 31
Ci4 Finance Vocational Training >25 Mainframe IT 11 1,200 56
Ci5 Insurance Master/ Diploma >25 Organizational Security 7-8 4,500 43
Ci6 Construction Master/ Diploma 22-25 Cryptography 10 3,500 22
Ci7 Banking Master/ Diploma 20-25 Technical IT Security 10 900 32

Consultants
Co1 Consulting Master/ Diploma >25 Security Revision, Consulting 11 34
Co2 Consulting Master/ Diploma 20-25 Penetration Testing 11 37
Co3 Consulting Master/ Diploma 10-14 Technical IT Security 7-8 23
Co4 Consulting Master/ Diploma 15-19 IT Administrator 10 46
Co5 Defense Certificates 5-9 Project Consulting 9-10 27
Co6 Consulting Certificates N/A Business Continuity Consulting 10 30
Co7 Consulting Certificates 10-14 Politics Advisor 8 40

4.3 Impact of Friction
The security managers described the negative effect of se-
curity friction on employees, and the organization as such,
which we elaborate in this section.

Circumventing Security Eight security managers
(Ci1,Ci2,Ci5-Ci7,Co2-Co4) described that, in order to avoid
friction between their primary task and the organization’s se-
curity measures, the employees would seek for opportunities
to circumvent the organizational security measures. Often
it is about saving time to complete work tasks faster (and
more comfortably), e. g., in regard to the handling of data:

“[...] that you send things home because it’s so wonderfully
convenient. Or that there is an instruction that data must
be sent by web transfer, but you still send it unencrypted by
e-mail because it’s just faster.” — [Ci1]. The danger that
was explicitly pointed out was that security measures can
increase security to a certain extent, but that this could also
have the opposite effect: if the employees are dissatisfied or
feel disturbed by the security measures, it can happen that
the security is circumvented, which creates new risks (“The
measures are circumvented. The security instructions are
not followed. This creates new risks.” — [Ci6]). Another
interviewee made it clear that reactions that express the
experience of friction must be dealt with appropriately;
and that it is precisely these negative reactions that are
highly relevant. Especially regarding incomprehensible and
impractical measures, there would be reactance and defensive
reactions and ways of circumventing them. Furthermore, it

was discussed that practical resistance and circumvention
possibilities get around and are thus quickly spread.

Negative Reactions Triggered by Friction The interviews
reveal a variety of possible reactions of employees to secu-
rity measures that generate friction. As concrete examples,
two interviewees (Ci2, Ci3) mentioned the development of
shitstorms – an accumulation of incomprehension, frustration,
displeasure, etc. – in response to new, changed and poorly
implemented measures that can escalate, especially when
several people in the team feel affected. In addition to possi-
ble resignations of employees, Co4 described the following
form of employee reaction: “[...] making a fist in your pocket
sometimes and just up to refusing to work or just doing the
exact opposite” — [Co4]. Declining motivation or anger, trig-
gered by a feeling of being overwhelmed, are also described
as reactions. According to Ci3, negative feedback would be
received especially if the security department had gone too
far.

Restricting and Work-Impeding Security The respon-
dents mainly described that friction for employees is that their
work becomes more difficult due to security measures. This
means that processes take longer and are more cumbersome,
and that goals are achieved more slowly. Security measures
are perceived as creating friction when restrictions are the
result: “You can no longer do everything as an employee. You
are no longer available and so on. In other words, increased
security typically leads to restrictions in the first phase, which
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are perceived negatively” — [Co1]. Other examples of restric-
tions are the prohibited exchange via cloud platforms or the
use of flash drives. Examples of tedious and work-inhibiting
processes are requirements for long passwords, frequent entry
of a second factor or a screen time-out after five minutes.

Some of the interviewees clearly stated that employees
want to do their main work (primary task) [37], also because
they are measured by their achievement of goals and produc-
tivity. Security (secondary task [25,82]) means the investment
of time that is lacking elsewhere. Ci4 gave the example of
a nurse who might have such conflicts: “Explain to a nurse,
and I certainly have a very high level of understanding that
she has to lock the screen of the departmental PC [...] And has
to unlock it again when she comes back to the PC. The argu-
ment that they hear that can cost lives. Because it costs time.
Yes, but it can also cost lives or at least have a bad impact on
lives if someone wrong has access to the data.” — [Ci4].

Endangering Economic Efficiency Also (partly potential)
economic effects were described in connection with friction
through security measures. An increasing fluctuation rate
of the employees due to emerging frustration about that pro-
cesses are too slow, hinder work or block the achievement of
defined project goals, was mentioned as an example. The out-
put that employees could provide and the organization’s rev-
enue that depends on it can be negatively affected by friction-
triggering security measures, such as the multiple entry of
passwords. Employees may be discouraged from performing
the associated work tasks regularly or need more breaks. Co7
has been clear about this: “[...] we are shooting ourselves in
the foot if we make employees there dissatisfied and also neg-
atively influence the profitability of an organization” — [Co7]

Short Summary: The security managers described vari-
ous effects triggered by friction, such as the circumven-
tion of security measures, which can lead to new risks, or
the deterioration of the quality of relationships between
employees and the security department. Resignation,
frustration and decreasing motivation were described as
reactions of the employees, which in turn can negatively
influence the economic efficiency of the organization.

4.4 Friction & Routine Measurements
Importance of Friction Measurements In general, all se-
curity managers (except Co4) did provide ideas about how to
measure security friction or get insights into employees rou-
tines. Even though most managers describe friction measure-
ments as being important, some (Ci2,Ci6,Ci7, Co1,Co3,Co5-
Co7) mentioned that it is often not followed through in the
organization (“In my experience, far too little. You do some-
thing, you can check it off. Okay, we’ve now implemented
another heuristic spam filter. Check it off. And then the job is
done. You don’t ask, has it gotten better now?” — [Co1]), or

that measurements have little impact on the implementation of
measures (Co1,Co2,Co5): “Of course there is the possibility
to give feedback. But I think that usually it has little influence,
because it’s just the guidelines and has to be adapted that
way.” — [Co5].

The most frequently mentioned measurement method was
to simply talk with and listen to employees (Ci1-Ci2,Ci4-
Ci7,Co1-Co3,Co5-Co7). Other examples were target group
analyses (Ci1,Co1,Co3), surveys (Ci5,Co3) or technical mea-
surements (Ci5-Ci7,Co1). These types of measurements
were not all viewed positively: two managers mentioned
the advantage of technical measurements compared to sur-
veys (Ci6,Ci7), with one relying strongly on these measure-
ments “[...] many people are in the home office, okay? so you
don’t actually have to start a survey. We have very clear key
figures from the systems.” — [Ci7] One manager described
using technical methods to measure friction by monitoring
employees’ rule breaks “I see on the one hand, yes, issues
when people have trouble implementing something because it
doesn’t work or because it’s difficult or something. And I can
also detect rule violations and so on in a technical way.” —
[Ci6] One manager directly stated the necessity of measuring
before implementing security mechanisms (“Before I instruct
or regulate anything, I first have to understand what people
are doing so that I can evaluate whether what I am propos-
ing makes any sense at all and fits in with it.” — [Ci1]) fol-
lowing that the consequence of not doing so might lead to
the non-acceptance of employees: “[...] and if you don’t do
exactly that, then you won’t have any understanding from
your employees.” — [Ci1]. On different occasions managers
(Ci4,Ci7,Co1,Co6) mentioned the importance of considering
employees’ wishes, even if it meant hearing negative reac-
tions “A negative reaction means that someone dared to react
and these reactions are particularly important.” — [Ci7]

Obtaining Direct Feedback Some managers (Ci3,Ci7)
mentioned a kind of “distance” to the employees, which re-
sulted in only superficial measurements of friction: “We also
like it when comments come in unfiltered. That’s what I said at
the beginning, because it’s very hierarchical, you sometimes
don’t feel the pulse of the employees.” — [Ci3]. Other man-
agers (Ci4,Ci5,Co1,Co2,Co6) mentioned the importance of
being close to employees to get an accurate view of whether
the implementation of security measures worked and if they
were accepted: “You see, the only thing that helps there is
proximity to the base. You have to somehow manage to get
feedback from the employees as to whether the measures
can be implemented, whether the measures are credible.” —
[Co6], sometimes highlighting casual situations as the best
way of getting feedback: “[...] as a security officer, I have
to get out among the people. And talk to them. At com-
pany meetings, company events. Departmental events. Lunch.
Whatever.” — [Co1]. Another manager highlighted empathy
as a necessary character trait of the person measuring: “He

USENIX Association Nineteenth Symposium on Usable Privacy and Security    137



has the right methods, but he may not have the right empathy.
He doesn’t have the understanding of the process. He doesn’t
have the understanding of the interplay, the interlocking on
the human side, but also on the technical side. And that’s the
thing that it takes for the measures to be accepted.” — [Ci4].

Short Summary: Most security managers are aware of
the importance of friction measurements and employees’
feedback, often citing casual talks as the best way of
doing so. Still, this is not followed through and mea-
surements are described as having no impact on security
decisions.

4.5 Friction Mitigation Strategies
Different mitigation strategies – to reduce friction – were
named by the security managers. However, we found that
the majority of participants did not consider such reduction
before (the interview) and did not name concrete examples
where they applied strategies that would eliminate the causes
of friction.

Awareness Will Solve Friction By far the most frequently
presented mitigation strategy (named by 12/14 managers) was
the idea to explain the importance of security and why restric-
tions are necessary to employees so that they will accept them
and stop complaining. Some security managers insisted that
a pro-active and open communication with the employees is
key to raise their understanding: “Security is [...] perceived
as somewhere, maybe an obstacle or something. So we’re
aware of that, and we try to maintain a positive image, i.e.
that people can approach us at any time. But security has
priority, of course.” — [Ci7]. The majority of managers com-
bined their suggestions with a form of excuse: they would
not be in the position of bending rules and norms and hence
can not do anything to reduce the friction: “So the supreme
law and regulation, what does it say? If the law requires it,
then you have to do it, even if the employee is not entirely
happy with it.” — [Ci1]. Others stated that, especially in their
industries, the employees need to understand why security is
so strict and causes problems: “I think that’s also primarily a
mental attitude that has to take place that we’re in a company
that doesn’t function like we do at home, because we’re oper-
ating in very sensitive areas.” — [Ci2]. Some gave concrete
examples where they would use explanations to solve the
problem: “But at best, if an employee is dissatisfied that a
longer password than before suddenly has to be entered, then
you simply have to communicate that.” — [Co7].

Develop Security Together Five security managers
(Ci1,Ci2,Ci3,Co4,Co5) in some form or another expressed
the idea to adapt security in collaboration with the employees.
This ranges from implementing actively gathered feedback
to the inclusion of the employees in the security requirement

engineering process: “And consequently, via data classifica-
tion and categorization and protection needs analysis, it is
then clear how much and where protective measures must be
applied that then just together with the users, must also be
balanced.” — [Co4].

Change Security Four security managers
(Ci2,Ci3,Co1,Co3) were open to changing security/
lowering the level of security to reduce friction. Co3, for
example, explained that security policies must be bent if
the job requires it: “[...] need to get changed, if that is too
restrictive, or incompatible with the field of activity. Just as
a sales person is often on the road, probably needs flash
drives to work and exchange data. And to forbid him to do
so would probably be bad.” — [Co3] Co1 explained that,
over time, it is possible to consolidate security policies
which would also reduce friction: “[...] products have
been standardized, harmonized, guidelines have also been
slimmed down. And so on. So, if security is at a high level.
Then it effectively becomes easier for the employees. And not
more difficult.” — [Co1]

Others Only one manager said that he would help employ-
ees to practically train the security procedures to reduce fric-
tion, in that case with the unsolved usability problem of e-mail
encryption [78, 84, 92]: “A typical example is sending confi-
dential information by e-mail [...] what exactly does he have
to do? What is the button in the e-mail program where I
activate the encryption? How can I see that it’s all working?
Things like that.” — [Ci1] Another idea was to offer secure
alternative software to replace those that employees are used
to, but are banned for security reasons. Co1 was convinced
that all messengers are the same, and that it would be easy to
introduce a secure messenger as an alternative for a more inse-
cure but popular one (like WhatsApp): “If I offer a messenger
that allows end-to-end encryption and allows confidentiality
in the relationship. Then there’s no negative reaction because
now I might have to switch from product A to product B. But
I can communicate.” — [Co1]

Short Summary: Most security managers propose miti-
gation strategies that rather hide the friction but do not
solve it – namely the idea to convince the employees
that restrictions and friction are necessary in the name
of security.

4.6 Usable Security
The managers hinted at an understanding of usable secu-
rity. While the term usable security was not used by any
manager, usability was mentioned 5 times by 4 managers
(Ci1,Co3,Co5,Co7) and the term user friendly 8 times by 4
managers (Ci3,Ci6,Co4,Co7), e. g.,: “Legitimate is certainly
the desire for usability that you do something securely, but
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not so complicated that it takes away a significant amount of
work time that it’s understandable that the employee has a
sense of security in what they’re doing that they’re doing it
right.” — [Ci1]

The managers mentioned software and mechanisms that
could make security usable, namely password managers, Sin-
gle Sign-On (SSO), biometric authentication and MFA codes
on mobile devices, e. g.,: “And basically the subject of single
sign-on. If I want or have to log on to different platforms
because I need different tools, different applications, differ-
ent services, but can largely cover this with SSO that’s an
increased security feature. But at the same time an improve-
ment in user-friendliness.” — [Co7]. However, while multi-
ple mechanisms were named by the participants, they always
talked about them in abstract forms, never mentioning that
they had introduced such themselves in their organizations.
The only exception was Co3 who gave an example about how
he implemented a usability concept: “I found that the screen
timeout is set to something like two hours and the settings are
not up to security standards at all. [...] The people who work
on these systems sometimes wear gloves, there are three or
four screens around this machine and that would definitely
not be usable or compatible with today’s standard rules if
the screen saver came on every 15 minutes without anything
being pressed.” — [Co3]

Invisible Security The idea to make security invisible to
the employees – a concept that the usable security community
can not agree upon to date [24] – was brought up by some
managers: “So in the best case, not at all. So if we, let’s stay
with the example of user authentication, if that goes by very
gently, so that we don’t virtually burden the the employee with
security, but rather check that in the background.” — [Ci3]
or “Before disk encryption was introduced, you had to find
a tool. Find a solution. Which makes this very transparent
in the background, without employees noticing or feeling it.
You switch it on and at some point, over the next few hours or
days, it will be encrypted in the background. Such a security
measure is accepted. Because it doesn’t affect users, hinder
them.” — [Co1]

Problematic Understanding of Usable Security Ci6
showed quite a controversial understanding of usable security.
Employees told him that a security mechanism does not work
on mobile devices and instead of improving the UI/UX, he
reacted with restrictions. When he reported the following
he was fully certain that his reaction was appropriate and he
wanted to show that usability is something he is addressing:

“For example, I have repeatedly received the feedback: On
small screens like on smartphones, you don’t necessarily see
the details you need to see to identify phishing emails, so I
was able to recommend that you generally shouldn’t open
links on mobile phones if you’re not sure what you’re looking
at.” — [Ci6] In another example, Co7 and Ci4 reported that,

especially software developer would demand local adminis-
trator privileges on their machines, with both not questioning
that this might be a legitimate request, but denying them with
a reference to the danger that they fear comes with it.

Short Summary: A few participants were aware that
usability of security mechanisms is important and can
name examples, like SSO, with only one manager report-
ing how he implemented those concepts.

5 Discussion

In the following we discuss our findings with regard to our
research questions. The majority of security managers stated
that security friction was indeed a problem (especially since it
can lead to negative reactions from employees that might es-
calate through the hierarchies). They could easily name cases
where friction occurred (e. g., when they restricted access
to certain programs) and some also showed understanding
about concepts of usability (e. g., when they suggested that
password managers or SSO would reduce the password load).
However, those considerations played little to no role when
they designed security policies, purchased new security prod-
ucts or implemented new security measures. They were able
to explain friction, but could rarely name examples of how
they mitigated it in their organizations – beyond suppressing
friction symptoms by appeasing upset employees. While they
reported knowing how to measure friction and got insights
into employees demands – mainly through personal talks –
they did not do so in practice, or the measurement results did
not change the outcome.

Here, the lack of diversity in the security sector – also
reflected in the male security leaders we recruited exclusively
– becomes an obvious challenge. Within Kocksch et al.’s [57]
approach to security as a discipline of care, it is assumed that
such a caring approach is characterized by refraining from
blaming and attributing responsibility, and instead viewing
security as a collaborative and collective achievement [25].
One of our assumptions about why participants could not put
usability into practice is that caring work is often feminized
(and made invisible) [61] and thus is not taken into account
by the male-dominated industry, by which we do not mean to
promote that "women" should be declared solely responsible
for security [57].

In the academic community, it was established more than
a decade ago that small security demands can have a large
financial impact [45, 46, 74]. Our results suggest that this
knowledge still did not find its way to security (management)
practice yet. However, we can not blame the security man-
agers [77]: they are paid to make organizations secure, they
have to report numbers to the business leadership that show
how investments reduce security risks. The costs of security
friction and their reduction is not part of those numbers, not
written in norms and regulations they try to implement and
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is not part of a security professional’s training curriculum.
Basic usability and economics concepts need to become part
of that curriculum – security professionals don’t have time
to read research papers in usable security. In the rest of this
discussion we will recapitulate some of our findings in more
depth, before we derive recommendations (Section 5.1).

No Measurements = No Insights The results show that
most of the interviewed security managers (CISOs and consul-
tants) are aware of the importance of measuring friction, and
that considering the other demands employees have to meet
was essential for security measures to work. This recognition
of human aspects of IT security contrasts other findings [77]
that showed that security managers see users in a negative
way. Many managers (mostly consultants) described that fric-
tion measurements were often a “one and done” solution in
organizations, with no real follow-up to see long term effects.
Their preferred way of measuring friction, casual talks by the
coffee machine, might play into this: even though the gather-
ing of real world experiences is recommendable, the lack of
planning and structure might impair an effective, long term
measurement of friction. Friction, therefore, might remain in
the organization without security managers knowing about it.

Perception From what we gathered in the present study,
security managers hold employees’ needs and wishes in high
regard, citing them as paramount for the effectiveness of secu-
rity measures. Security managers, naturally, care a lot about
the security in the organization, but seem to rely too much
on official security regulations and guidelines. These rules
are perceived, not only as a practical aid for making decisions
about security, but also as an excuse if the implemented mea-
sures are not accepted. This may lead to security managers
seeing themselves as more of communicators of rules instead
of solution-finders. Similarly, in earlier work, CISOs have
been shown to appear as “interpreters” of security [22].

Considering the view that security managers have of them-
selves, as communicators of rules, it is no wonder that their
preferred method for mitigating friction is raising the aware-
ness of employees. If employees are dissatisfied with security
measures, regulations are brought up as a sort of “knockout
argument” to mitigate non-compliance. And to mitigate fric-
tion in general, security managers want employees to know
about these rules and why they need to be followed.

For the security managers, friction is something which is
often seen as inevitable when implementing new security
measures, and when it appears, employees are predicted to
circumvent them. Negative reactions by the employees are
then seen as logical and even important, even though the
solution for this then seems to be reiterating the necessity of
these measures.

Causes Regulatory security requirements were one of the
main causes of friction according to most of the security man-
agers. The compliance of these regulations was often seen
as “above” the wishes of employees, leading to unhappiness
and friction. The root cause of this security managers’ view
may lay in their relationship with the regulating institutions:
because of a lack of time and an abundance of stress [70],
managers need to, in some way or other, trust these institu-
tions and their regulations and guidelines, assuming that a lot
of thoughts must have been put into them [81]. When these
are seen as perfect, internal security policies are seemingly
also adapted to this strictness, leading to a constant balancing
of regulation and employees’ wishes, with regulation coming
out as the winner. A similar case seems to apply to certifica-
tions: to get these, as seen by security managers, important
certifications, employees are “walked over”. This lack of
consideration might be caused by a complex and expensive
certification process [51], which needs a lot of resources and,
in turn, prioritizes this over the employees.

What only a few security managers described as a cause
was bad IT: security mechanisms that are just badly designed
and hindering security hygiene – which is described as a nec-
essary prerequisite for all further measures, such as increasing
employees’ understanding [47, 80]. The foregoing of useful
security in favor of cheap products and mechanisms, some-
times referred to as “security debt” [73], slows down the
implementation of usable security measures in the organiza-
tions. The cause of this is, possibly, a lack of resources for
security in the investigated companies, which some security
managers also mentioned. As the results show, this not only
applies to technical factors or training- and awareness pro-
grams for the employees, but also to the measurements of
friction: measurements are often done casually, or quickly,
without following through in a structured way. This lack of
“success”-measurement makes it impossible to get a clear
view of the friction caused by security measures. And the
reasoning for this, a lack of resources, is probably a danger-
ous misconception, which might result in a “slippery slope”
into even more investments in the future: if friction mea-
surements are neglected, inappropriate security measures can
secretly pile up friction in the organization, increasing the
cost of achieving compliance even further because of the need
for more measurements or, worse, constant monitoring of
employees [13].

Impact Our analysis revealed that participants consider fric-
tion in security as a source of risk. Although security can be
increased through certain measures, the sword of Damocles
can also hang over the security of the organization: in the case
of the perception of friction, the employees tend to circum-
vent the required measures or change to a shadow security
behavior [55, 56], where they try to keep the security level
high, but following their own rules. This finding suggests that
security managers are at least aware of the friction between
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the actual work tasks and security measures. A deterioration
in the quality of the relationship between security staff and
employees was also described by security managers as a pos-
sible consequence of the perceived friction, which echoes
the findings of Menges et al. [66]. Other negative impacts
such as decreasing motivation, frustration and anger were
also described. Overall, employees would feel disturbed by
security in the performance of their actual work tasks and feel
restricted in their freedom and productivity. These reactions
of employees can have negative consequences for the eco-
nomic efficiency of an organization: discouragement to carry
out security-related tasks, increasing fluctuation rates, etc.

The impacts we identified are not only known in the con-
text of security, but also in the area of safety research. For
example, the challenge of work-safety tension has already
been studied by some researchers [65, 88, 90]. As Brostoff
& Sasse [17] have already made clear, there are differences
between safety and security, but these two domains share, for
example, the fact that they are secondary goals for employees,
while they have to complete their primary tasks. Safety re-
search has shown that when employees are in tension between
work tasks and safety, they tend to prefer the productive path
that requires unsafe behavior, which means that such a conflict
of goals always leads to a violation of safety-related rules [16].
However, safety research, as the much older discipline, has
managed to translate their findings into organizational prac-
tice. There, for example, environments have to be changed
to reduce the impact on employees, and only if this is not
possible the employees need to be warned or actively act.
Something that did not find its way in security practice yet
(see also Section 5.1).

Mitigation Our participants primarily tried to mitigate fric-
tion by raising awareness: explaining the importance of secu-
rity to employees, in the hope that they would accept friction is
unavoidable and stop complaining (see Section 4.5). This may
work, up to a point, in cases where employees were unaware
or severely underestimated a risk and the communication is
convincing – but not if employees’ compliance budget [13] is
exhausted. Behavioral science has clearly shown that trying
to increase motivation to adopt a new behavior when effort is
high works only in the short-term, followed by a motivational
crash [32], and the study by Poller et al. [75] documented a
real-world case of a security intervention creating huge enthu-
siasm for secure development practice, followed by ’slipping
back’ into old insecure routines [80]. Instead of focusing
on reducing or removing friction, security managers refer to
security standards and regulation as their touchstone, which
they also use to deflect employees’ demands for lower-effort
security. Some of our participants were aware of this being a
problem and at least consider changing the rules to incorporate
the needs of employees. Some participants claimed that they
would like to (personally) talk to employees, since this can be
a first step towards building a relationship [10, 66]. However,

they mostly want to talk about risks and try to convince em-
ployees to just accept the friction, rather than addressing on
the root causes, and adapt security to employees’ needs and
routines. One participant explained that he wanted employees
to understand that complex passwords were necessary, and
did not even consider the many usable alternatives available,
such as password managers and passwordless authentication
solutions [6, 79].

5.1 Recommendations for Industry

Here we derive recommendations for industry with the goal
to strengthen the position of usable security in security (man-
agement) practice. Measurements of friction were seen as
important by many of our participant, but they currently do not
see a viable route for reducing or removing it. They seemed
to consider it their job – and their job alone – to make security
work. This ’lone security hero’ perspective means they are
afraid to ask for help [21]: the organization of resources for
reducing friction, or a helping hand from colleagues running
business processes and other organizational functions. And
whilst they appreciated casual conversations with employees,
they saw them as receivers of security knowledge and direc-
tives, not as partners in developing usable security. They need
to change their perspective and build relationships, and also
take a systematic approach to obtain feedback from employ-
ees, identifying friction hotspots, and engaging employees to
co-design security, and engage in constantly learning. From
an organizational perspective, to facilitate the communica-
tion and decision-making about friction, the currently hidden
costs need to be tracked and made explicit to organizational
leadership. If the possible losses [45] of neglecting security
friction are made clear, decision-makers are incentivized to
invest in the mitigation of it.

Usable Security Training Security managers like security
certificates. Among our participants, the majority earned
common certificates like CISM, CISSP or CISA (this was
not only true for those managers we selected because of the
criteria of having certificates, but also for those we selected
because of their academic degree). Those trainings do not
solely focus on technical security measures, but also on softer
topics like secure operations, organizational risk management
or secure software development. This is a perfect place to also
include topics of usable security, e. g., as part of the software
development life cycle [39] or in the risk-cost calculations
they learn about. While efforts are made to include usable
security topics into (traditionally technology-heavy) academic
information security programs [35], they come too late to
reach security professionals that are already in the industry
for years or decades, like our participants. Certificates, that
need to be renewed every few years can help to fill the usable
security knowledge gap.
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Usable Security Norms We find that regulations and norms
prevent the implementation of usable security principles and
the reduction of security friction – at least the security man-
agers use those as an excuse for not considering such. And
indeed: while ISO27001 (and its implementation guideline
ISO27004) and BSI Basic Protection [36] demand password
policies, security awareness training, phishing simulations,
restrictions on local machines, etc., they do not consider the
friction that those measures cause and the costs they raise.
One could argue that the sole purpose of these norms is to
set security standards, but we argue that the underlying goal
is to reduce the (financial) impact of attacks on the organi-
zations. This, however, includes a balance between risk and
investments and security friction covertly raises the costs of
investments – so they need to be included in these calculations.
Norms are a good starting point, as previous authors already
proposed for software development standards [39, 41].

Positive KPIs If usable security principles are correctly ap-
plied they reduce costs. While some positive effects are rather
hard to measure (e. g., the reduction of mental workload)
others are easier to measure, e. g., biometric authentication
reduces the time employees have to spend on authentication
tasks [71], as does SSO [53]. Technical logs, observations
and surveys can be the basis for measurements. Subsequently,
those can be used in KPIs and reports to the management to
showcase the impact of usable security considerations and to
make a clear statement for further improvement. The possi-
ble fatal security consequences of low usability, which many
studies show [40, 78, 87], as well as the economic benefit
from reducing the aforementioned different costs should be
presented to the management in a clear way to accentuate the
importance of usable security. As long as the security man-
agers themselves do not see the necessity of such, the vendors
of the products themselves should implement the measure-
ments and report the usability advantages – they could even
advertise their products through those numbers.

Security Champions Security managers rightly high-
lighted the need to measure friction by being “close” to
employees and talking with them directly. Still, many se-
curity managers (mostly consultants) described that this was
often not followed through in the organization. The imple-
mentation of the so-called security champions – employees
who not necessarily have a background in security and who
are intrinsically motivated to improve the security in their
teams [1, 7, 52], and who have regular contact with the secu-
rity teams – could help bridging the gap between employees
and security managers, allowing this role, which would repre-
sent various employees, to be an economic contact point of
friction-measurement. Security champions can also help by
being “bottom-up” agents [14], who question security policies
that may be too strict for employees to follow.

Learning from Safety For the implementation of feasible
security measures and for mitigating security friction, organi-
zations and security managers could use the knowledge and
recommendations already gained from safety research, for ex-
ample: McGonagle & Keth [65] suggest monitoring the level
of tension (friction) in the context of safety (security). By this
they mean the explicit monitoring of the tension perceived
by employees that interferes or conflicts with the effective
completion of their actual tasks. They also propose a partici-
patory approach in which employees have the opportunity to
communicate those specific aspects of their work that prevent
them from doing their job safely (securely). Furthermore,
they should be involved in the development of effective and
efficient solutions, based on the idea that they are experts of
their own work.

6 Conclusion

In this paper we reported how (n = 14) security managers
perceive security friction in organizations. While they deem
friction as a problem, they have no working strategies on how
to mitigate it, rely on appeasing enraged employees, and do
not consider such in their own work when creating policies
and implementing measures. We conclude that security man-
agers lack the necessary support to consider friction, namely
the appropriate training, KPIs that make a case for usable se-
curity, and norms that demand it. The security industry knows
and talks about usable security, and focuses on what steps they
take in practice to make it happen. Identifying and dealing
with security friction is an essential first step towards making
security usable, but we find the managers do not identify and
tackle it. For usable security research this means considering
how we make our knowledge and tools more accessible to
this particular user group. Our study aimed at evaluating how
usable security works in organizational practice. More similar
studies, especially working with those that are responsible for
security – the security and business managers – are necessary
to increase the impact that usable security research can have
towards organizational practice. Further work can also be
built around the evaluation of our suggestions for industry,
e. g., positive usability KPIs in organizations. The security
managers in our study all worked for rather big organizations.
Further studies should also study security management in
small enterprises.
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A Interview Guide

The following interview guide is the one developed for the
CISOs. The interview guide for consultants differs in how the

questions are asked for the organizations they advise, rather
than their own organizations.

1. Looking back on your career, how and when did you
first come into contact with cybersecurity?

(a) What were the most important turning points in
your professional career so far (describe them
briefly)?

(b) What experience or training do you currently have
in cybersecurity?

(c) In what time and based on what training and/or ex-
perience were you able to acquire the greatest part
of your knowledge in the field of cybersecurity?

2. What are currently the biggest structural and/or or-
ganizational challenges you are facing in the context
of cybersecurity?

(a) Describe briefly and compactly the form of organi-
zation in which you are embedded?

(b) Which organizational interfaces are currently caus-
ing you the most challenges?

(c) How do you determine whether and how your en-
vironment (management, board of directors, etc.)
is sufficiently ’aware’ of cybersecurity issues?

(d) On the basis of which circumstances is the budget
for cybersecurity decided?

(e) Which activities take up most of your attention?

3. The application of security measures (technical, or-
ganizational or administrative) usually leads to an
increase in the security maturity of an organization.
What effects can such measures have on employees
in your organization?

(a) Do you try to get feedback from employees after
applying new measures?

(b) Can you give some examples of this?

(c) How are security measures generally perceived by
your employees?

4. In everyday work, there are often business interests
versus security interests to be balanced. When devel-
oping and applying security measures, do you think
about the concrete effects (individual consequences)
on the individual employees affected?

(a) How do you decide whether business interests or
employee interests take precedence over security
interests?

(b) Based on which metrics, methods or techniques do
you balance the respective interests?
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(c) In your opinion, which personal interests of em-
ployees are legitimate and must be taken into ac-
count? Which are not?

(d) Do you know of any examples where cybersecu-
rity measures have been adapted or even improved
based on feedback from employees (briefly de-
scribe them)?

5. It can happen that employees do not dare to show
negative reactions or do not know who to turn to with
their criticism. What negative experiences do you
think these employees would report?

(a) How would you describe the relationship between
security and restriction (Can there be security with-
out ’sacrifice’?)?

(b) What do you do to keep the corresponding negative
reactions as low as possible?

(c) How do you react to negative reactions?

(d) In your view, are such negative reactions legiti-
mate?

6. Can an accumulation of negative staff reactions be-
come a problem for organizations?

(a) What can be the consequences for an organiza-
tion if these negative reactions are not taken ito
account?

(b) Have you ever had to deal with staff reactions that
were escalated (carried over the reporting line)?

(c) What could be the triggers for such escalations?

7. How do you find out whether the security measures
can be implemented during the employees’ work rou-
tines or not (process adaptability, etc.)?

(a) To what extent do you make an effort to understand
employees’ work routines?

(b) How do you ensure that security measures can be
applied by employees?

8. How do you engage with employees’ work routines?

(a) Which means and methods do you prefer to under-
stand the work routines of your employees?

(b) How important do you rate the issue on scale from
1 (not important) to 10 (very important) that se-
curity measures can be integrated into the work
routines of employees?

B Accumulated Demographic Data

Table 2: Accumulated demographic data of our participants.
Gender # %
Male 14 100%
Highest (Security) Education
Master/ Diploma Computer Science 3 21%
Master/ Diploma (Information) Security 3 21%
Vocational Training 1 7%
Security Certificates 4 30%
Other Master/ Diploma 3 21%
Experience in Security
Max 38 Average 19.8
Min 8 Median 20
Sum 258
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C Code Book

Table 3: The code book (1/2). Occ.: the number of occurrences of the code in all documents.
Code Description Example Quote Occ.
(Perceived)
Causes of Friction

Where does friction come from? The hard hand
of the participant, from norms, from management,
from security itself.

If poorly designed security measures or poorly de-
signed awareness campaigns always lead to resis-
tance at the beginning.

15

ISO Norms and
Regulations

All the audit and norm problems that the participants
report with regards to their security strategy.

On the one hand, we have clear regulatory require-
ments. That means we have to implement them and
can have relatively little consideration for the peo-
ple themselves.

22

Additional Secu-
rity

The participant explains that his organization needs
additional security measures that the employees
need to implement or follow that cause or might
cause friction.

And the bad guys are the security people, because
they now demand something that wasn’t necessary
before, and that leads to these backlashes.

7

Impact of Friction (Negative) consequences of security friction on all
stakeholders and the organization itself. This in-
cludes all types of negative reactions of employees
and others.

Or, even worse, is hidden. If the security measure is
deactivated without those responsible realizing it.

11

Negative Reactions The employees dislike the friction caused by secu-
rity/ they actively react negative.

Unsightly case: An Employee, IT manager, who
showed up at the workplace with a shotgun. This is
a kind of escalation. Not in the way, probably, that
you expected now. [...] It had to do with the fact
that freedoms, in quotation marks, were restricted
by standardization and harmonization.

23

Primary vs. Sec-
ondary Task Con-
flict

The security task clashes with the primary task of
the employees.

And at first glance, a longer password or multiple
passwords can look very banal, because, okay, then
you enter one more password. But that can prevent
an employee from doing the work at all, or perhaps
from doing it less often or less regularly. Or he
gets upset, needs additional breaks. That all has an
impact.

17

Economic Impact Impact on the productivity, revenue, etc. of an orga-
nization through security.

Because every organization has to generate output
somehow. Or let’s take the private sector: organi-
zations have to generate revenue. And any aspect
that has even the slightest negative impact on an
employee’s daily business, let’s say, instead of sin-
gle sign-on, the password has to be entered every
time. That reduces the output that the employee can
provide.

10

Shadow Security/
Circumventing Se-
curity

Friction will cause circumventing security policies
and measures.

If no platform is offered for secure data exchange,
then an employee has a legitimate interest. And
it is precisely then that he will turn to any private
means he knows, e-mail or any other cloud services,
Dropbox, etc., simply for lack of an alternative that
is not available.

11

(Perceived) Solu-
tions for Friction

The participant explains how security friction can
or should be reduced in his opinion (this includes
hard measures like taking security tasks away, but
also soft measures like “just explaining friction to
employees so that they understand and accept it”).

You simply have to find a sensible balance between
what you allow and what you ban, because you can’t
ban everything. Instead, you have to weigh up how
bad this is, what I am supposed to judge? And do I
have to ban it or not?

10
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Table 4: The code book (2/2). Occ.: the number of occurrences of the code in all documents.
Code Description Example Quote Occ.
Awareness and
Communication
Will Solve Friction

Awareness and/or communication with the employ-
ees will lead to an understanding of security friction.

Security is not, so is always perceived as somewhere,
yes, maybe an obstacle or something. So we’re
aware of that, and we try to maintain a positive
image, i.e. that people can approach us at any time.
But security has priority, of course.

39

Develop Security
Together

Employees and business units can co-define how
security should work.

As a matter of principle, we try to develop the solu-
tions together with IT and pick up the teams from
the business side early on.

9

Change Security to
Reduce Friction

Security is reduced or changed in order to reduce
the friction experienced by the employees.

and it may well be that there is a legitimate interest,
and then we can also reconsider the solution.

10

Measurements
and Observations

Measurements that the participants or other stake-
holders take to understand, learn or quantify security
friction (including usable security, time effort) and
working routines (that might be affected by security
measures) of employees.

- -

Methods With which methods is the security friction mea-
sured?

I ask questions. I go and ask people, "How’s that
working out for you now?"

55

No Measurements Security friction is not measured. I hardly ever observe that, that feedback is collected.
No, I hardly ever observe that.

9

Active Communi-
cation

Actively talking about security measures and fric-
tion with the employees.

We also like it when comments come in unfiltered.
That’s what I said at the beginning, because it’s very
hierarchical, you sometimes don’t feel the pulse of
the employees.

3

Usable Security Definitions, status quo descriptions, technical mea-
sures, attitudes about usable security. E.g., to say
that "security needs to be user friendly", or that
"security is not compatible with usability", or that
"longer passwords are unusable".

And basically the issue of single sign-on. If I want
to or have to log on to different platforms because I
need different tools, different applications, different
services, but I can largely cover this with single sign-
on, that’s an increased security feature. But at the
same time, it also improves user-friendliness.

34

Invisible Security Security is good if it is not visible to the employees. So in the best case, not at all. So if we, let’s stay
with the example of user authentication et cetera, if
that’s possible, if that goes by very gently, so that
we don’t virtually burden the entire security with
the, the employee, but rather check that quasi in the
background.

4

Hard
Hand/Restrictions

The participant restricts (or wants to restrict) what
employees can do and/ or pushes for a law-and-order
policy.

That’s why I have to clarify restrictions somehow,
you are not allowed to attach this file to an e-mail,
whether you understand it or not, that’s just the way
it is. And if I specify something like that, then I have
to think about exactly when I specify it, how I can
either technically enforce it so that it is not possible.
Or, on the other hand, how can I monitor people
who don’t comply so that I can draw their attention
to it or, in the worst case, impose sanctions on them?

9
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Abstract
The ongoing initiatives to offer central bank money
to consumers in the form of retail central bank digital
currency (CBDC) have triggered discussions on its
optimal design. So far, the perspective of potential
users has not been considered widely. To strengthen
this, we survey 2006 Austrian residents using a tai-
lored questionnaire on attitudes towards a digital
euro, selected technical features as well as potential
security and privacy concerns. Only about half of the
surveyed respondents express at least some interest
in a digital euro. This subsample tends to attribute
more importance to security aspects than to trans-
action data privacy. Similarly, offline functionality
is preferred over a feature to make direct payments
between persons. Our findings suggest central banks
to embrace a more user-centric design of CBDC.
This effort should include communicating the key
concepts and benefits to the potential users.

1 Introduction

The question on whether and how central banks
should issue central bank money in digital form di-
rectly to consumers is high on the policy agenda.
Reports and academic papers have contributed to
the discussion of retail central bank digital curren-
cies (CBDC) from various angles, including mone-
tary policy [3, 13, 16], impact on the financial sys-
tem [4, 28], and technology [5, 26]. Comparatively
fewer studies have taken the perspective of potential
users, let alone have applied methods to systemati-
cally collect data on a representative basis [11, 33].
∗Contact {svetlana.abramova | rainer.boehme}@uibk.ac.at
†The views expressed here are those of the authors and

do not necessarily represent the views of the Oesterreichische
Nationalbank or the Eurosystem.

To address this gap, this paper draws on a dataset
collected from Austrian residents, who were asked
about their interest in a digital euro. The respon-
dents also stated their preferences on such key fea-
tures of a retail CBDC as the access model, offline
functionality, and person-to-person payments. They
further reported the perceived importance of techni-
cal attributes, such as payments security and privacy
(i. e., data protection). A series of logistic regression
models is estimated and discussed with a view on
informing the ongoing policy debate.

A distinctive feature of our study is that we do not
only control for socio-economic factors, but also iden-
tify a typology of consumers based on their current
use of payment instruments, the degree of technology-
savviness, and the reported ownership of cryptocur-
rencies. We conjecture that these factors play dis-
tinct roles in the adoption path of a prospective
digital euro. For example, users of non-cash payment
instruments, tech-savvy persons, and owners of cryp-
tocurrencies are likely to be among the first adopters
of CBDC. Cryptocurrency owners deserve special
attention as they have already collected experience
with elements of new forms of (arguably) digital
money, such as wallets or the handling of crypto-
graphic keys. Their opinion may be more informed
given that future CBDC is an abstract concept to
most respondents in population surveys.

On the other hand, cash use is still widespread in
many European countries. In prior work [8, 36], cash-
affine users (i. e., those who prefer to pay with cash
for their purchases) were found to have rather dif-
ferent attitudes towards payment instruments than
users exercising a more flexible choice. Studying the
views of cash-affine users is informative to gauge
the initial “market potential” of CBDC. Their adop-
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tion behavior might be pivotal to determine whether
CBDC will develop to become a substitute or remain
a complement to the existing payment instruments.
Our results show that consumers in Austria are

largely unaware of a digital euro and express lit-
tle interest in it when prompted. Using a series of
tailored questions to elicit the preference between
an account model for CBDC (inspired by online
banking and card payments) and an access model
using digital tokens (inspired by cryptocurrencies),
we find overwhelming support for the account-based
access. This result is corroborated by our findings
on consumers’ attitudes towards security and pri-
vacy. While the majority assigns high importance
to security against fraud and theft, two attributes
concerning transaction data privacy rank lowest in
a list of nine general attributes: less than one third
of the respondents considers it very important that
individual transactions are untraceable.

Our paper makes a number of contributions. Draw-
ing upon systematically collected data, we shed light
on consumers’ interest in a CBDC and their pref-
erences regarding its key technical features. Given
the innovative nature of this technology, we sug-
gest a typology of consumer types, which aids to
refine heterogeneous opinions and identify groups
of prospective early adopters. Finally, we offer guid-
ance for central banks, policy makers, and researchers
that facilitates a more user-centric and empirically
founded approach to CBDC design. As a high-level
lesson, CBDC designers must not underestimate how
exotic the concept of a digital euro is for large parts
of its intended user base.
This paper is organized as follows. The next sec-

tion recalls the background of this study and relates
it to prior work. Section 3 describes our method,
Section 4 presents the empirical results in detail,
whereas Section 5 discusses the implications on a
higher level. The paper closes with a brief conclusion.

2 Background

This section sets the scene. Subsection 2.1 briefly
recalls the justifications for central banks’ CBDC
projects and relates them to the perspective of con-
sumers studied in the present work. Subsection 2.2
introduces selected challenges in CBDC design and
the associated terminology. Subsection 2.3 presents
a review of closely related work. Readers familiar
with these topics can safely skip this section.

2.1 Why CBDC?
According to the Bank for International Settlements
(BIS), more than 75 central banks around the world
are examining whether they should offer central bank
money to the public not only as banknotes and coins
but also in digital form [7]. This new form of money
is referred to as retail CBDC.

Most central banks, including the European Cen-
tral Bank (ECB), view their work on retail CBDC as
a strategic project. It should enable universal access
to central bank money in a future in which digi-
tal payments are becoming more important, while
the payments market could be dominated by new
private intermediaries, including the big global plat-
form firms of the internet economy. While central
banks’ projects are in different stages of development,
the majority of them are driven by administrative
prudence and strategic foresight rather than the de-
sire to phase out existing forms of money such as
cash [10, 17]. Issues like the continued universal ac-
cess to central bank money, control over monetary
policy as well as sovereignty issues take a lot of room
in the discussions of central banks and policy makers.
Consumers, by contrast, seem often unaware of

these debates and currently do not exert much active
pressure on central banks to offer new forms of money
and payment instruments. However, a new form of
digital money cannot be developed and implemented
by a central bank decision alone. It needs to be
adopted by users and provide functions that cater to
real user needs and preferences. In our study, we want
to better understand the current user perspective in
order to inform the debate on CBDC.

2.2 Key CBDC design decisions
The design space for retail CBDC is large. It spans
technical as well as economic and legal aspects. Our
survey touches on a number of technical design de-
cisions to be made before the launch of a CBDC
that are costly (if not infeasible) to revert later. The
selection of aspects was guided, on the one hand,
by their relevance in the policy debate and, on the
other hand, by what consumers can meaningfully
state in a survey about an imagined form of money.

Account or token-based access The way how
end users can access CBDC has far-reaching implica-
tions ranging from usability, privacy, security against
theft and losses, perhaps including the mental model
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future consumers form about money. While the tech-
nical design space is rich and not fully explored,
it is commonly simplified to a dichotomy between
account versus token-based access [5]. The former
follows a conventional account model used in bank-
ing systems: ownership of and control over digital
money is established by verifying the identity of an
account holder. By contrast, the token-based model
seeks to mimic the nature of banknotes and coins
in digital form. Inspired by how cryptocurrencies
manage access, token-based access conditions con-
trol (and hence ownership) on the mere knowledge
of a secret, typically a private cryptographic key.
Strictly speaking, token-based access refers to digi-
tal tokens; the model should not be confused with
physical tokens (e. g., pieces of hardware) that can
change hands just like cash. To illustrate the dif-
ferences between account and token-based access,
consider the protection against financial losses and
privacy risks. The token-based model can offer more
privacy by de-linking one’s identity from transac-
tions, however suffers from a higher risk of losing
funds in case of stolen or forgotten keys. The loss
of cryptographic keys would resemble the loss of a
printed financial bearer instrument.

Offline and person-to-person payments Most
consumers have experience with several of the exist-
ing electronic payment options offered by the private
sector. Retail CBDC differs in the institutional ar-
rangement and requires a new legal framework to
ensure the stability of the currency in times of crises
or when the demand for cash vanishes. However, it
may be difficult for individuals to appreciate these
social advantages in normal times and while cash
is still widely used. Therefore, in order to increase
the individual benefits of CBDC, policy makers may
explore the idea of equipping CBDC with features
that most existing electronic payments do not offer.
The features considered in our study are offline

functionality and person-to-person payments. The
former refers to the ability to make payments when
there is no network coverage, for example in remote
areas or during a temporary blackout. The latter
refers to a simple way of passing money directly
between individuals (i. e., without a merchant), typi-
cally in an interpersonal exchange. Scenarios include
pocket money to children, donations and tips to
unknown people, splitting bills, or yard sales.

Security and privacy Security and privacy are
relevant non-functional properties of any payment
system that processes large values or is widely
adopted. As such, they set crucial boundary con-
ditions for the design of digital currencies [25]. From
the central bank’s perspective, each property is costly
to engineer, and certain security and privacy features
are technically incompatible with each other [6].

Security primarily means that nobody except the
legitimate owner can spend funds. As it is widely
acknowledged that absolute security is infeasible, a
broader notion of CBDC security should include the
ease of becoming a proficient user, who makes few
mistakes and does not fall for fraudulent requests
(e. g., like phishing attempts, which cause a main se-
curity risk in online banking). The broadest notion
of security from a consumer’s point of view incorpo-
rates means to recover from failure, e. g., to dispute
a transaction and revert payments in justified cases.

While security protects the user from unintended
transactions, privacy means that intended transac-
tions do not reveal unintended information about
the transaction and the involved parties. As digital
technology has matured to a level where storage of
information is extremely cheap, many systems are de-
signed to never forget. Such designs pose significant
privacy risks. Electronic payments data is considered
particularly sensitive as it may reveal information
about individuals’ wealth, attitudes, preferences, and
behaviors. To protect individuals from undesirable
consequences of secondary use (or misuse) of per-
sonal data that was initially collected for the pur-
pose of payment processing, CBDCs could employ
advanced technologies, some of which are still under
ongoing research. These technologies support the
principle of data minimization, which is adopted in
many data protection laws, chiefly the EU’s General
Data Protection Regulation.

However, the deliberate choice to offer privacy is
also subject to policy discussion: should CBDC offer
the same level of anonymity and untraceability as
cash payments, or should some data be retained and
certain secondary uses be enabled? For example, law
enforcement agencies could be allowed in justified
cases to “follow the money” in order to solve crimes.
This promises an increase in security at the cost of
privacy. Such trade-offs appear in many forms. For
example, having a record about a payee’s identity
makes it easier (if not enables) for the payer to claim
back misdirected payments through the legal system.
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2.3 Related work
The literature on CBDC has grown quickly recently.
Most of the papers in policy discussions are con-
cerned with strategic considerations as well as tech-
nological and economic analyses [7].
Research on user expectations, their preferences

for digital central bank money, and the perspective
on security and privacy aspects has remained rela-
tively scarce. We are aware of four related empirical
studies, two of which are based on surveys [11, 33],
one involves focus groups [27], and one uses a mixed-
methods approach [31]. An alternative way is to
use survey data on existing payment instruments in
order to predict demand for CBDC with structural
models [24, 29].

The OMFIF study [33] analyzes survey data from
more than 13,000 individuals in the age range from
16 to 75. The respondents were recruited from an
online panel covering 12 countries. The survey fo-
cused on trust in different institutions as potential
issuers of digital money, on the importance of differ-
ent characteristics of payment methods from the user
perspective, as well as the subjective assessment of
some properties of different payment methods, such
as speed, safety etc. The study finds that an open-
ness to the prospective adoption of digital money
rises with income and education but declines with
age. Safety from theft and fraud ranks highest in the
preferred ideal characteristics of a payment method.
An early survey study on the potential adoption

of CBDC was [11]. The paper analyzes a sample
of 3,293 individuals recruited from an online panel
of Dutch residents aged 16 and above. In line with
the OMFIF survey, the authors find that potential
early adopters of a CBDC are younger, higher edu-
cated, and earn higher incomes. While the majority
of respondents have never heard of CBDC before
participating in the survey, when prompted about
50% expressed a general interest in CBDC, both as
a means of payment and as a savings instrument.

The most recent study on consumer attitudes and
expectations of a digital currency was published in
a report by Kantar Public [27], which documents re-
sults from various focus groups analyzed for countries
in the euro area on behalf of the ECB. These results
are hence not based on representative surveys. Like
in [33, 11], few people, including individuals who are
characterized as “tech-savvy,” have heard about a
digital euro. The respondents would value universal
access, ease and simplicity of use as well as speed and
security most highly as properties of digital money

in general. While people in the Kantar study do
rank security highly, they do not express very strong
concerns regarding privacy of transaction data.
The report by Maiden Labs [31] used both qual-

itative interviews and a national survey of 1,319
US citizens to learn about their relationship to and
use of payment systems. In contrast to the other
works, the surveyed respondents were found to be
concerned about financial privacy risks, in particular
with respect to their own social circles.

User experience in the domain of cryptocurren-
cies is another research area peripheral to our work.
Empirical studies have shown that cryptocurrency
owners have inadequate mental models of decentral-
ized systems and crypto wallets serving as payment
gateways [21, 30, 32, 38]. These tools, many of which
were originally designed with little to no usability in
mind, are often perceived to be complex and prone to
security and privacy pitfalls. With CBDC initiatives
being still in a formative stage, our work strives to
advocate for integrating user perspectives into the
design process at early stages.

Compared to this state of the art, this paper and
its accompanying technical report1 offer insights
from representative—to the extent possible in times
of a pandemic—data of a country in the euro area
(Austria, 9 million residents, e 50,000 GDP per
capita). A new breakdown of results by consumer
types helps us to map the heterogeneity in attitudes
and user needs with regard to payments in general,
and possible future use of CBDC in particular. Col-
lecting data in a country with a relatively high share
of cryptocurrency ownership, and at the same time
a large sub-group of users who have a strong pref-
erence for cash, allows us to contrast the needs and
expectations of potential early adopters better than
looking at broad mean values.

3 Method

This section documents the data collection, defines
consumer types and other control variables, and ex-
plains the specification of the regression analyses.

3.1 Data
Our data are collected as part of a survey com-
missioned by the Austrian Central Bank (“OeNB

1https://www.oenb.at/dam/jcr:
e3199ed9-0b24-4df5-aac9-52c12c2fbe72/WP_241.pdf
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Barometer 2021/1”). The survey is undertaken semi-
annually and mainly focuses on economic sentiments
and expectations. The questionnaire used in this pa-
per has been devised by the authors and appended as
a special module to the regular survey.2 After several
iterations of pretests, it was administered between
18 June and 20 July 2021 by the Austrian IFES insti-
tute. The sample consists of 2,006 Austrian residents
from age 16 and above, sampled at random from a
database of phone numbers. The sampled persons
were asked whether they would like to participate in
the survey via telephone interview (CATI, 353 inter-
views) or online interview (CAWI, 1653 interviews).
This mixed-mode design differed from past OeNB
Barometer surveys, which were based on in-person
interviews only. This choice had to be made due to
the pandemic situation.

3.2 Approach
To analyze individuals’ attitudes towards CBDC,
we estimate regression models which evaluate the
effect of different socio-economic characteristics. In
addition, we consider three types of consumers: cryp-
tocurrency owners, tech-savvy persons, and cash-
affine consumers.

Consumer types Our typology of consumers is
based on the following considerations. First, since
both future CBDCs and cryptocurrencies represent
some form of “digital money,” we assume that it is
easier for cryptocurrency owners to imagine handling
a digital euro and the necessary elements (e. g., wal-
lets, cryptographic keys). Therefore, cryptocurrency
owners may serve as valuable informants to the de-
signers of CBDCs concerning technical aspects and
user experience. In addition, collecting individuals’
attitudes toward a visionary, non-existent technology
might be prone to biases and misreporting [31]. For
cryptocurrency owners, these will be alleviated.

Second, tech-savvy persons are likely to be among
the first adopters of the new technology.3 This is
supported by studies showing that there exists a
segment of consumers who tend to adopt innovative

2The questionnaire in German is available from the authors
upon request.

3The take-up of financial innovations or digital services by
tech-savvy persons is substantially higher than that of non
tech-savvy persons. As a case in point, unpublished survey
data shows they are about three times more likely to use
alternative payment services providers like Apple Pay or
Google Pay or mobile apps to send/receive money to/from
persons.

technologies early on [2, 15, 35]. These consumers
take the role of opinion leaders and influence others’
attitudes or adoption decisions regarding technolog-
ical products. They are characterized by a strong
intrinsic affinity to high-tech, cutting-edge products
and services, and are often deemed to play a special
role in the process of the diffusion of innovations [34].
Hence, these persons’ attitudes are informative, e. g.,
to assess potential initial demand for CBDC. While
it is evident that cryptocurrency ownership and tech-
affinity correlate, it turns out that the correlation is
not as strong as one might think—most tech-affine
consumers do not own cryptocurrencies. This allows
us to separately analyze both tech-savviness and
cryptocurrency ownership.

Third, cash still accounts for a large share of pay-
ment transactions in many advanced economies [18].
The payments literature has established that cash
use is largely driven by consumers’ preferences: cash
is used for its low costs, for convenience, for its sim-
plicity, for expenditure control, and to preserve pri-
vacy [36]. There are two main competing conjectures
about how cash-affine consumers may view CBDC.
On one hand, it is well conceivable that cash-affine
people will not have a demand for a (new) digital
payment instrument—simply because cash fulfills
their needs. On the other hand, CBDC may as well
be attractive to cash-affine users, in particular if it is
convenient, generates low costs, and resolves the con-
cerns that might have stopped them from adopting
digital payments offered by the private sector [24].

The three consumer types are measured with the
dummy variables Cash-affine, Tech-savvy and Cryp-
tocurrency owner, respectively. Appendix B presents
a definition of all variables and Table C.1 reports
descriptive statistics. In our sample, 8% are cryp-
tocurrency owners, 15% are tech-savvy and 35% are
cash-affine. While the groups are intentionally not
disjoint, as visualized in Figure 1, the correlation
between these three groups is rather low such that
we can include all three dummies simultaneously.

Further controls In order to account for con-
founding effects, we consider a number of basic socio-
economic controls. Moreover, we include a set of
background variables that could potentially have im-
plications on respondents’ attitudes towards CBDC:
the stated importance of retaining cash for anony-
mous payments, the stated importance of hoarding
cash, and trust in the central bank. To rule out that
the latter variable merely reflects whether a person
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Cash-affine (697)
Cryptocurrency
owner (159)

Tech-savvy (290)

575

167

70

Not one of the three
consumer types (860)

39

40
73

10

Figure 1: Venn diagram for the three consumer types
(in absolute numbers). The total number of observa-
tions for each type is provided in parentheses.

is generally less or more trusting, we also include a
variable measuring trust in people.

3.3 Specification
For each binary dependent variable of interest Yi, we
estimate a series of multivariate logistic regression
models, specified in the basic form as

P (Yi = 1|Xi) = exp(Xiβ)
1+exp(Xiβ) , (1)

where Xi denotes the row vector of respective con-
trol variables. We dichotomize individual responses
reported on ordinal scales to a binary outcome follow-
ing predefined rules. For compactness, each table in
Appendix reports results from four regression specifi-
cations run separately for each of the two dependent
variables. In the default specification (specification
1, respectively 5), Xi consists of a constant term
and the three consumer types defined above. This
default specification is extended with binary control
variables in three steps. Specification (2, resp. 6)
adds a set of socio-economic controls. This specifi-
cation is fitted without the consumer types. Spec-
ification (3, resp. 7) combines the consumer types
and the socio-economic controls. Specification (4,
resp. 8) additionally includes the behavioral controls
of interest (hoarding of cash important, anonymity
of cash important, trust in central bank, trust in peo-
ple). Occasionally, special controls are included for

selected dependent variables and discussed in the
respective sections below.

The logistic regression models are fitted with the
maximum likelihood method. For the sake of inter-
pretability, we refrain from reporting raw logistic
regression coefficients. Instead, we calculate the av-
erage marginal effects and test their statistical sig-
nificance. The coefficient values indicate the average
percentage points change in the dependent variable
if the binary predictor changes from zero to one.
Each table also reports means of the dependent vari-
able (which may vary across specifications due to a
list-wise exclusion of missing values), the number of
cases, and two goodness-of-fit measures.

Empirical studies of cryptocurrency users [1, 9, 37]
find an interest in the technology to be one of the
prime reasons for cryptocurrency ownership. This
would suggest that cryptocurrency owners are rather
similar to tech-savvy consumers. A smaller frac-
tion of cryptocurrency ownership, however, has been
found to be driven by other considerations, like the
independence from banks, the idea of decentralized
finance, etc. This would suggest that cryptocurrency
owners have different attitudes towards money than
tech-savvy persons. To test whether the respective
coefficients ofCryptocurrency owners andTech-savvy
differ statistically, we report results from a likelihood
ratio test (LRT) for the null hypothesis that the two
coefficients are equal. The test statistic is computed
from the underlying logistic model and we report
the p-value for each specification where it applies.

Each regression analysis deliberately uses similar
specifications. This approach inhibits the search for
statistically significant effects and limits potential
model selection bias.

4 Results

Before presenting the results, we note that the sur-
vey module on the digital euro was introduced by
a general and simplified explanation of the digital
euro. It was explicitly stated that a digital euro
would be complementary to cash and that one digital
euro would have the same value as one euro in cash.
Respondents were told that digital euro payments
would be free of charge, secure, and convenient.

4.1 Interest in CBDC
We first assess people’s principal interest in the dig-
ital euro. Overall, we find that 17% of the sample
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express an explicit interest and 37% state that their
interest is rather limited (in the subsequent regres-
sions these two categories are collated). 46% of the
sample is not interested at all.

Column 2 in Table C.4 shows that interest is sig-
nificantly higher among younger, higher income, and
higher educated respondents. These findings largely
mirror the results of other studies on the adoption
of financial technologies [36, 8]. We find strong dif-
ferences between our consumer types: tech-savvy re-
spondents are 23 percentage points (pp) more likely
to be interested and cryptocurrency owners are 15
pp more likely to be interested (column 1) than the
respective comparison groups, confirming our pre-
sumption that these two groups are open-minded
to the new technology. In contrast, cash-affine con-
sumers are 29 pp less likely to be interested than
non cash-affine ones. In column 3, we include socio-
demographic controls and our type variables jointly.
The respective results are qualitatively similar, which
shows that the differences across type variables are
not driven by socio-demographic factors.

To control for further confounding effects, specifi-
cation 4 includes a set of additional variables: the
stated importance of hoarding cash and making
anonymous cash payments, as well as trust in the cen-
tral bank. These variables enter significantly with the
expected signs. The point estimate for Cash-affine is
reduced slightly. Qualitatively, however, the finding
that cash-affine users have a much lower interest
in CBDC remains unchanged. This corroborates re-
sults from the payment literature which shows that
cash users tend to react to payment innovations only
sluggishly.4 Our results indicate that this reaction is
unaffected by whether the innovation is a new pay-
ment card, for example, issued by a private entity,
or a new form of money issued by a central bank.
The results in Table C.4 (i. e., specifications 1–4)

are of significant importance for the remainder of
this paper as most of the subsequent analyses are
based on the subsample of persons reporting
at least some interest in the digital euro. This
avoids noise in the data which would arise if persons
who are completely uninterested in the digital euro
were asked for their attitudes and preferences.

Our focus on this smaller sample introduces some
changes in its key characteristics. About two thirds
of cash-affine users are not interested in a digital euro.

4For example, [14] show that payment behavior of (in-
tensive) cash users is barely affected by the availability of
contactless debit cards.

In contrast, more than 70% of tech-savvy persons
and cryptocurrency owners are interested. Table C.2
contrasts the sample characteristics for interested
(column 2) and uninterested persons (column 1).
For almost all variables we find significant and of-
ten sizable differences, e. g., the sample we analyze
henceforth is characterized by a substantial under-
representation of cash-affine users, older persons,
persons who prefer anonymous payments, persons
for whom hoarding of cash is important, and risk
averse persons. In contrast, there is a strong overrep-
resentation of tech-savvy persons, cryptocurrency
owners, young, higher educated, high income persons,
and of those who trust in central banks and people.

4.2 The future of cash
A common thread in policy discussions on CBDC
is the question whether a CBDC may complement
or substitute cash. Cash payments have declined in
many countries over the past couple of years, with
Sweden or Norway being known as forerunners in
the transition to a cashless society [20]. CBDC could
potentially accelerate this shift. We asked all survey
respondents whether they believe that cash should
keep its current relevance or whether it can lose
importance or disappear altogether. Overall, 64%
of the respondents state that cash should retain its
current relevance.
Table C.4 reports the logistic regression results

(specifications 5–8). Consistent with the litera-
ture [14, 23, 36], older consumers value traditional
experiences and, as a result of their technology in-
ertia, strongly advocate for the retention of cash
payments. Persons with higher education or income
tend to accept a decline in the relevance of cash (col-
umn 6). The effect fades out as the consumer types
and other behavioral controls are added (columns 7
and 8). Unsurprisingly, cash-affine users are much
more likely, whereas tech-savvy persons and cryp-
tocurrency owners are much less likely to state that
“cash should keep its current relevance.” These results
show that cash-affine users not only tend to oppose a
digital euro, but also want cash to remain important.
Some drivers for this, included in the specification 8,
turn out to have strong effects. People who state that
cash is needed to make anonymous payments are 26
pp more likely to support the relevance of cash. The
importance of hoarding cash adds 21 pp. On average,
people who agree to both reasons support the reten-
tion of cash almost unanimously. While tech-savvy
respondents have a significantly lower support for
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cash than the comparison group, on average, the
share supporting cash is still above 50%. The same
holds for cryptocurrency owners. These results em-
pirically underpin the approach of central banks to
offer CBDC as an additional offer to consumers such
that cash will not be replaced.5

4.3 Account or token-based access
Considering the implications and path dependen-
cies emerging from the choice of an access model,
it is of interest to find out which option is more
preferred by the general public. Two idealized access
models, account and token-based, were presented
to respondents in simplified scenarios – using the
analogy of debit card and cash payments and avoid-
ing any technical jargon. Since it is not trivial to
present these choices to respondents and question
wording may affect responses, Figure 2 displays the
formulation of questions and the respective answers.
Specifically, we have used a sequence of three ques-
tions to introduce the trade-off to the respondents.
The answers show that an account-based digital euro
is preferred to a token-based system (50% versus
23%). 15% of respondents have no clear preference
and 13% answer that they don’t know. The support
for an account-based implementation is also found in
the sub-populations of cash-affine users, tech-savvy
persons, and cryptocurrency owners.
For the logistic regressions we have constructed

a dummy variable which is 1 if respondents are in
favor of a cash-like (token-based) system and 0 if
they are in favor of an account-like system or if they
do not care.6 The results presented in Table C.5 show
that the token-based access model is significantly less
likely to be endorsed by female and older repondents.
Cash-affine persons are more likely to prefer digital
tokens (column 3), however the difference of 7 pp
is not large enough to make the majority of this
group to support a cash-like CBDC. Cryptocurrency
owners show the strongest support (in relative terms)
for a token-based model, which we explain with their
greater familiarity with this access mode.
Typically, females and older persons are found

to be more risk averse than the average consumer
[22]. Specification 4 includes a dummy variable Risk
averse which is 1 if a person is not willing to accept

5E. g., “The digital euro would not replace cash”, ECB
President Lagarde (https://www.ecb.europa.eu/press/key/
date/2022/html/ecb.sp220114~fe1e70ec1a.en.html).

6Omitting don’t know answers does not affect the regres-
sion results qualitatively.

any financial risks in exchange for a higher than
average return (see the Appendix for a definition of
variables), which applies to 50% of the population.
The results show that risk averse persons have a
lower preference for a token-based system, on average.
Controlling for risk aversion also moderates the effect
of gender, age and cash affinity, as expected. Finally,
column 4 includes trust in the central bank. The
results show that the preference for an account model
increases with the amount of trust in central banks.

Taken together, our results indicate that an over-
whelming share of the population has a preference
for an account-like CBDC. This applies to cash-affine
consumers, tech-savvy persons, and cryptocurrency
owners. This finding is connected to the risk of finan-
cial losses with risk averse persons being significantly
more likely to prefer an account-based access model.7

4.4 Offline and P2P payments
We also asked the respondents about their prefer-
ences on selected features that have been brought up
in policy discussions on CBDC design. One example
is the perceived importance of making offline pay-
ments. About 40% of the respondents stated that
offline functionality is “very important,” another
33% considered it “important,” 11% “rather not im-
portant,” and only 8% “not important at all.” 7%
responded that they do not know. We construct a
dummy variable taking a value of 1 for the first two
categories and 0 otherwise (omitting don’t knows).
Table C.6 (columns 1–4) reports the logistics re-

gression results. Tech-savvy users are 12 pp more
likely to consider offline functionality important than
the reference group. Given the high mean of the de-
pendent variable across the sample, this suggests
that this consumer type overwhelmingly regards an
offline option as indispensable. In other words, even
tech-savvy persons do not believe that the inter-
net connectivity can always be taken for granted
in all future payment situations. By contrast, cash-
affine users are at least 6 pp less likely to consider
offline features of CBDC important. While this de-
cline is modest against the high mean value, the
result might reflect that cash-affine users have al-
ready an offline payment instrument in use.

7Although we are confident about these general findings,
we note that answers are likely biased in the direction of an
account-based CBDC as the questions emphasize the risk of
financial losses. In future implementations of such surveys, it
would be interesting to implement survey experiments with
different formulations.
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Q Cash-like digital euro

“Suppose that the digital euro works very similar to cash.
Payments are not linked to your identity and are hard to
trace. However, in case you lose such a digital euro or if
you fall victim to theft, the monetary loss is irrevocable.
Under such conditions, would you use a digital euro?”

Q Account-like digital euro

“And now suppose that the digital euro functions like a
debit card with an account. Such payments can be linked
to your identity and are traceable, but the risk of loss is
very low. Under such conditions, would you use a digital
euro?”

% Would use
cash-like

Would use
account-like

Yes, certainly 10 15
Rather yes 31 45
Rather not 25 21
No, certainly not 24 8
I don’t know. 10 11

100 100

Q Preferences cash-like vs. account-like

“And which of these variants would you prefer: Would
you rather disclose your identity and open an account to
keep the risk of loss low, or would you prefer a cash-like
digital euro?”

Identified account and thus no risk of loss 50
No account, but risk of loss 23
I don’t care. 15
I don’t know. 13

100

Note: Subset of respondents who are generally interested
in the digital euro.

Figure 2: Sequence of questions to elicit consumer
preferences on token vs account-based access.

A similar picture emerges for person-to-person
(P2P) payments. About 20% of the respondents con-
sider the P2P functionality as “very important”, 33%
“important,” 23% “rather not important,” and 16%
“not important at all;” 7% do not know. Table C.6
shows the regression results for a dummy variable
that is constructed in the same way as before. Al-
though fewer respondents, on average, consider the
P2P functionality important than the offline fall-
back, we observe the same direction of effects for the

controls. Tech-savvy persons are more likely to de-
mand P2P functionality. Cash-affine users demand it
less, confirming our interpretation above that these
users cannot be “bought in” with features. More-
over, respondents who value the anonymity of cash
payments are 12 pp less likely to demand P2P func-
tionality than the reference group. Perhaps, they
believe that cash is and will remain unchallenged for
P2P payments, which indeed involve some anonymity
in many social contexts (e. g., donations, but also
bribes, which were not prompted). Most interestingly,
cryptocurrency owners are 21 pp more supportive
of the P2P payment feature. One possible explana-
tion is that cryptocurrency owners in principle like
the P2P functionality offered by cryptocurrencies,
but it is not very useful for them in daily life as
too few counterparties exist to transact with. Cur-
rently, making cryptocurrency payments is a niche
application.8 Cryptocurrency owners might expect
that a CBDC would lead to a wider adoption of
digital P2P payments in the general economy. As a
result, they could benefit from the emerging network
externalities.
In summary, our respondents consider an offline

fallback relatively more important than P2P func-
tionality. Both features will benefit tech-savvy users,
in particular, but are unlikely to convince cash-affine
persons to revisit their aversion against a digital euro.

4.5 Attitudes to security and privacy
CBDC design decisions regarding security and pri-
vacy are considered among the most critical for a
broad acceptance of CBDC among consumers.
To inform CBDC designers, the survey elicits re-

spondents’ assessment of several basic attributes of
a digital euro with the question “How important are
the following attributes of a digital euro to you?”
Answers were given on a scale from 1 (very impor-
tant) to 5 (not important at all). Before discussing
results, it should be noted that such an exercise, ev-
idently, represents only a first attempt to eliciting
user needs. As outlined above, the involved trade-offs
are complex (e. g., between privacy and retention of
transaction data) and it is difficult to make respon-
dents aware of them by means of short survey ques-
tions. In addition, answers will depend on the chosen
question wording. This cautions against stretching

8A striking 67% of cryptocurrency owners in our sample
state that they have “never” used Bitcoin or other cryptocur-
rencies to pay for goods or services. Only 5% state that they
do so “one or more times per month.”
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How important are the following attributes of a digital euro to you?
(% of respondents who indicated at least some interest in the digital euro, N = 1083)

1 – Very important 2 3 4 5 – Not important at all Don’t know

Making payments is easy and convenient 61 20 10 3 4

It is possible to pay on the internet 45 27 14 5 4 5

Clear display of expenses and remaining credit 53 29 10 4

Strict protection of my personal data 65 17 11 4

Individual transactions are untraceable 28 22 26 9 9 7

No retention of data on persons and payments 39 24 20 6 5 6

High security against fraud and theft 68 16 10 4

Funds recoverable after device/password theft 63 19 10 3 4

Possibility to dispute and undo payments 56 24 11 3 4

Figure 3: Importance of attributes including security and privacy items.

the interpretation of the results. Nevertheless, we
consider the responses informative on how potential
CBDC adopters rank security and privacy aspects.
Figure 3 summarizes the answers on all items,

ranked by their importance. We have asked respon-
dents to rate three aspects of security (“high se-
curity against fraud and theft”, “funds recoverable
after device/password theft”, “possibility to dispute
and undo payments”) and three aspects of privacy
(“strict protection of my personal data”, “no reten-
tion of data on persons and payments”, “individual
transactions are untraceable”). On average, security
aspects tend to be considered more important than
privacy aspects. For example, almost 70% of the
respondents state that high security against fraud
and theft is very important. Interestingly, two pri-
vacy aspects are ranked lowest by respondents, on
average. This likely reflects that most consumers
have experience with electronic forms of money and
have not encountered problems with the processing
of respective data (e. g., by banks).
Table C.5 (specifications 5-8) reports the regres-

sion results for the leading security attribute (“high
security against fraud and theft”).9 The findings
show that there are no qualitative differences be-
tween cryptocurrency owners, tech-savvy persons
and cash users regarding the importance of security.

Some differences are found for female and older re-

9We have recoded answers to a dummy variable which is 1
for “very important” and “rather important” and 0 otherwise
(omitting don’t know answers).

spondents, who value security significantly more than
males and the young generation (up to 35 years). In
addition, risk averse persons and persons with high
trust in the central bank attach more importance to
security. As with regards to the consumer types, we
find small significant effects, e. g., cash-affine users
are 5 pp less likely to favor “high security against
fraud and theft” in comparison to the reference group
(specification 5 of Table C.5). Overall, these differ-
ences appear negligible in comparison to the average
support for a high security against fraud and theft.

Table C.7 with results for the leading privacy at-
tribute (“strict protection of personal data”) looks
very similar in terms of socio-demographic controls.
Interestingly, we do not find any significant differ-
ences between the consumer types. Quite expectedly,
respondents who value the anonymity of cash are
more likely to emphasize the importance of personal
data protection (specification 4 of Table C.7).
To rule out that the absence of significant cor-

relations is caused by the generally high approval
of these attributes, Table C.7 also presents the re-
sults for the lowest-ranked item (“individual trans-
actions are untraceable”). We do not find any signif-
icant differences across socio-demographic variables.
Among the consumer types, cryptocurrency owners
are the only ones who express a sizably higher prefer-
ence for untraceable transactions. This is interesting
given the well-known privacy limitation of Bitcoin
and other similar cryptocurrencies, in which all the
transactions are public and traceable [12]. It is also
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notable that cash-affine users do not endorse this pri-
vacy feature significantly more, although attitudes
on the importance of the anonymity of cash as well as
cash hoarding are strongly and positively associated.
Perhaps only a fraction of the cash-affine respon-
dents could link anonymity to untraceability, two
non-trivial concepts, whereas many others stick to
cash for convenience, conservatism, or out of habit.

5 Discussion

Our results highlight a fairly sharp divide in the
perceptions of individuals who use cash more inten-
sively as opposed to the rest. The significantly lower
interest in the digital euro by cash-affine respondents
is not primarily driven by socio-economic character-
istics or by background variables that affect both
cash-use and interest in CBDC. Overall, only slightly
more than half of the respondents show some interest
in the digital euro at all. Please keep in mind that
the following discussion refers to this rather peculiar
sub-population that has at least some interest.

User needs In terms of user needs, roughly one
third of the respondents expect some advantage for
themselves, should a digital euro be available as
a payment instrument. Not very surprisingly and
in line with [33] and [11], the responses show that
younger people see more advantages than older ones.
Cash-affine respondents are less likely to see an ad-
vantage from the digital euro than tech-savvy respon-
dents or cryptocurrency owners. The sharp divide
between cash-affine users and the others is corrob-
orated by the fact that this user group not only is
hesitant about the adoption of a digital euro, but
also wants to see an important role for cash in the
future. Note that even among the tech-savvy respon-
dents, who are most likely to adopt a digital euro,
the support for cash is strong. More than 50% wish
that cash retains an important role in the future.
We acknowledge that this finding may well reflect
an Austrian specificity, given its still high cash in-
tensity. Contrasting this with results from a highly
cash-less society, for example, the Netherlands, could
be instructive for future research.

Technology preference CBDC developers face
a number of challenges when choosing specific tech-
nical implementations. The decisions often involve
trade-offs. The ECB [17] presents some of these
challenges in terms of principles or desiderata to be

fulfilled simultaneously. Our data allow us to inform
this discussion with a perspective from potential
users. When confronted with simplified versions of a
key trade-off, users strongly prefer an access model
that resembles a bank account rather than a digital
token (i.e., a digital equivalent of a bearer instrument
that can get lost). This holds across all consumer
types. The data suggest that risk aversion might
be a key driver of this preference, which could have
been amplified by the chosen question wording em-
phasizing the risk of losses. Despite the strength of
this result, it should be considered tentative and the
sensitivity to framing effects should be evaluated
before deriving design decisions.
The question whether a digital euro should be

equipped with offline functionality is debated among
policy makers. While sometimes justified with better
resilience, an offline functionality could also give a
CBDC a comparative advantage over most existing
forms of electronic payments. The main lesson we
can learn from this study is that such a feature is
regarded important by the user group we describe
as tech-savvy. Cash-affine users, however, express
less need for this feature, indicating that the missing
offline functionality is not the main reason why they
prefer cash over other available electronic payment
options. When it comes to the opportunity to use
the digital euro for direct payments between per-
sons (P2P), it is overall regarded as less important
compared to the offline functionality. Among the
three consumer types studied, cryptocurrency own-
ers are most supportive for a P2P functionality of a
digital euro. In summary, although offline and P2P
functions could make the digital euro more cash-
like, offering these features would not be sufficient
to convince cash-affine users to adopt it.

Security and privacy preference The public
consultation by the ECB [19] revealed that security
and privacy of transactions are high priority issues
(for the participants of the consultation). Of course,
such a consultation is prone to selection bias, which
is not easy to correct for. We asked potential users
about specific security and privacy concerns. Overall,
our respondents seem to attribute more importance
to security than to transaction privacy. This is in
some contrast to the findings of the ECB consulta-
tion but concords with the results in [27]. Note that
we stressed in our questionnaire that physical cash
will remain available. Arguably, our respondents see
no need for CBDC to provide privacy in payments.
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Policy implications The debate and the feeling
of urgency for the provision of CBDC in policy cir-
cles is not mirrored in the broader population: many
people have not heard about a digital euro at all, and
many respondents show no interest. In the group
that shows some interest, we see a marked division
between cash-affine users and the rest. Cash-affine
users seem difficult to buy in to the idea of a retail
CBDC. So, the most likely early adopters are among
tech-savvy users and cryptocurrency owners. These
two groups, however, do not always share the same
views with respect to some key design considera-
tions. In terms of implementation, users seem to
prefer an account-like solution and be surprisingly
(to the authors) indifferent with respect to transac-
tion data privacy. These conclusions need, however,
qualifications, which we have provided in the text.

CBDC designers should at least be aware how new,
unknown, and exotic their considerations are to the
general public. To minimize the risk of retail CBDC
becoming an unsuccessful government project, they
are advised to extensively and clearly explain the de-
sign options and trade-offs to the group of prospect
adopters. Perhaps, the most general lesson emerg-
ing from this study is that CBDC designers cannot
hope to get very precise guidance on the key de-
sign decisions by just asking users about a payment
instrument that does not yet exist and that nec-
essarily appear a bit elusive and mysterious. The
development of a retail CBDC will need an intensive
interaction and dialogue with prospective users. This
involves monitoring the effectiveness of communica-
tion activities as well as collecting information about
prevailing concerns with repeated empirical studies
and methods that are robust to selection bias.

Limitations The pandemic situation forced us to
use a new sampling procedure relative to prior OeNB
Barometer surveys. As a result, we have limited in-
formation on the non-response bias. Both the initial
contact via telephone and a rather high share of self-
selected CAWI interviews cause uncertainty. To com-
pensate for this, we checked for potential biases in
relevant variables by benchmarking against external
data sources and past OeNB Barometer surveys (see
Appendix A). Our sample seems somewhat biased
with respect to internet use, financial market partic-
ipation, and risk appetite in financial investments.
These variables are likely to be correlated with the
willingness to adopt CBDC. We took two measures
to account for this uncontrollable bias. First, we

only present unweighted results.10 Second, when dis-
cussing aggregate results, we refer to the “sample”
and not to the “population.” The potential sam-
ple bias is less problematic when discussing results
from our multivariate analyses because we control
for variables that are correlated with internet use,
financial market participation, and risk attitudes.
Concerning validity, our survey demanded a lot

of imagination from its participants as we were in-
terviewing about a hypothetical technology many of
them knew nothing about. Moreover, the data qual-
ity hinges on the instrument design, specifically the
wording of questions. For many concepts we could
not draw on established constructs and scales. While
we tried to evade all avoidable pitfalls with extensive
pretests, and are generally confident in the results
given their coherence and plausibility, some potential
framing effects cannot be fully ruled out. Finally,
Austria is a small country with comparatively high
cash use. Not all results from Austrian consumers
might generalize to more cashless societies or the
euro area as a whole.

6 Conclusion

Our empirical results suggest that it is far from cer-
tain that the introduction of a digital euro will uncon-
ditionally lead to its widespread adoption. While we
provide some concrete guidance for CBDC design, we
interpret our findings as tentative and exploratory.
While the scope of the data collection should be

extended beyond Austria, either to the euro area as
a whole or to a selected set of countries with distinct
payment conventions, it is important to keep in mind
that some of the assumed social benefits of CBDC,
such as stability and privacy, seem incredibly hard
to evaluate with direct questions to potential users.
Innovative (combinations of) empirical methods are
needed to collect valid and generalizable evidence
that speaks to these questions. Our approach to
identify consumer types that are more experienced
with specific aspects than the general population may
be worth retaining in such studies. Scaling up this
research requires a lot of effort, which is worthwhile
given the strategic importance attributed to retail
CBDC and the strong path dependencies inherent
to its technical and economic design.

10Post-stratification weights are available. Qualitatively,
the use of weights has only a minor impact on reported
percentages. See Table C.1 in the appendix for a comparison
of weighted and unweighted sample means.
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A Data quality check

Given the break in the survey mode, the fact that
we have very little information on non response bias
due to the contact via telephone and a rather high
share of self-selected CAWI interviews, we checked
for potential biases in relevant variables by compar-
ing against external data sources and past OeNB
Barometer surveys.

With respect to region, age, gender, education and
income our sample is comparable with samples from
previous OeNB Barometer surveys. Also employment
status is comparable with a slightly lower share of
retired individuals when compared to past surveys.
The unweigthed sample has a slightly higher share
of highly educated individuals if compared to past
surveys.
As regards internet use, 94 % of individuals re-

port that the use the internet privately on a regular
base. This number can be checked against two ex-
ternal sources: the Austrian Internet Monitor (AIM,
2021/1)11 with 90% and a survey by Statistics Aus-
tria from 2020 with 92%.12

Further splitting internet use across sub-
populations, we find that internet use is 95 %
among men and 93 % among women. In comparison
AIM reports 94% and 87%. In our sample 80% of
individuals report daily use of the internet. This
compares to a rate of 80% at AIM. While the
comparison suggests that our sample is by and large
representative, we see nevertheless a bias in the joint
consideration of age and internet use. In the age
group 20-59 the gap between the OeNB-Barometer
and AIM is minor with respect to internet use, the
gap increases if we look at the age group above

11Source: INTEGRAL Markt- und Meinungsforschungs-
ges.m.b.H. https://www.integral.co.at/downloads/
Internet/2021/07/AIM-C_1HJ21.pdf.

12Source: Statistik Austria https://www.statistik.
at/web_de/statistiken/energie_umwelt_innovation_
mobilitaet/informationsgesellschaft/ikt-einsatz_in_
haushalten/index.html.

60. For example in our sample internet use in the
group 60-69 is 96% compared to 83% at AIM. For
individuals above 70 we have 74% and AIM has
57%. We therefore must take into account that our
sample is biased with regards to internet use in
general and in particular when we look at older
internet users. We suspect that the participation
rate among the individuals who chose the online
option is higher than for those who could give an
interview by phone only.
With respect to risk attitudes we see that in the

OeNB Barometer 2018 and 2019 55% reported zero
risk tolerance with respect to financial decisions.
In our sample the comparative rate is 50%. In past
waves, 14% reported that they would accept a higher
risk for a higher expected return. In our sample this
share is 20%.

A direct comparison with respect to ownership of
financial products is not possible since external data
refer to households whereas the OeNB Barometer
refers to individuals. If we take the third wave of
the Household Finance and Consumption Survey
(HFCS) as a reference point, we can say that 86% of
households had a savings account, a life insurance
or a home loan and savings contract.13 Our sample
has 79%. According to HFCS 5% of households in
Austria hold stocks. In our survey 13% of individuals
report stock ownership. In the OeNB-Barometer
2020/2 which was conducted with mixed methods
also the stock ownership rate was 8% and thus nearer
to the HFCS numbers.

Finally, we note that 8% of respondents state that
they own cryptocurrencies. Previous surveys from
2019 report an ownership rate of about 2% ([37]).
We consider it likely that ownership has increased
from 2019 to 2021. The finding that about 40% of
respondents state that they hold less than 1,000 euro
in cryptocurencies suggest an inflow of new investors.
Nevertheless, the ownership seems rather high when
comparing with international surveys. For example,
in the U.K. ownership was estimated to be 4.4%
(Source: Financial Conduct Authority, 2021).

B Description of variables

Cryptocurrency owner : Derived from two survey
questions. The first question asks whether re-
spondents have heard of “Bitcoin or of other
so-called cryptocurrencies”. For those respon-

13See https://www.hfcs.at/ergebnisse-tabellen/
hfcs-2017.html.
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dents that have heard of cryptocurrencies, a
follow-up question elicits the degree of interest
in cryptocurrencies. Dummy variable = 1 for an-
swers “I currently own Bitcoin” and “I currently
own other cryptocurrencies”, 0 otherwise.

Tech-savvy: Based on the following question: “How
would you assess yourself in relation to techno-
logical developments, e.g. new devices or appli-
cations? Which of the following statement best
applies to you?” Answers comprise “a) Highly
interested, I would like to try new devices or
applications immediately”, “b) I am interested,
but would not want to buy or try new devices
or applications immediately”, “c) I buy new de-
vices or applications only if I see a benefit”, “d) I
am not interested in technological developments
and only buy new devices when I need them”.
Tech interest high = 1 if respondents choose
answer a, 0 otherwise.

Cash-affine: Derived from self-stated payment be-
havior. “If you think about all your purchases,
including those made online, for food, clothing,
services, gasoline, etc. Do you spend more (by
value) in cash or more cashless – with cards
or cell-phone?”. Dummy variable=1 if “exclu-
sively cash” and “more cash than cashless”, 0
if “about equal”, “more cashless than cash”,
“predominantly cashless.”

Age: Measured by three dummy variables Age group
16–35, Age group 36–65 and Age group 66+.

Female: Binary variable coded 1 for female respon-
dents and 0 otherwise.

Urban: Dummy variable which takes a value of 1 if
a respondent reports to reside in a municipality
with 20,000 and more inhabitants.

High net income; income NA: Dummy variables.
For those respondents who provided an answer
about their household income, we compute ter-
cils. High net income is coded 1 for respondents
with a reported household income in the highest
tercil (3.750 euro, mid-point of income brackets).
Income NA is coded 1 for respondents who did
not provide their household income (about 21%
of the sample).

Academic: Dummy variable which encodes respon-
dents with university education (1) and with
non-academic background (0; e. g., mandatory
schooling or technical colleges).

Hoarding of cash important: Based on “There are
many people who like to have more cash at their
disposal than would be necessary for daily life,
as a reserve or to save. How important is it
for you personally that one can hold a higher
amount of cash?” Dummy variable coded as
1 for “very important” and “important”, 0 for
“rather not important” & “not important at all”.

Anonymity of cash important: Based on the state-
ment “Cash should be retained such that anony-
muous payments can be made”. Dummy vari-
able coded as 1 if respondents “fully agree” or
“somewhat agree”, 0 if “somewhat disagree” and
“fully disagree.”

Trust in central bank: Based on “How much do you
trust the following institution . . . the Österre-
ichische Nationalbank” (Central Bank of Aus-
tria)? Dummy variable coded as 1 if “very high”
and “high”, 0 if “rather low” or “very low”.

Trust in people: Based on “Generally speaking,
would you say that most people can be trusted
or that you cannot be too careful in life?”. An-
swers range from 0 (“cannot be too careful”)
to 10 “most people can be trusted,” linearly
rescaled to the unit interval.

Risk averse: Based on the question: “If there are fi-
nancial decisions in your household: which of the
following statements best describes your atti-
tude toward risk: a) if I can expect a substantial
profit, I am willing to take substantial financial
risks; b) if I can expect an above-average profit,
I am willing to take above-average risks; c) if I
can expect average profits, I am willing to take
average financial risks; d) I do not want to take
any risk.” Risk averse = 1 if respondents choose
answer d), 0 otherwise.

C Statistical tables
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Table C.1: Descriptive statistics

Variable N
Mean value

unweighted weighted

Panel A. Dependent variables (full sample)
Interested in the introduction of a digital euro 2006 0.54 0.52

Panel B. Dependent variables (interested in the offer of a digital euro = 1)
Belief that the digital euro brings personal advantages 914 0.43 0.43
Cash should keep its current relevance 1078 0.48 0.48
Need for a digital euro for payments on the internet 1003 0.54 0.54
Need for a digital euro for larger payments 991 0.53 0.52
Need for a digital euro for spending when traveling abroad 962 0.53 0.53
Need for a digital euro for payments for daily grocery shopping 997 0.40 0.39
Need for a digital euro for payments in hotels and restaurants 996 0.37 0.37
Need for a digital euro for sending money to persons abroad 868 0.40 0.40
Need for a digital euro for payments to persons (gifts, tips, yard sale) 986 0.33 0.34
Need for a digital euro for hoarding/saving of money 971 0.34 0.34
Preference for a cash-like digital euro 945 0.26 0.27
Would use if cash-like 970 0.46 0.47
Would use if account-like 969 0.67 0.66
Importance of offline functionality 1007 0.79 0.78
Importance of P2P functionality 1007 0.57 0.57
High security against fraud and theft 1045 0.86 0.86
Strict protection of my personal data 1045 0.85 0.83
Funds recoverable after device/password theft 1041 0.85 0.84
Making payments is easy and convenient 1040 0.85 0.84
Possibility to dispute and undo payments 1035 0.84 0.84
Clear display of expenses and remaining credit 1035 0.85 0.84
It is possible to pay on the internet 1029 0.76 0.74
No retention of data on persons and payments 1022 0.67 0.66
Individual transactions are untraceable 1007 0.53 0.53
Trust in central bank as issuer of CBDC 983 0.81 0.81
Trust in own commerical bank as issuer of CBDC 1030 0.83 0.82

Panel C. Main explanatory variables (full sample)
Cash-affine 1984 0.35 0.38
Tech-savvy 2006 0.15 0.14
Cryptocurrency owner 2006 0.08 0.07

Panel D. Explanatory variables (interested in the offer of a digital euro = 1)
Cash-affine 1075 0.22 0.22
Tech-savvy 1083 0.20 0.21
Cryptocurrency owner 1083 0.11 0.10
Age group 16–35 1083 0.40 0.37
Age group 36–65 1083 0.48 0.50
Age group 66+ 1083 0.12 0.13
Female 1083 0.50 0.46
Academic 1083 0.21 0.17
Urban 1083 0.50 0.53
High net income 1083 0.29 0.28
Income NA 1083 0.19 0.18
Hoarding of cash important 1046 0.51 0.51
Anonymity of cash important 1060 0.82 0.82
Trust in central bank 1000 0.74 0.73
Trust in people 1071 0.42 0.43
Risk averse 1083 0.35 0.36
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Table C.2: Sample comparison: Interested vs not interested in the digital euro
Not interested Interested Test of equal means

Mean Mean p-value
(1) (2) (3)

Cash-affine 0.51 0.22 ***
Tech-savvy 0.08 0.20 ***
Cryptocurrency owner 0.05 0.11 ***
Age group 36–65 0.57 0.48 ***
Age group 66+ 0.21 0.12 ***
Female 0.53 0.50
Academic 0.12 0.21 ***
Urban 0.44 0.50 **
High net income 0.20 0.29 ***
Income NA 0.24 0.19 **
Hoarding of cash important 0.68 0.51 ***
Anonymity of cash important 0.93 0.82 ***
Trust in central bank 0.63 0.74 ***
Trust in people 0.38 0.42 **
Risk averse 0.63 0.35 ***

Note: The table shows means of variables (in rows) for the sample of uninterested respondents and
the sample of interested respondents. Row-wise maxima are highlighted. Significance levels for t-tests
of equal means: *p < 0.05, **p < 0.01, ***p < 0.001.

Table C.3: Belief that the digital euro brings personal advantages
(1) (2) (3) (4)

Cash-affine −0.09 * −0.09 * −0.09 *

Tech-savvy 0.22 *** 0.20 *** 0.19 ***

Cryptocurrency owner 0.25 *** 0.23 *** 0.26 ***

Age group 36–65 −0.14 *** −0.11 ** −0.12 ***

Age group 66+ −0.19 *** −0.14 ** −0.13 **

Female −0.08 * −0.04 −0.01
Academic 0.04 0.03 0.02
Urban −0.01 −0.01 −0.03
High net income 0.00 −0.02 −0.03
Income NA −0.09 * −0.09 * −0.08
Hoarding of cash important −0.02
Anonymity of cash important −0.04
Trust in central bank 0.01
Trust in people 0.31 ***

Mean dependent variable 0.426 0.426 0.426 0.434
LRT tech-savvy = crypto owner 0.098 0.149 0.055
Pseudo-R2 0.06 0.02 0.08 0.18
Log likelihood −584 −608 −575 −509
Observations 908 914 908 829

The table shows marginal effects from logit regressions.
Subset of respondents who report at least some interest in the digital euro.
Significance levels: *p < 0.05, **p < 0.01, ***p < 0.001.
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Table C.4: Results of two logistic regressions (the dependent variable is shown in a multi-column header)
Interested in a digital euro Cash should keep its relevance

(1) (2) (3) (4) (5) (6) (7) (8)

Cash-affine −0.29 *** −0.26 *** −0.22 *** 0.34 *** 0.33 *** 0.22 ***

Tech-savvy 0.23 *** 0.18 *** 0.17 *** −0.11 *** −0.07 ** −0.08 **

Cryptocurrency owner 0.15 *** 0.11 * 0.14 ** −0.11 ** −0.09 * −0.09 *

Age group 36–65 −0.18 *** −0.15 *** −0.15 *** 0.16 *** 0.12 *** 0.12 ***

Age group 66+ −0.27 *** −0.21 *** −0.22 *** 0.14 *** 0.08 ** 0.09 **

Female −0.05 * −0.03 −0.02 0.04 * 0.03 0.02
Academic 0.15 *** 0.11 *** 0.08 ** −0.11 *** −0.07 * −0.04
Urban 0.06 * 0.04 0.03 −0.01 0.01 0.01
High net income 0.07 ** 0.04 0.03 −0.06 * −0.03 −0.04
Income NA −0.06 * −0.04 −0.04 0.06 * 0.05 * 0.03
Hoarding of cash important −0.11 *** 0.21 ***

Anonymity of cash important −0.11 ** 0.26 ***

Trust in central bank 0.08 *** −0.02
Trust in people 0.04 −0.08 *

Mean dependent variable 0.542 0.540 0.542 0.548 0.646 0.644 0.646 0.647
LRT tech-savvy = crypto owner 0.017 0.049 0.183 0.192 0.311 0.233
Pseudo-R2 0.11 0.05 0.14 0.27 0.11 0.03 0.13 0.33
Log likelihood −1237 −1310 −1194 −1013 −1148 −1254 −1126 −868
Observations 1984 2006 1984 1738 1975 1991 1975 1736

The table shows marginal effects from logit regressions.
Significance levels: *p < 0.05, **p < 0.01, ***p < 0.001.

Table C.5: Results of two logistic regressions (the dependent variable is shown in a multi-column header)
Preference for a token-based access High security is important

(1) (2) (3) (4) (5) (6) (7) (8)

Cash-affine 0.08 * 0.07 * 0.05 −0.05 * −0.04 −0.06 **

Tech-savvy 0.07 * 0.04 0.04 0.03 0.06 * 0.06 *

Cryptocurrency owner 0.14 *** 0.10 * 0.08 −0.04 −0.01 0.01
Age group 36–65 −0.09 ** −0.08 ** −0.05 0.13 *** 0.14 *** 0.10 ***

Age group 66+ −0.20 *** −0.18 *** −0.15 *** 0.11 *** 0.11 *** 0.07 **

Female −0.11 *** −0.09 ** −0.07 * 0.10 *** 0.10 *** 0.08 ***

Academic 0.07 0.06 0.07 0.03 0.03 0.02
Urban 0.02 0.03 0.02 0.02 0.02 0.04
High net income 0.00 0.00 −0.01 0.01 0.00 0.00
Income NA −0.02 −0.02 −0.04 −0.03 −0.03 −0.01
Hoarding of cash important 0.00 0.02
Anonymity of cash important 0.09 * 0.04
Trust in central bank −0.07 * 0.07 **

Trust in people 0.10 −0.02
Risk averse −0.09 ** 0.08 **

Mean dependent variable 0.261 0.259 0.261 0.259 0.864 0.863 0.864 0.876
LRT tech-savvy = crypto owner 0.014 0.044 0.108 0.131 0.118 0.326
Pseudo-R2 0.03 0.04 0.05 0.16 0.02 0.07 0.09 0.26
Log likelihood −527 −521 −513 −455 −409 −388 −380 −309
Observations 940 945 940 853 1039 1045 1039 929

The table shows marginal effects from logit regressions.
Subset of respondents who report at least some interest in the digital euro.
Significance levels: *p < 0.05, **p < 0.01, ***p < 0.001.
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Table C.6: Results of two logistic regressions (the dependent variable is shown in a multi-column header)
Importance of offline functionality Importance of P2P functionality

(1) (2) (3) (4) (5) (6) (7) (8)

Cash-affine −0.06 * −0.06 * −0.08 * −0.16 *** −0.16 *** −0.18 ***

Tech-savvy 0.12 ** 0.11 ** 0.12 ** 0.14 *** 0.10 ** 0.10 *

Cryptocurrency owner 0.01 0.00 0.04 0.21 *** 0.18 ** 0.22 ***

Age group 36–65 −0.05 −0.04 −0.04 −0.16 *** −0.15 *** −0.15 ***

Age group 66+ −0.13 ** −0.12 * −0.10 * −0.30 *** −0.27 *** −0.26 ***

Female 0.03 0.04 0.04 −0.06 * −0.04 −0.03
Academic 0.05 0.05 0.02 0.05 0.04 0.01
Urban −0.01 −0.01 −0.01 0.05 0.04 0.05
High net income −0.01 −0.01 −0.03 0.03 0.01 0.00
Income NA −0.01 −0.02 −0.04 0.01 0.00 −0.02
Hoarding of cash important 0.02 0.05
Anonymity of cash important 0.02 −0.12 **

Trust in central bank 0.08 ** 0.06
Trust in people 0.04 0.07

Mean dependent variable 0.790 0.789 0.790 0.793 0.571 0.573 0.571 0.573
LRT tech-savvy = crypto owner 0.425 0.313 0.197 0.140 0.150 0.053
Pseudo-R2 0.02 0.01 0.04 0.15 0.04 0.04 0.07 0.18
Log likelihood −506 −511 −499 −439 −659 −663 −640 −565
Observations 1000 1007 1000 897 1001 1007 1001 905

The table shows marginal effects from logit regressions.
Subset of respondents who report at least some interest in the digital euro.
Significance levels: *p < 0.05, **p < 0.01, ***p < 0.001.

Table C.7: Results of two logistic regressions (the dependent variable is shown in a multi-column header)
Importance of protecting personal data Importance of transaction untraceability

(1) (2) (3) (4) (5) (6) (7) (8)

Cash-affine −0.03 −0.02 −0.05 0.06 0.06 −0.01
Tech-savvy −0.02 0.01 0.01 0.06 0.06 0.03
Cryptocurrency owner −0.02 0.00 0.04 0.15 ** 0.17 ** 0.17 **

Age group 36–65 0.10 *** 0.10 *** 0.07 ** −0.04 −0.02 −0.03
Age group 66+ 0.11 *** 0.10 *** 0.07 * 0.02 0.05 0.04
Female 0.10 *** 0.10 *** 0.07 ** −0.01 0.02 0.00
Academic 0.05 0.04 0.04 −0.01 −0.02 0.00
Urban −0.01 −0.01 −0.01 −0.01 −0.01 −0.01
High net income −0.02 −0.02 −0.04 −0.03 −0.03 −0.05
Income NA 0.00 0.00 −0.01 0.03 0.03 −0.01
Hoarding of cash important 0.04 0.10 **

Anonymity of cash important 0.07 * 0.23 ***

Trust in central bank 0.11 *** −0.02
Trust in people −0.09 * −0.03
Risk averse 0.10 *** −0.06

Mean dependent variable 0.848 0.846 0.848 0.849 0.531 0.530 0.531 0.533
LRT tech-savvy = crypto owner 0.664 0.952 0.610 0.023 0.016 0.016
Pseudo-R2 0.02 0.05 0.06 0.21 0.02 0.00 0.02 0.15
Log likelihood −442 −429 −424 −353 −685 −694 −683 −592
Observations 1039 1045 1039 929 1002 1007 1002 903

The table shows marginal effects from logit regressions.
Subset of respondents who report at least some interest in the digital euro.
Significance levels: *p < 0.05, **p < 0.01, ***p < 0.001.
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Abstract
Password managers allow users to improve password se-

curity by handling large numbers of strong and unique pass-
words without the burden of memorizing them. While users
are encouraged to add all credentials to their password man-
ager and update weak credentials, this task can require sig-
nificant effort and thus jeopardize security benefits if not
completed thoroughly. However, user strategies to add cre-
dentials, related obstacles, and their security implications are
not well understood. To address this gap in security research,
we performed a mixed-methods study, including expert re-
views of 14 popular password managers and an online survey
with 279 users of built-in and third-party password managers.
We extend previous work by examining the status quo of
password manager setup features and investigating password
manager users’ setup strategies. We confirm previous research
and find that many participants utilize password managers
for convenience, not as a security tool. They most commonly
add credentials whenever a website is visited, and prioritize
what they add. Similarly, passwords are often only updated
when they are considered insecure. Additionally, we observe
a severe distrust towards password managers, leading to users
not adding important passwords. We conclude our work by
giving recommendations for password manager developers to
help users overcome the obstacles we identified.

1 Introduction

Despite investigations into new online authentication stan-
dards [11, 17, 41, 67], usernames and passwords remain the
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most widely used. Users need to manage an enormous
amount of online credentials, which has only increased
with the growth of online communication during the re-
cent global pandemic [34, 69]. Due to the number of ac-
counts, users face an immense cognitive burden when creat-
ing and memorizing strong and unique passwords for all of
them [23, 24, 49, 52, 70, 71, 73].

A promising way to mitigate the above challenges is the
use of password managers (PWMs). They allow users to main-
tain all their passwords and often additional information such
as credit card data, addresses, or two-factor authentication
secrets behind a single master password. Users therefore
only need to memorize this one password, removing most
of the cognitive load [59, 63]. Most PWMs furthermore pro-
vide password security checks, the generation of strong pass-
words [33, 46], and provide auto-save and autofill features.
However, the initial PWM setup requires a lot of time and ef-
fort: Users need to choose and install a PWM as well as poten-
tial web browser extensions, gather their online accounts, add
them one by one into the PWM and ideally also update weak,
re-used or leaked passwords. All of this is time-consuming
and requires users to have a list of all of their accounts ready
if they want to set up their PWM as quickly as possible, but
composing this list is often a challenging task. On the other
hand, the effective security benefits of PWM are reduced if
users do not add and upgrade their credentials when adopt-
ing the PWM, as passwords might remain reused or easily
guessable. In this work, we extend previous work and aim to
understand what strategies users actually apply during their
initial PWM setup. This includes how they add new or exist-
ing passwords, if and how old passwords are updated, users’
thought processes and perceptions, and finally, which obsta-
cles they face during the setup. Based on our findings, we give
recommendations to PWM developers on how to improve the
process and help PWM users with password management
tasks.

We initially collect helpful features for new users when
first setting up a PWM by conducting an expert review, evalu-
ating several popular PWMs. Based on this expert review and
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extensive piloting to collect potential management strategies,
we follow up with a survey with 279 users of built-in and
third-party PWMs. To the best of our knowledge, we are the
first to investigate PWM setup support features and creden-
tial management strategies users apply when setting up their
PWMs.

In this work, we aim to answer the following research
questions:

• RQ1: What setup features do password managers offer
to new users, who want to add their existing credentials?

• RQ2: What are common user strategies to add new and
existing credentials? Why are these strategies used?

• RQ3: How can password manager developers help users
with setup, and improve the overall process?

Overall, we make the following contributions:
Existing Setup Features. We perform expert reviews of 14
popular PWMs and present and evaluate current built-in tools
and features that help users to add new and existing credentials
as quickly as possible, and to identify and update potentially
weaker passwords efficiently.
Strategy Identification. We provide a first exploratory in-
vestigation, in which we identify seven PWM credential man-
agement strategies end users adopt, and obstacles they face
during setup.
Frequency of Strategies and Issues. We design and conduct
a survey study with 279 participants and report how common
respective strategies and issues are. Furthermore, we investi-
gate the reasons that influence users’ strategy decisions.
Recommendations for Developers. Based on our findings,
we give recommendations on how PWM developers could
improve the setup process or aid (first time) users with the
setup of their PWM, to help them improve their password
strength and fully benefit from PWMs.
Replication Package Availability. To increase research
transparency and allow for easier replication, we provide a
comprehensive collection of our research artifacts on a com-
plimentary website, including videos from our expert review,
all text material from our survey, and additional aggregated
survey results1.

2 Basic Features of Password Managers

In the following, we present the prominent PWM functionali-
ties, to help understand which tasks users face when initially
adopting a PWM, and in which ways security and usability
are influenced by them.

Store Credentials: At their core, PWMs are simple
databases that store sensitive information including username

1https://publications.teamusec.de/2023-soups-pwm-
adoption/

and password pairs, and encrypt them using a master pass-
word.

Password Generation: PWMs can generate unique and
strong passwords that end users can use when updating exist-
ing, or creating and storing new passwords. These generators
often come with many options, allowing users to set length,
include or exclude certain characters, and gain feedback on
password strength. However, these generators can struggle
with services’ password policies, as websites might, e. g., not
permit certain symbols and force users to manually adjust the
generator’s settings [26, 28, 36].

Auto-save/Auto-fill: Although this often requires separate
browser extensions, PWMs can detect visited websites and
login forms, and automatically save entered credentials, or
match the website to a known one and automatically fill the
credentials in. While this streamlines the user experience
and increases usability, it requires the PWM to recognize the
service as well as the login form correctly, which previous
work found to be a non-trivial process [26]. Some PWMs
further support fully automated logins [18, 35].

Additional Data: Many PWMs can also store additional
data, e. g., addresses, credit card data, or secrets required to
generate Time-Based One-Time Passwords (TOTPs). Addi-
tionally, some PWMs can not only store these secrets, but to
also generate and autofill valid TOTPs [59].

Synchronization: Some PWMs offer applications on dif-
ferent devices, therefore enabling end users to access their
passwords on multiple devices such as private or work com-
puters, smartphones and more. In these cases, the encrypted
password database is usually stored in a cloud. While some
PWMs such as 1Password [1] provide fully automatic cloud
synchronization, other purely offline PWMs such as KeeP-
assXC [32] only support multiple devices if end users share
or synchronize the encrypted database file with themselves.

3 Related Work

In the past, adoption sentiments as well as the usability of
PWMs was researched exhaustively. We present and discuss
related work in two key areas: Motivation to Use Password
Managers and Password Manager Usability, and illustrate
how our work extends previous studies and fills an important
research gap.

3.1 Motivation to Use Password Managers
In 2016, Alkadi and Renaud collected reviews of two popular
PWMs from Android and Apple app stores. Based on the user
sentiments, they designed a survey and report an extensive
list of reasons for and against PWM use, such as ease of use,
perceived usefulness, cost, perceived effort and privacy or
security concerns [4]. Similarly, in 2017, Fagan et al. con-
ducted a survey with 137 users and 111 non-users of PWMs
to understand their motivations. They find users to be mainly
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driven by convenience and usability factors, while non-users
mention security concerns [21]. In 2017, Aurigemma et al.
surveyed 283 undergraduates to understand why they do not
use PWMs, even if they have high intentions to do so. Their
study indicates that users do not adopt PWMs due to various
concerns about trust, costs or actual benefits, and that even
users who are interested in PWM usage are inhibited by time
constraints and a lack of immediate threats [7]. A 2018 sur-
vey conducted by Maclean and Ophoff examines adoption
intentions based on technology acceptance and use, and finds
the expectancy of functionality, trust into the system, and that
usage becomes a habit to be leading factors [42]. Ayyagari et
al. performed a survey in 2019 to investigate the low adop-
tion rates of PWMs and report that the perceived severity of
password loss consequences greatly influences end users’ like-
lihood to use PWMs [8]. In 2021 Albayram et al. conducted
a series of surveys to examine the impact of motivational text
and video material about the benefits of PWMs on improving
the understanding and adoption rate of PWMs. They find that
both increased user comprehension, but that video material
resulted in a higher adoption rate [3].

While the majority of these works researched mindsets of
users that do not necessarily use PWMs, our work focuses
on the experiences PWM users have when adding and main-
taining passwords. Furthermore, our work provides insight
into the impact of issues PWM users encounter, allowing us
to determine the most important issues currently blocking the
adoption of PWMs.

3.2 Password Manager Usability

Below, we discuss previous research that focuses on the us-
ability of PWMs, as this can have a high impact on how likely
end users keep or abandon a PWM. In 2006, Chiasson and
van Oorschot compared the usability of two proposed PWMs
in a user study. They find their participants to have strong mis-
conceptions and conclude that not only were usability issues
present, but that some of them could also lead to security prob-
lems [15]. Another usability comparison was conducted in
2010, when Karole et al. asked end users to test three different
PWMs. They find that users preferred portable variants over
an online PWM despite reporting lower usability, most likely
due to concerns against storing passwords online [30]. Lyas-
tani et al. conducted an in-situ examination of PWM usage
and usability in 2018 and found that while PWMs increase se-
curity, the degree of this is highly dependent on a combination
of password creation, storage, and entry behaviors as well as
user’s PWM choice [40]. In 2019, Alkadi et al. developed and
distributed a recommendation app that allowed users to set
several preferences and suggested the best-fitting PWM. Over-
all, only 5% reported installing and using it. Participants stated
that the effort to set the PWM up, lack of trust and external
factors such as lack of storage space are main reasons against
the installation [5]. In the same year, Seiler-Hwang et al. in-

structed users to install a PWM on their phone and collected
usability feedback with a survey. They find that even popular
smartphone PWMs have severe usability deficiencies [65].
Also in 2019, Chaudhary et al. conducted a systematic liter-
ature review of 32 academic PWM proposals and examine
them for usability and security. Discovering that most pro-
posals are biased towards security and lack usability, they
give recommendations for usability enhancements to PWM
manufacturers [13]. Pearman et al. reported a series of semi-
structured interviews in 2019, examining to what extent users
utilized additional features such as strong password genera-
tion. They find that users of built-in PWMs without additional
features often apply weaker passwords, and that the reasons
to adopt differ between convenience for built-in PWMs and
security concerns for additional installed PWMs [50]. This
study was replicated in 2021 by Ray et al., with older adults.
They find a higher mistrust in technologies such as cloud stor-
age, but also motivation through family recommendations or
education to be vastly more effective [57]. In 2021, Simmons
et al. systematized 17 different use cases for PWMs, and per-
formed a first usability investigation of these using cognitive
walkthroughs [66]. In 2022, Oesch et al. performed 32 obser-
vational interviews to study how end users use their PWMs.
They find that users are often overwhelmed or distrustful of
PWMs, therefore using multiple ones as backups, and avoid-
ing features such as, e. g., strong password generation [47].
In the same year, Zibaei et al. conducted a user study to inves-
tigate the effectiveness of secure, auto-generated password
suggestions through PWMs built into Firefox, Chrome, and
Safari. They find that Safari’s approach to already pre-fill pass-
word fields with secure passwords led to the highest password
adoption rate [76].

In contrast to the described related work, we focus espe-
cially on credential management strategies users apply to
transfer their existing passwords or add new ones. While pre-
vious work discussed general user sentiments and adoption
reasons, we investigate the behavior after adoption, and pro-
vide more in-depth insights into the impact of typical usability
issues during PWM setup. We aim to improve the setup pro-
cess and thereby overall security gain from using PWMs.

4 Password Manager Expert Review

With expert reviews of PWMs and their setup features, we
aimed to answer RQ1. We were interested in features that can
support users with the tedious initial setup processes when
adopting a PWM, i. e., features that were designed to help
them add passwords and replace them with strong alternatives
where necessary to increase the security benefits from using
a PWM. We used the expert reviews findings to inform our
survey (cf. Section 5) and design recommendations for PWM
developers. Figure 1 depicts the course of our research.
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Expert Review (Section 4)
Analyzed 12 third-party and 2 built-in PWMs for onboarding features.

Survey Piloting in 3 Phases (Section 5.1)
1. Open-ended: 12 experts, 33 non-experts, used to inform survey
2. Cognitive Interviews: 12 expert users, used to refine questions.
3. End-User Pilot: 80 screened, 29 full survey pilot responses.

Credential Management Survey (Section 5.2 & 5.3)
1370 screened, 352 eligible participants invited, 279 complete and
verified surveys after data validation.

Evaluation (Section 5.4 & 5.5)
Qualitative open coding approach using an iterative codebook.
Two researchers each code the full dataset and resolve all conflicts.

Themes and Recomendations (Section 7)
For the adoption and user experience of PWMs.

Figure 1: Overview of the methodology of our expert reviews
and online survey with PWM users.

4.1 Methodology

Two authors conducted expert reviews of the 14 most popular
PWMs, an approach used by previous work [20, 51] based on
cognitive walkthroughs [53, 61].

We created a list of popular PWMs by collecting exten-
sion download counts for Chrome and Firefox. Since we
did not aim for an exhaustive overview, and Chrome covers
65% of browser usage [68], we chose to only investigate ex-
tensions within the top ten of either. We additionally tested
both browsers as well, as they offer built-in PWMs. Overall,
we ended up with 14 different tools. The PWMs on this list
include both offline PWMs and online PWMs with cloud stor-
age back-ends. While we tried to use only free account plans
for a better comparability, some PWMs only provided free
premium trials (cf. Table 1).

For the expert reviews, we installed all PWMs on a Ubuntu
20.04. with clean Chrome profiles for each PWM. We per-
formed a set of tasks users typically encounter after setting up
a PWM, and aimed to include both common tasks, and work-
flows that increased security by, e. g., upgrading password
strength. First, we installed the PWM including the browser
extension, trying to set a bad master password to test if the
PWM allowed the password that secured the remaining ac-
counts to be weak. We followed all setup prompts or tutorials
to experience every guide designed to help fresh users. After-
ward, we searched for mass import features and took notes of
their properties. To test in which ways the addition of account
details was supported and how well users were aided in choos-
ing strong passwords, we added several accounts. Overall, we
searched for account suggestions and automated recognition

of websites and their URLs, password generation features,
flagging of weak, breached or reused passwords including
reuse of the master password. We further searched for ded-
icated security centers that provide users with an overview
of their account security and potentially vulnerable creden-
tials, or for support of timed one-time passwords (TOTP) (cf.
Appendix A for a full list of all tasks).

While working on these tasks, we recorded screencasts for
later comparison and discussion to ensure nothing was missed
and to improve the transparency of our work. Common for
cognitive walkthroughs, we tried to simulate the perspective
of new users by asking ourselves if the availability of features
is apparent, whether the functionality and success of user
actions is clearly communicated and easy to understand, and
whether relevant features are present or missing. We present
our findings, including the most commonly present features,
in the following section.

Table 1: Overview of on-boarding features present in popu-
lar PWMs. The browser columns indicate that the respective
PWM is present in the top 10 PWMs at the time of our analy-
sis.
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LastPassF,C Paid
BitwardenF,C Free
NortonF,C Free
1PasswordF,C Paid
RoboFormF,C Paid
KeePassXCF Free
KeeF Paid
NordPassF,C Paid
KeeperF,C Paid
AviraF,C Free
DashlaneC Paid
MultiPasswordC Paid
Chrome PWM Free -
Firefox PWM Free -

Total: 6 4 1 13 4 11 4 10 6 7 9 6

= Feature found; = Feature conditionally found; = Feature not found.
F = From Firefox Top 10, C = From Chrome Top 10

4.2 Results

Overall, our main focus was to identify relevant features for
secure addition of credentials that users can benefit from dur-
ing setup. We found that the majority of tools only offered free
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premium trials. Where possible, we used the standalone pro-
gram, which was the case for six PWMs and the two browsers.
We identified three different categories of features that help
users when initially adding their credentials, which we de-
scribe in the following:
User Motivation and Education. This type of feature serves
as a first introduction to the PWM, and we distinguish between
tutorials and next steps. A tutorial consists of simple, guided
steps that are realized through, for example, pop-ups or in-
teractive demonstrations, during which users are taught how
they can work with the PWM and complete common tasks.
In cases in which this process was not guided, but simply a
non-enumerated list of available features and sensible next
actions, we considered them as a list of next steps. We found
tutorials present in half of all reviewed PWMs, while next
step lists were offered in four. With LastPass, we additionally
found one PWM that coupled its guides to achievements or
badges to incentivize their completion and motivate users to
get acquainted with the most important features. Users were
further offered a 10% discount on premium memberships if
they complete all achievements. Because this requires adding
at least ten credentials, the achievement feature incentivizes
active learning rather than simply reading a tutorial.
Ease of Password Storage. As the initial addition of account
credentials is a time-consuming task, we found different func-
tionalities aiming to ease the process. Most importantly, al-
most all tested PWMs except the Firefox built-in offered some
kind of bulk import from other PWMs, browsers, or raw .csv
files.

However, we found the expected import formats to differ
widely, and we found different requirements for .csv files in
terms of, e. g., required columns and data formatting. Users
without a previous PWMs to import from would therefore
need to create very specific files manually, while users whose
previous PWMs export differs too much from the expected
import format need to invest time to edit the data. As a re-
sult, this offers only a small benefit for users, who need to
compile the respective file, requiring them to remember all
their accounts in a similar problematic way than if they had
added all credentials one by one. Additionally, this encour-
ages them creating a non-encrypted collection of credentials
they might not remove from their hard drive afterward [12,58].
A slower approach is the ability to auto-save passwords while
browsing, in which the PWM extension offers to store cre-
dentials whenever the user logs into a website or registers
new accounts. We found this available in almost all PWMs,
however, it was only available as a premium feature in Robo-
Form. While both Bitwarden and 1Password in theory offered
auto-saves, we experienced issues with this feature in both
extensions. According to their forums, the Bitwarden issue
has been known for a while, and they are working on a so-
lution [10]. Finally, we found four PWMs that suggested
popular websites when adding new accounts. This feature
is useful to help users remember which accounts they might

have, however, it is only occasionally offered.
Secure Passwords. Another important step of the initial
PWM setup is the chance to upgrade old passwords if they
are, e. g., weak or reused, which can be supported by PWMs
through signalling which passwords may need to be changed.
While password meters are the best-known features to help
users create strong passwords, we only found them in seven
PWMs. When included, we often perceived them as coun-
terintuitive. In practice, changing settings such as increasing
the length regenerates the password, and while longer, the
new one might have a similar, but slightly decreased entropy.
However, as this is often what password meters measure, the
strength bar can go down when, e. g., the password length
is increased. In other cases, the evaluation was performed
after the entry was stored, requiring users to actively check
for warnings instead of receiving them while saving the pass-
word. Two PWMs only used password meters while using the
built-in generators, therefore not providing feedback to users
who create manual passwords or copy and paste old ones.
Other measures include security centers, i. e., dashboards in
which users receive comprehensive summaries of insufficient
credentials that are, e. g., weak, reused over multiple stored
entries, generally common, or present in leaks. This enables
users to purposefully upgrade insecure account credentials
where necessary, and was present in a majority (ten) of eval-
uated PWMs. However, we found it often only available in
premium account plans, and Bitwarden only offered it in its
web client, with no further mention of the feature within the
standalone app.

NordPass asked us to change older passwords, although
research has found regular updates to have negative impacts
on security [14]. A similar feature, often included within
security centers, are breach reports, in which either the user’s
email address or the passwords within the PWM are scanned
for their presence in credential leaks. While present in almost
all PWMs, breach reports are typically a premium feature that
is not accessible for non-paying customers. This is especially
curious as it is often based on the free tool Have I Been
Pwned [27]. In the case of Keeper, this was particularly severe,
as we were informed that some of our accounts were breached,
but then asked to pay to receive any further information of
which account was affected.

5 Credential Management Survey

Following our expert review of PWM setup features within
popular PWMs, we conducted a survey with 279 users of both
built-in and third-party PWMs. We describe the methodology
of our survey study below.

5.1 Survey Design & Piloting
For the initial survey design, we created an early draft of
our survey and tested it with 12 usable security expert users,
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and 33 non-expert users in several rounds of piloting. The
exploratory survey draft consisted of an early version of our
final survey. It was modified to contain only free-text ques-
tions, which we used to collect options for multiple-choice
questions in the final survey and to identify credential manage-
ment strategies. For the expert survey, we additionally offered
text boxes on every survey page to gather expert feedback on
the question design. Based on results of this early version, we
modified the survey to improve question and answer phras-
ing, and we used the responses to open-ended questions to
create options for multiple-choice versions of some questions.
Whenever a participant’s answer was not yet collected as a
closed-ended answer option for our final survey, we added it
along with any related answer that came up during the result
inspection. We stopped recruitment when we reached theo-
retic saturation, that is, when no new answer options emerged,
and no participant answered any question in a manner that
indicated a lack of understanding.

To improve survey quality and explore the area further, we
additionally conducted 12 cognitive interviews [54] with asso-
ciates of the authors who did not yet fill the pilot survey, and
were not involved in this research project. While most of them
were usable security researchers, one was an end user with a
master’s degree in computer science. We invited participants
to a voice chat and asked them to screen share their com-
pletion of our survey. We encouraged participants to “think
aloud”, rephrase questions in their own words or elaborate on
their thoughts to learn how they understood certain questions
or why they answered in a certain way. Overall, cognitive
interviews are a common approach to collect feedback and
improve survey quality [2,31,39,60,74]. After each interview,
two authors analyzed the responses, received feedback and
agreed on survey changes. The survey was adjusted before
moving to the next participant, to test changes. We recruited
participants for the cognitive interviews until we found no
major new misconceptions or problems.

Finally, we conducted several rounds of piloting with the
closed-ended version of the survey, screening a total of 80 end
users, of which we invited 33 to the full survey, and received
29 answers. We polished our question phrasing, and contin-
ued until all questions were answered with sufficient quality,
indicating that the survey was now easily understandable.

5.2 Survey Structure

We designed the survey to explore which credential man-
agement strategies users apply when they initially set up
their PWM, i. e., how they add their passwords, and in which
ways they interact with their PWM to increase task efficiency
or password security. The full survey can be found in Ap-
pendix C.

We first included PWM demographics such as when they
started using a PWM (Q1), what their first PWM was (Q2)
and if changed, what their current PWM is (Q3), whether they

paid for it (Q4) and if they would recommend it to others
(Q5). We further asked whether they added all private (Q6-
Q7) or work-related (Q8-Q9) accounts to it. Afterward, we
asked about their reasons to use a PWM (Q10), including
who recommended it, if anyone did (Q11), and if they or
somebody they knew experienced a password breach (Q12),
as we deemed both relevant to their decisions regarding their
PWM usage.

Overall, we aimed to investigate the spread of the PWM
credential management strategies we identified during pi-
loting, as well as what influenced a users’ decision to apply a
strategy. Therefore, we asked participants about the strategy
they mainly applied (Q13) both in an open-ended question
to gather unbiased experiences and sentiments, and a closed-
ended version on the next survey page (Q14) to better pinpoint
the precise strategy. We further asked participants to describe
reasons for their strategy choice (Q15) and alterations in their
current strategy to account for changes over time (Q16). Since
these strategies might depend on specific website (types), we
gave participants the option to share these priorities with us
(Q17).

Furthermore, we were interested in how participants dealt
with their existing passwords - i. e., whether they changed
all, some or none of them when they set up the PWM (Q18),
and their reasons for doing so (Q19-Q21). We were further
interested in their password generation process (Q22-23).

Additionally, we asked broader questions regarding their
experiences with the setup process (Q24-25), and which addi-
tional features of their PWMs participants were using (Q26).

Based on previous answers, we determined every partici-
pant who did not use the approach we deemed ideal from a
security perspective(i. e., stated to not have updated all pass-
words when adding them or to not have added all accounts at
once), and asked them an additional question regarding their
reasoning (Q27).

To further collect insights into problems and usability im-
provements, we directly asked participants what their PWM
could have done to improve their personal setup process
(Q28).

Finally, the last part of our survey covered common demo-
graphic questions. This includes gender (Q29), age (Q30),
and ethnicity (Q31), their highest formal education (Q32) and
whether the participants ever studied a computer science re-
lated subject (Q33) or held a computer science related job
(Q34).

5.3 Data Collection & Recruitment
We contacted expert users for our piloting through our pro-
fessional network. For our survey study, we used the crowd-
sourcing platform Prolific [55] to gather participants due to
their general high data quality [48] and in several rounds in-
vited 1,370 participants to our screening survey. To uphold
certain quality standards, we required participants to have
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a job approval rate of at least 90% and at least five previ-
ously submitted jobs, and excluded all users who participated
in previous iterations of our pilot. To filter out participants
who never adopted a PWM, or were unaware of the PWM
functionalities within their browser or operating system, we
used two questions regarding password management in our
screening survey, but did not mention our focus on PWMs yet
(see Appendix B). We further asked which PWM they used
and since when, and used their answers to determine usage of
built-in or third-party PWMs, and as an attention and sanity
check between screening and full survey. From all partici-
pants we screened, we manually selected all who stated to use
a third-party PWM, and a similar amount of users of built-in
PWMs. Based on results from previous work, which found
significant differences in the approaches and sentiments of
both groups, we decided to invite equal participant numbers
for both [43, 50]. This resulted in 352 participants we invited
to complete the full survey, of which 304 completed it, and
279 yielded valid answers.

5.4 Data Cleaning & Analysis
We removed 25 participants whose answers contradicted their
statements from the screening survey, and found none who
finished the survey suspiciously quickly. In the case of open-
ended questions, two researchers coded all answers using
an iterative approach based on thematic analysis [16]. For
each question, they individually created a codebook, in which
they denoted recurring answer patterns. They discussed their
individual codebooks and merged them to create a single
codebook. The two researchers jointly read all answers and
assigned matching codes from the corresponding codebook.
In case of conflicts or changes in the codes, both researchers
discussed the problem until they reached agreement. These
discussions included adjustments in the definition of individ-
ual codes, and merges or splits of codes that were rarely or
frequently assigned to account for nuances in answers. Both
researchers revisited previously coded answers and updated
the assigned codes for a consistent coding strategy. We did
not calculate inter-rater reliability due to the exploratory na-
ture of our coding, which in theory led to a perfect agreement
since we solved all conflicts via discussion [44]. The final
codebook with descriptions of the codes and their distribution
onto the open-ended questions can be found in Appendix D.
For some selected questions, we tested for significant differ-
ences between users of built-in and third-party tools using a
Chi-square test (χ2).

5.5 Results
In this section, we describe the results of our survey study with
279 participants, asking about their strategies to initially add
and update passwords to their PWM. Overall, we found that
most participants add credentials whenever they access the

Table 2: Demographics for all valid participants.

Demographics Value Percent

Gender:
Man 175 62.72%
Woman 103 36.92%
Genderqueer 1 0.36%

Age:
Median 35.0 -
Mean 30.19 -
Standard Deviation 9.24 -

Ethnicity:
White or of European descent 191 68.46%
Black or of African descent 59 21.15%
Multiple Ethnicities 15 5.38%
Hispanic or Latino/a/x 7 2.51%
East Asian 1 0.36%
South Asian 2 0.72%
Middle Eastern 3 1.08%
Southeast Asian 1 0.36%

Education:
Bachelor Degree 108 38.71%
Master Degree 59 21.15%
Secondary School 33 11.83%
College/University Study (without Degree) 45 16.13%
Trade/ Technical/ Vocational 13 4.66%
Associate Degree 8 2.87%
Professional Degree 3 1.08%
Other Doctoral Degree 6 2.15%

Technical Background:
Computer Science/ Technical Education 76 27.24%
Computer Science/ Technical Job 98 35.13%

Start with PWM
In the last week 6 2.15%
In the last month 1 0.36%
In the last six months 15 5.38%
In the last two years 52 18.64%
More than two years ago 200 71.68%
I don’t know 5 1.79%

respective services. This was often motivated by efficiency,
convenience, or a lack of overview over their online accounts.
Due to this, security was only a secondary factor. Many partic-
ipants were deterred from investing time and effort to improve
their online credential security.

5.5.1 Participant Demographics

In this section, we provide a summary of our participants’
demographics (cf. Table 2). 175 (62.72%) of our participants
identified as men, while 103 (36.92%) identified as women
and one person self-described as genderqueer. Participants
were 30.19 years old on average (std: 9.24, med: 35.0). The
majority (191, 68.46%) described themselves as White or of
European descent, which is not surprising for Prolific as a
European crowdsourcing platform. This is followed by 59
(21.15%) who identified as Black or of African descent. Con-
sidering education, 108 (38.71%) participants stated to have
a Bachelor’s degree, 59 (21.15%) a Master’s degree and 33
(11.83%) have completed secondary school. 27.24% of all
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participants declared that they received a degree in computer
science or a related field, and 35.13% stated that they have
worked in this area before. We acknowledge that computing
professionals are over-represented, and assume that PWM
use tracks with computer science experience. Overall, our
recruited sample is in line with previous studies conducted on
Prolific [31, 62].

We found that the vast majority of participants (200,
71.68%) reported using a PWM for more than two years
or started using one within the last two years (52, 18.64%).
Overall, 141 reported to mainly use PWMs built into their
operating systems or browsers, while 138 stated to mainly use
third-party PWM tools. We asked participants about their first
PWMs, and which one they currently used, if it had changed.
We found Chrome (84, 59.57%) and Apple Keychain (43,
30.5%) to be the most common currently used PWMs for
built-in users. For third-party PWM users, the distribution was
more even, with Bitwarden (39, 28.26%), KeePass variants
(24, 17.39%), and LastPass (22, 15.94%) being the most fre-
quently named. Finally, 27 (9.68% of all participants) stated
uncommon PWMs that were overall only named at most three
times, and 3 (1.08%) had stopped using a PWM.

5.5.2 Credential Management Strategies

In this work, we were most interested in how end users in-
sert their account credentials when setting up a PWM, as this
process can be tedious, but also crucial for improved secu-
rity. Overall, we identified seven main strategies. We mainly
distinguish them by the time passwords were added (e. g.,
immediately on install, or when services are accessed) or the
choice of which passwords were added (e. g., for more or
less important or frequently used accounts), and provide a
description of strategies as well as their frequency in Table 3.
We were unable to map 12 (4.3%) participant answers to one
of our identified strategies. These participants reported to,
e. g., be unable to recall, not having a strategy, or not having
control over the process, as it was executed by a workplace.
In other cases, the answer did not allow us to concisely deter-
mine which heuristic was used to prioritize accounts that were
added, and we decided to merge them in an additional Any
Priority strategy. Overall, we are confident to have uncovered
all relevant credential management strategies in our analysis.

Adding Passwords on the Fly is Easier: The most frequent
initial strategy was to add accounts whenever they were ac-
cessed for the first time after the PWM setup (108, 38.71%).
This often uses auto-save features, i. e., the user does not nec-
essarily need to consciously or manually add passwords, but
can simply follow a prompt. Following, users reported to have
added their most important or frequently used accounts first
(81, 29.03%). This was most often reported as an attempt
to save time when adding accounts. Additionally, accounts
that did not contain sensitive information were typically not
considered worthy of securing them. Note that we merged the
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Figure 2: Distribution of the participants’ initial and current
main strategy in %.

strategies most important and frequent to improve reporting
quality, as participants used the terms interchangeably. We
found all other strategies to be less relevant in practice. From
a security perspective, adding and updating all passwords at
once would be ideal. However, we found only 31 (11.11%)
participants to specify that their strategy was to add everything
at once. We found that 28 (10.04%) users mentioned adding
their least important or only rarely used accounts, often refer-
ring to security concerns or simply wanting to test the PWM
before adding relevant accounts as reasons: “I started with
the less important accounts because I wanted to get used to
the tool before importing my important account information.”
(P14) Other strategies our participants mentioned included
importing accounts from, e. g., browsers (12, 4.3%), addi-
tions with other or unclear priorities (8, 2.87%), e. g. based on
chosen passwords, or only adding accounts when a problem
occurred such as forgetting the password (7, 2.51%). As these
situations forced users to reset their password anyway, and to
prevent the need to change it again, they decided to add it to
the PWM.

In addition to their initial strategy, we asked participants
to provide their current one, and to detail potential changes
and reasons. We found a huge increase in users who add their
credentials on access (155, 55.56%). As we were asking for
the current strategy, this relates mostly to accounts that users
freshly create, and that the majority of users immediately add
to their PWM, presumably with the help of auto-save features.
Again, the second-largest group of participants reported prior-
itizing important or frequently used accounts (56, 20.07%),
suggesting that in these cases, lesser important accounts are
never added. We found other previously mentioned strategies
mostly irrelevant after the initial setup. Overall, the changes
between initial and current strategy can be seen in Figure 2.
Most participants chose their initial strategy due to its effi-
ciency (113, 40.5%) or because it was perceived as the easiest
approach (94, 33.69%). We found all other reasons less com-
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Table 3: Participants’ strategies to insert credentials into their PWM (cf. Section 5.5)

Strategy Description Initial Current

All At Once As far as practicable, users try to add all their accounts at once. Excludes Imports. 31 (11.11%) 13 (4.66%)
Any Priority Users started by adding specific accounts, but described other/unclear prioritization methods. 8 (2.87%) 9 (3.23%)
Imports Accounts were imported from, e. g., browser profiles or previous PWMs. 12 (4.3%) 5 (1.79%)
Least Important/Frequent Users started by adding their least important and/or frequently used accounts first. 28 (10.04%) 13 (4.66%)
Most Important/Frequent Users started by adding their most important and/or frequently used accounts first. 81 (29.03%) 56 (20.07%)
On Access The accounts are added on the fly, whenever the account is accessed. 108 (38.71%) 155 (55.56%)
On Problem Users enter accounts when problems occur, e. g., when they need to reset their password. 7 (2.51%) 7 (2.51%)
Other Other strategies, mixes strategies, or unclear answers. 4 (1.43%) 17 (6.09%)
Stopped Using PWMs Users have stopped using the PWM. This was only coded for the current, not initial strategy. - (-%) 4 (1.43%)

mon, such as security increases (46, 16.49%), wanting to add
or exclude specific accounts (43, 15.41%), or having prob-
lems remembering all accounts or passwords or not wanting
to remember them (37, 13.26%). When regarding specific
strategies, we found that imports were more often described
as convenient, and that adding all accounts at once was more
often done out of completion, but less often out of conve-
nience or efficiency. The distribution of reasons per chosen
initial strategy is shown in Figure 3.

Finally, we used participant answers to investigate whether
they utilized the best-case strategy for security to not only
add all of their accounts, but also update every password to
a stronger alternative. We found that almost no participants
(14, 5.02%) used this approach. Participants mainly argued
that adding everything would have been too much work (97,
36.6%), but also that they did not trust their PWM enough
to add all important passwords (42, 15.85%), which was a
reoccurring theme throughout our whole survey.

We also found participants who stated to be unable to rec-
ollect all their accounts (40, 15.09%), as one participant ex-
plains: “I can’t even remember that they exist, I can’t just
suddenly remember all of them and add them to the man-
ager.” (P142) Other reasons focused on the lack of password
changes, including 24 (9.06%) that claimed their passwords
were already good enough, or 16 (6.04%) that wanted to keep
them, e. g., because they were easily memorizable.

Users were largely happy, but workflows were not seam-
less: Besides the strategies users applied to initially add their
credentials, we were also interested in how they rated their
experience, i. e., if they were content with their approach, or
encountered any issues that should be mitigated. We there-
fore asked them both what they liked and went well, and in
which situations they struggled with their chosen strategy. We
found that in general, a majority of users stated to be satisfied
with their experience (157, 56.27%). Some mentioned specific
properties they praised, such as PWM features and their use-
fulness (e. g., browser integration and autosave), that they did
not need to remember their passwords anymore, the general
increase in security, and how comfortable the whole process
was (10.04–12.9%) “My strategy always worked well, I had
to do basically nothing, when the program asked me to add an
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Figure 3: Distribution of reasons for different strategies ap-
plied by our participants in %. Our full codebook is described
in Appendix D.

account I just said yes.” (P61) However, users also reported
negative experiences. Most common were malfunctions or
abnormal behavior of both PWMs (29, 10.39%) and websites
(25, 8.96%), such as auto-saves not working properly, or too
complex password policies. Other mentions included pass-
word resets that became necessary due to PWM usage, a lack
of overview about their accounts, the high effort and issues
due to a lack of synchronization support (3.23–5.02%), for
example, one participant detailed why adding accounts on
access did not always work for them: “The accounts which I
barely used my strategy didn’t work cause I’d end up having
to create new passwords time and time again” (P101)

We found that despite some negative experiences, the ma-
jority of participants (231, 82.8%) stayed loyal to their initial
PWM choice. For the 31 (11.11%) participants that switched
to a different PWM, common reasons included changing per-
sonal devices, e. g., switching to a different browser and there-
fore using a new built-in PWM (11, 25.58%), and increasing
costs and restrictions of free account plans (10, 23.26%).

In addition to asking for situations in which both PWM
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usage and the chosen strategy did not work seamlessly, we
were interested in participants’ wishes and preferences for
improved or new features. We found 94 (33.69%) participants
who stated to be happy with their PWM, and that they do
not need any improvements. Others, who suggested changes,
most frequently mentioned the addition of more features, such
as better syncing between devices, more memorable password
suggestions, or easier bulk imports, (43, 15.41%), or the ad-
dition or improvement of automation features (42, 15.05%)
such as auto-save, autofill or automated password changes.

This was followed by ways for the PWM to detect their
existing accounts based on browser sessions and history, or
email inboxes (38, 13.62%), often accompanied by the wish to
instantly add these accounts after detection, or improve import
features overall (28, 10.04%). However, similar to previous
questions, we again found a certain distrust towards PWMs,
as 16 (5.73%) participants voiced concerns about their tools
collecting too much data, or automated features without them
clearly knowing what was happening and why.

5.5.3 General PWM Usage

Besides their initial strategies to set up PWMs, we also asked
participants about their general usage to get a broader pic-
ture. We found that half of the participants stated to store all
their private passwords (131, 46.95%), and an even higher
portion that indicated to store every work-related password
(183, 65.59%). For those who do not store all private pass-
words, common reasons included distrust towards the PWM
(78, 52.7%) as well as prioritization which passwords should
be added (68, 45.95%). We assume that participants are more
likely to store all work passwords because they have a lower,
more manageable amount that they on average use more fre-
quently.

When asked which website types they prioritized to (not)
add, users most commonly mentioned Social Media (78,
27.96%), followed by finance-related websites (47, 16.85%)
and email credentials (44, 15.77%).

Since the opportunity to upgrade passwords is an impor-
tant part of PWM usage, we wanted to know if users did this
when they added credentials. Most frequently, they state to
have changed some passwords (116, 41.58%), with only 59
(21.15%) who upgraded all of them, and 53 (19.0%) who
kept all passwords. We found that reasons to change the pass-
words were mostly focused around general security increases
(35, 22.29%), or to improve weak (55, 35.03%), reused (31,
19.75%) or leaked (14, 8.92%) passwords. Users who decided
to keep their old passwords mentioned that their passwords
were already strong enough (24, 28.92%), or, a lack of moti-
vation and simply having no reason (26, 31.33%).

“And it is not enough to generate a password in
the application, you also have to identify yourself
on the website, change the password, verify the

change... Would you give the same priority to the
bank and a game page? Because I do not.” - P117

When updating existing or new passwords, users typically
used the built-in password generators their PWMs offer
(56.99–66.86%) or generated the passwords manually (44.0–
55.2%).

5.5.4 Comparing Built-in and Third-party PWMs

By design, built-in and third-party PWMs are different in
many ways: Their availability, their feature range, as well as
how seamless they embed themselves into a users’ workflow.
Built-in PWMs are by default part of almost any modern
browser and operating system. While the feature range and
baseline security of built-in PWMs is limited [38, 75], third-
party PWMs require a deliberate choice to use the tool, as well
as manual installation and some effort to get to know all rele-
vant features. In our survey, we questioned users of both PWM
types, and were therefore interested in possible differences
between both groups. First, we found that the initial strategies
were significantly different (χ2 = 36.04, p < 0.005) between
the groups, as third-party users tended to add accounts more
often based on their relevance or to add everything at once.
However, when regarding the current strategy, the difference
was not significant anymore. This is likely because the process
of initially adding existing accounts has concluded, and most
strategies have shifted towards adding new ones on access.
Furthermore, we found significant differences within the rea-
sons for using the respective chosen credential management
strategy (χ2 = 20.03, p < 0.05). While built-in users were
more often driven by comfort and efficiency, third-party users
chose their strategy based on security concerns, and to make
sure that either all accounts, or specific important ones were
included within their PWM. Similar to this, when asked about
their main reason to adopt a PWM (χ2 = 42.85, p < 0.005),
we found built-in users more likely to worry about issues such
as an overwhelming amount of accounts or forgetting their
passwords. However, third-party users were more interested
in increasing their overall security, enjoyed the reduced cog-
nitive load of having to memorize only one master password,
and were curious to test the PWM, which makes sense as
third-party tools require a conscious choice and installation.
Additionally, third-party PWM users were significantly more
likely to have changed their PWM at some point (χ2 = 26.76,
p < 0.005).

6 Ethics & Limitations

In this section, we discuss the ethical considerations and limi-
tations of our work.

Ethics. This work was approved by our institution’s Ethical
Review Board. We did not collect any personally identifiable
information (PII) except anonymous Prolific worker IDs. We
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made sure that our survey platform did not collect PII such
as IP addresses, and we stored all data on our secured servers
respecting GDPR requirements. Only researchers involved
in this project had access to the collected information. Be-
fore starting our survey, all participants had to sign a consent
form detailing the nature and content of our survey, as well
as contact information. The consent form also informed all
participants that they could quit the survey at any time without
repercussions. Finally, we paid all Prolific screening partic-
ipants $0.37 for their participation in the screening survey,
independent of their eligibility for our surveys, and $3.71 for
the full survey. With our generous estimates of two minutes
for the screening and 20 for the full survey, we paid at least
$11 per hour and are in line with Prolific’s suggestions for
minimum wage survey payment.

Limitations. As is typical for survey studies, our work is
affected by self-report bias, recall bias, and social desirability
bias. Especially for people whose adoption of the PWM dates
further back, these memories may be skewed. Additionally,
due to the nature of crowdsourcing platforms such as Prolific,
there is also a certain self-selection bias as participants can
pick studies they are interested in. However, we decided to
use surveys to be able to collect self-reported experiences
and thoughts of PWM users that we could not gather using
more technical sources such as telemetry or lab studies. In our
data analysis, we did not partition participants by the specific
PWM they used to get a broader picture of credential man-
agement using PWMs. However, it is possible that individual
PWMs strongly influence the adoption experience and the
participants’ satisfaction by, e. g., the presence or absence of
certain features. During our early piloting (cf. Section 5.1), we
might have missed user strategies. However, as we performed
multiple rounds of piloting and collected answers until no
new options emerged, we are confident to have gathered all
options.

7 Discussion

In this section, we first provide answers to our research ques-
tions, then discuss our findings and make recommendations
for PWM developers to better help users during PWM setup.

RQ1: What setup features do password managers offer to
new users, who want to add their existing credentials? Within
our expert review (cf. Section 4), we identified setup features
present in 14 popular PWMs. These include tutorials and next
steps to educate users about the PWMs functions, bulk im-
ports, auto-saves, and account suggestions to help them fill
their PWMs. Additionally, many PWMs offer security centers
to inform users about their passwords’ vulnerability. How-
ever, we find these centers often limited to premium versions,
especially when regarding breach information. Overall, we
find that no feature is available on every PWM and that they
are most commonly able to bulk import passwords from other

sources or to auto-save them while browsing.
RQ2: What are common user strategies to add new and exist-
ing credentials? Why are these strategies used? We identified
seven user strategies that we mainly differentiate by the time
passwords are added (e. g., immediately on install, or when
services are accessed) or the choice of which passwords are
added (e. g., for more or less important or frequently used
accounts), We find the most common strategy to be adding
passwords on access, followed by prioritizing more impor-
tant or frequently used passwords. While present within our
sample, other strategies are increasingly irrelevant with time,
as users shift more towards adding accounts immediately on
creation or when accessing the websites (cf. Section 5.5.2).
Overall, users are mostly motivated by convenience or effi-
ciency, and less commonly by security.
RQ3: How can password manager developers help users
with setup, and improve the overall process? In the following
sections, we first discuss our findings from both existing setup
features (cf. Section 4), and the credential management strate-
gies and obstacles users report (cf. Section 5). Afterward, we
comprise several recommendations for PWM developers, as
well as website maintainers.

7.1 Convenience Trumps Security
While researchers generally regard PWMs as security tools,
as they enable users to store large amounts of passwords se-
curely and issue complex, randomly generated passwords,
end users mostly regard them as convenience tools. We find
the main motivation for user strategies is convenience or effi-
ciency, which are named much more commonly than security,
confirming previous work on the subject [4, 21]. We addition-
ally find users to voice a certain indifference to accounts they
perceive as less important, often because these accounts do
not include sensitive information, but also whenever users are
not certain whether they will access the account again. This is
reflected within the primarily chosen credential management
strategies to either add every website whenever it is accessed
for the first time, or cherry-pick which accounts are important
or frequently used, and skip the storage of others.

7.2 Severe Distrust towards PWMs
In various questions, we find a severe distrust towards PWMs.
While research previously found that a lack of trust can de-
crease PWM adoption [7, 8, 42], our finding is likely also re-
lated to recent data breaches and leaks with both LastPass [29]
and Norton [9]. Hence, we find negative sentiments not only
regarding malicious third parties, but also against PWM ven-
dors that fail to secure user data or are in rare cases even
suspected to be the actor that steals data: “It would be simple
for the owner of the software to see that I store most of my
things in the application which will make it much more easier
for them to hack me.” (P73) While this does not apply to
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every PWM, their security practices, such as used encryption
algorithms and key generation settings, are often neither ac-
cessible, nor easy to understand for end users. This becomes
especially apparent as LastPass has been accused of using
weak and insecure security mechanisms after the recent leaks,
such as not enforcing long master passwords or not increasing
the number of key derivation iterations for older accounts that
were created with less secure encryption algorithms [45].

7.3 Complex Account Landscapes
A major issue that may influence users’ decisions (not) to
add all their accounts at once is that their online landscape
can be vast and includes hundreds of more or less important
accounts [34, 69]. In our survey, users reported struggling
with remembering all accounts and are therefore unable to
add them, and begin to prioritize which accounts they insert
into their PWM. Furthermore, our survey confirms that adding
accounts manually is a tedious and time-consuming process,
leading to users choosing more convenient but less secure
management strategies, skipping accounts or keeping insecure
passwords, therefore not fully utilizing the benefits that come
with the usage of a PWM [40, 50].

7.4 Recommendations
Based on our findings, we offer several suggestions for PWM
developers and website maintainers to better support end users
in the PWM setup process.
Automation: We find that users are motivated by conve-
nience and efficiency, and less security, and therefore argue
that processes to add and update passwords should work auto-
mated and seamless. Therefore, more automation is necessary.
We propose the more widespread use of novel approaches
such as well-known URLs for password change [72] that en-
ables PWMs to quickly and easily upgrade passwords without
much burden on the user sides. We further suggest creating a
standardized format for password imports, to ease the migra-
tion between tools.
Account Scans: Besides the tedious task of adding accounts,
users are often overwhelmed by their number of accounts,
struggle with recollecting them all, and lack reasons to add
lesser relevant or used accounts. By using automated scans
PWMs can compile account lists by parsing, e. g., registration
emails [64] or visited websites. By running these scans locally,
they can be designed in a privacy-preserving manner. Based
on a participant suggestion, this could be extended to analogue
data, such as handwritten notes, by testing the use of optic
character recognition, however, future work is required to
evaluate its reliability.
Account Suggestions: If automated scans are not feasible,
PWMs can suggest either popular sites, or use already added
accounts to infer what users might additionally be interested in
or whether typical accounts are missing, e. g., suggest adding

an email account if none is present in the password database.
Furthermore, this could flag, e. g., incomplete or outdated
entries that can be deleted.

Guided Additions: We often find imports to require different
formats, and especially to require first-time users to compile
their own .csv files. To avoid creation and storage of local
password lists, we suggest that PWMs offer their own table
interface. Using data from either scans and suggestions, or
allow users to edit password collections within the encrypted
environment, allowing them to collect, revise and quickly add
passwords in bulk.

Privacy Labels: We find severe distrust against PWMs, often
due to unclear encryption and security mechanisms. Previous
work presented privacy labels that both deliver information
regarding the incorporated security, but also allow non-experts
to quickly assess the vulnerability of their product [19, 37].
We argue that this could be helpful to address distrust that
stems from a lack of knowledge and familiarity, and suggest
that PWM developers adopt privacy labels for their programs.

Gamification & Nudges: We find that some users mention
that adding accounts is a tedious task, and find one PWM
to offer achievements for users to both introduce the PWMs
main functions and motivate them to actively fill it. Since
gamification has shown promising results in other areas [25,
56], we argue that it should be evaluated for PWMs as well.
Related, PWMs could add nudges to motivate and remind
users more firmly to store or update passwords at risk [6, 22].

8 Conclusion

The main benefits from using PWMs stems from adding all
accounts as soon as possible, and updating every password
to a strong alternative, since there is no need to memorize
them anymore. In this work, we identified common setup fea-
tures within 14 popular PWMs, and surveyed 279 end users
regarding their credential management strategies. We find that
while PWMs offer various setup features that help users add
credentials and set secure passwords such as imports, auto-
save functions or password scoring, they are not present in
all PWMs. We identified seven strategies users apply during
PWM setup, most commonly adding passwords when access-
ing websites or when they are perceived as important. We
found that end users are mainly motivated by convenience
and efficiency, not password security. However, we also no-
ticed distrust towards PWMs, leading to users not storing their
accounts as they are concerned for the safety of their data.
Due to a lack of motivation, perceived necessity and distrust
towards PWMs, they often refrain from adding all accounts,
thereby severely limiting the gained security benefits from
using a PWM. Finally, we propose several recommendations
how this problem can be approached by PWM developers,
including more automated workflows and methods to increase
user motivation.
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A Appendix: Expert Review Tasks
1.1 Install PWM:

• (Omit and proceed with 1.4 if only a browser extension is found)
• Go to the respective website
• Find, download and install the PWM
• Start full-desktop recording
• Choose the most basic plan available (usually free or premium-

trial)

1.2 Set a Bad Master Password:
• When prompted for the master password, set a bad password
• If required, provide a secure alternative

1.3 Search for Setup Features
• Follow the setup flow provided by the PWM
• Follow all references to tutorials, next steps, additional infor-

mation, getting started areas, and similar

1.4 Install the Browser Extension:
• If available, install the complementary browser extension of the

PWM
• If the PWM has no standalone version: Start full-desktop record-

ing
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• If the PWM has no standalone version: Perform Steps 1.2 and
1.3 for the browser extension

2.1 Search for a Mass Import Feature
• Search the PWM for a mass import feature
• If you cannot find the feature, conduct a Google search: “<PWM

name> import feature”

2.2 Add a Password for a Popular Website
• Create a new account entry and add a password for a very

popular website.
• Delete entry afterward

2.3 Add a Password for a Less Popular Website
• Create a new account entry and add a password for a less popular

website

2.4 Generate a Password for Any Website
• Create a new entry and generate a password for any website

2.5 Add a Bad Password for Any Website
• Create a new entry and add a bad password for any website

2.6 Add a Reused Password for any Website
• Create a new entry and reuse a strong password for any website

2.7 Add the Master Password for Any Website
• Open any entry and add the current master password as pass-

word

2.8 Add a Password via Autosave
• Open a website and try to log in with activated autosave func-

tions (if available)

3.1 Search for a Security Center
• Search the PWM for a security center
• If you cannot find a security center, conduct a Google search:

[<PWM name> security center]

3.2 Check Password Strength
• Search for a feature to rate password strength (especially pass-

word meters)

3.3 Check Passwords for Leaks/Breaches
• Search for a feature to check passwords and other data for their

appearances in leaks

4 Add Two-Factor Authentication
• Open any entry and add a (predetermined) two-factor authenti-

cation seed to it

B Appendix: Screening survey
SQ1 How do you manage your passwords? [multiple choice]

□ I memorize them

□ I write them on a piece of paper

□ I keep them in a (hidden) textfile

□ My browser/phone remembers them for me

□ I am using a password manager

□ Other (please specify): [free text]

SQ2 [If “My browser/phone remembers them for me” or “I am using a
password manager” in SQ1:] When did you start using a password
manager? [single choice]

◦ In the last week

◦ In the last month, but not in the last week

◦ In the last six months, but not in the last month

◦ In the last two years, but not in the last six months

◦ More than two years ago

◦ Never, and I do not plan to

◦ Never, but I do plan to

◦ I do not know / I do not remember

SQ3 [If “My browser/phone remembers them for me” or “I am using a pass-
word manager” in SQ1:] Please name your first password manager(s).
[free text]

SQ4 [If “My browser/phone remembers them for me” or “I am using a
password manager” in SQ1:] On which devices are you/have you been
using a Password Manager? [multiple choice]

□ Windows

□ Linux

□ Mac

□ iOS

□ Android

□ Blackberry

□ ChromeOS

□ Other (please specify): [free text]

SQ5 [If neither “My browser/phone remembers them for me” nor “I am
using a password manager” in SQ1:] Why are you not using a password
manager? [free text]

C Appendix: Survey
Password managers are tools that can help you store passwords and cre-
ate strong ones. This includes both programs or browser extensions you
chose and installed (e. g., LastPass, 1Password), and the password managers
included in your phone or browser (e. g., Chrome, Apple Keychain).

Q1 When did you start using a password manager? [single choice]

◦ In the last week

◦ In the last month, but not in the last week

◦ In the last six months, but not in the last month

◦ In the last two years, but not in the last six months

◦ More than two years ago

◦ Never, and I do not plan to

◦ Never, but I do plan to

◦ I do not know / I do not remember

Q2 Please name your first password manager(s) [free text]

Q3 Are you still using the same password manager? If not, which one are
you currently using, and why did you decide to change? [free text]

Q4 Are you paying for your password manager? [single choice]

◦ Yes

◦ No

Q5 How likely is it that you would recommend a password manager to a
friend or colleague? [Net Promoter Score, 11-point likert from Not at
all likely to Extremely likely]

Q6 Are all of your private accounts stored inside of a password manager?
[single choice]

◦ Yes, all of them

◦ No, not all of them

◦ I am not sure
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Q7 [If “No, not all of them” or “I am not sure” in Q6] Please share with
us why you are not storing all of your private accounts in a password
manager. [free text]

Q8 Are all of your work accounts stored inside of a password manager?
[single choice]

◦ Yes, all of them

◦ No, not all of them

◦ I am not sure

Q9 [If “No, not all of them” or “I am not sure” in Q8] Please share with
us why you are not storing all of your work accounts in a password
manager. [free text]

Q10 Please try to remember your thoughts when you first started using a
password manager. Which of the reasons below best describe your
main reasons to use a password manager? Please select all that apply
to you. [multiple choice]

□ I wanted to increase security (e. g. I could use stronger pass-
words)

□ Creating passwords myself was tiresome

□ I only needed to remember one master password

□ It became easier to organize my passwords

□ All my passwords were in one place

□ I had too many accounts to remember my passwords

□ I kept forgetting my passwords

□ It was a requirement by my employer

□ I was curious to test password managers

□ Somebody recommended using them to me

□ The password manager can generate strong passwords

□ The free trial convinced me to use it

□ Other (please specify:) [free text]

Q11 [If “Somebody recommended using them to me” in Q10] Who rec-
ommended using a password manager to you? Please choose all that
apply. [multiple choice]

□ A spouse/significant other

□ Family

□ Friends

□ Colleagues

□ Somebody else (please specify:) [free text]

□ Nobody

□ I do not remember

□ Prefer not to disclose

Q12 Were you or somebody you know the victim of a data breach or hack
that leaked all or some of your login information (e. g. passwords,
email addresses, hashes)? [single choice]

◦ Yes

◦ No

◦ I do not know

◦ Prefer not to disclose

Q13 For this question, try to remember how you started out with the pass-
word manager. What was your initial strategy to add existing accounts,
e. g., did you add them all at once or did you prioritize certain accounts?
Please include as many details as you can recall. [free text]

Q14 Which of the strategies below fits your main strategy to add existing
accounts best? [single choice]

◦ Added them whenever the account was accessed or visited

◦ Started with rarely used accounts

◦ Started with less important accounts

◦ Started with more important accounts

◦ Added all I could remember at once

◦ Added them whenever I encountered a problem (e. g. needed to
reset the password)

◦ Imported my passwords from e. g. my browser

◦ Other (please specify:) [free text]

◦ I do not remember my main strategy

Q15 Why did you use your particular strategy of adding existing accounts
to your password manager? (e. g., because it was time-efficient or less
work to add only certain accounts, or because it increased security to
add all accounts at once) [free text]

Q16 Please share your current strategy to add new or existing accounts into
your password manager with us. We are especially interested in how it
differs from your initial strategy, and why you decided to change your
approach. If you kept your initial strategy, please write “no”. [free text]

Q17 If you stated to prioritize certain accounts in any of the previous ques-
tions: Please specify the type, e. g., social media. [free text]

Q18 Did you update your existing passwords when you added accounts to
the password manager? [single choice]

◦ Yes, all of them

◦ Yes, some of them

◦ No, none of them

◦ I do not remember

◦ Prefer not to disclose

Q19 [If “Yes, all of them” in Q18] Please elaborate in detail why you
updated all of your passwords. [free text]

Q20 [If “Yes, some of them” in Q18] Please elaborate in detail why you
updated some of your passwords, but not all of them. [free text]

Q21 [If “No, none of them” in Q18] Please elaborate in detail why you
updated none of your passwords. [free text]

Q22 [If “Yes, all of them” or “Yes, some of them” in Q18] In which way
do you update your existing passwords when adding them to your
password manager? Please choose all that apply. [multiple choice]

□ Update them using the password manager’s built-in password
generator

□ Update them using an external password generator

□ Update them with a manually created new password

□ I do not add existing accounts

□ Other (please specify:) [free text]

Q23 In which way do you generate your passwords when creating new
accounts and adding them to your password manager? Please choose
all that apply. [multiple choice]

□ Generate them using the password manager’s built-in password
generator

□ Generate them using an external password generator

□ Manually create a new password

□ I do not add new accounts

□ Other (please specify:) [free text]

Q24 Please share your experiences with initially adding your passwords
to your password manager with us. In which situations and for which
accounts did your strategy work well? [free text]
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Q25 In which situations and for which accounts did you stumble over
problems with your strategy? Which problems did occur? [free text]

Q26 In addition to storing passwords, you use your password manager for:
[multiple choice]

□ Autofilling Two-Factor Authentication

□ Storing banking or credit card information

□ Storing address information

□ Storing secret notes (e. g., Recovery codes, SSH keys, private
encryption keys)

□ Storing other data (please specify:) [free text]

□ Checking your password strength

□ Checking if your passwords were part of a data breach

□ Checking your passwords for reuse

□ Generating strong passwords

□ I am not using additional functions

□ Other functions (please specify:) [free text]

Q27 [If not “Added all I could remember at once” in Q14 or “Yes, some of
them” or “No, none of them” in Q18] You have stated that you did not
add and update all passwords at once when you initially started using
your password manager. We are interested to learn why you did not do
this. Please provide details for your reasoning. [free text]

Q28 In which ways could your password manager have supported your
process of initially adding all your existing passwords better? Please
assume that there are no technical limitations, e. g. that password man-
agers can access all data they need. [free text]

Q29 What is your gender? We use this information to increase visibility of
less represented genders. [single choice]

◦ Woman

◦ Man

◦ Non-binary

◦ Prefer not to disclose

◦ Prefer to self-describe [free text]

Q30 What is your age in years? [integer input]

Q31 Which of the following describe your race and ethnicity, if any? Please
check all that apply. [multiple choice]

□ White or of European descent

□ South Asian

□ Hispanic or Latino/a/x

□ Middle Eastern

□ East Asian

□ Black or of African descent

□ Southeast Asian

□ Indigenous (such as Native American, Pacific Islander, or In-
digenous Australian)

◦ Prefer not to disclose

◦ Prefer to self-describe [free text]

Q32 Which of the following best describes the highest level of formal
education that you have completed? [single choice]

□ I never completed any formal education

□ 10th grade or less (e. g., some American high school credit,
German Realschule, British GCSE)

□ Secondary school (e. g., American high school, German Re-
alschule or Gymnasium, Spanish or French Baccalaureate,
British A-Levels)

□ Trade, technical or vocational training

□ Some college/university study without earning a degree

□ Associate degree (A.A., A.S., etc.)

□ Bachelor’s degree (B.A., B.S., B.Eng., etc.)

□ Master’s degree (M.A., M.S., M.Eng., MBA, etc.)

□ Professional degree (JD, MD, etc.)

□ Other doctoral degrees (Ph.D., Ed.D., etc.)

◦ Prefer not to disclose

◦ Other (please specify:) [free text]

Q33 Do you have a formal education (Bachelor’s degree or higher) in
computer science, information technology, or a related field? [single
choice]

◦ Yes

◦ No

◦ Prefer not to disclose

Q34 Have you held a job in computer science, information technology, or a
related field? [single choice]

◦ Yes

◦ No

◦ Prefer not to disclose
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D Appendix: Codebook

Table 4: The codebook with descriptions we used to code the open-ended questions. For questions Q13 and Q16 see Table 3.

Code Q
3

Q
7

Q
9

Q
15

Q
17

Q
19

Q
20

Q
21

Q
24

Q
25

Q
27

Q
28

Description

Accounts Problems gathering accounts, e. g., due to amount of accounts, lack of overview, old or rarely used accounts.
Administrative Prioritization of governmental, civic or medical accounts.
Automatization Desire for better automatization, e. g., autosave, autofill, or autochange of passwords.
Breach (Some) Passwords appeared in a breach or data leak, passwords were changed to be safe.
ChangedDevice Device, browser, or workplaces have changed, and the old PWM is not available or practical anymore.
Comfort The process of, e. g., adding passwords, changing passwords, improving passwords, is easy to complete, or even

enjoyable.
Completion Desire to add all accounts into the PWM as soon as possible.
Cost Old PWM became too expensive, or adjusted the feature range of its account plans (including free plans).
Distrust Skepticism or fear towards the PWM, e. g., because it might break, leak data, or spy on its user, which influences

participants behavior or perception.
EaseOfLogin PWM eases login processes or remembers passwords, meaning the user no longer has to.
EaseOfUse New PWM is easier to use and or more comfortable.
Education Prioritization of educational accounts, e. g., school or university accounts, or platforms with educational content.
Efficient Process of, e. g., adding or changing passwords, is very fast or simple (in terms of time or effort).
Effort Strategy or process to, e. g., add or change passwords is too time-consuming, cumbersome, or too much work.
Email Prioritization of email accounts.
Financial Prioritization of accounts related to finances, e. g., banking accounts or cryptocurrency wallets.
GoodPWs (Some) Passwords are good enough, no need to change them, or the account is already secure enough due to, e. g.,

multi-factor authentication.
Guidance Desire to have more guides, tips and tricks, or explanation on how the PWM works.
Imports Bulk password imports from different sources, e. g., browser, other PWMs, or .csv files.
HighSecurity Prioritization of accounts with special access rights or containing sensitive or personal data.
MemoryIssues Issues related to not being able or not wanting to remember accounts or passwords, e. g., it is hard to remember

passwords without PWMs.
Misc Prioritization of rarely mentioned account types, or those too unspecific or all-encompassing to assign them to a

more specific code, e. g., “Google”.
MultipleDevices Multiple devices or platforms are used, but the PWM is not (easily) available on all of them, e. g., participant cannot

access PWM on their phone or devices such as smart TVs.
Obvious Obvious choice, no good alternative, or most logical strategy.
OpenSource The new PWM is open source and hence more trustworthy.
PasswordReset Participant has to reset passwords they could not remember.
Priorities Prioritization of specific accounts, e. g., (not) adding/updating accounts because they are (not) important, rarely/often

used, or include sensitive data. Note that Q17 codes detailed answers regarding which accounts were prioritized.
PWMFeatures Convenience due to PWM features and functions in all steps of the process, e. g., suggestions of popular accounts,

allowing more content fields within password entries, or allowing syncing.
PWMLimitations Problems due to PWM properties, e. g., features missing or not working (well) or limitations (e. g., only limited

number of accounts or devices possible).
PWScoring Desire for feedback regarding the password strength, and reused or breached passwords, and suggestion of better

passwords.
QualityOfLife Desire for better interfaces, easier handling, or in general higher usability of the PWM.
RegularUpdate (Some) Passwords are changed based on undefined trigger or external policies.
Remembrance Participant has easy memorizable passwords, or prefers to keep memorizable passwords.
Reused (Some) Password were reused or only slightly modified, passwords were changed to be safe.
Satisfied Participant is satisfied (with current situation) or highlights neither good nor negative aspects.
Scans Desire to receive a list of websites/accounts based on scanning emails, history, or handwriting (OCR).
Security Behavior, e. g., adding accounts, changing passwords or PWMs, that helps mitigate security issues or with the goal

to increase security overall.
Shopping Prioritization of online shops or accounts related to shopping.
SocialMedia Prioritization of social media or forum accounts.
TryPWM Participant (initially) wanted to test the PWM, which influences the strategy.
Unknown Participant did initially not know about the strategy or did not think about using it.
Unwilling Participant does not want to try the strategy or thinks it is not necessary, e. g., does not see the need to add/update

more than the most important passwords.
WeakPWs (Some) Password were weak, too old or considered bad for other reasons, passwords were changed to be safe.
Websites Websites obstructed process, e. g., by adding complex password requirements or disabling autofill.
Work Prioritization of work-related accounts, e. g., work accounts or career websites.
Workplace PWM usage only for work or influenced by work (requirements).

Code used at least once for the respective question.
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Abstract
In 2020, the German Federal Office for Information Security
(BSI) updated its Password composition policy (PCP) guide-
lines for companies. This included the removal of password
expiry, which research scholars have been discussing for at
least 13 years. To analyze how the usage of password expiry in
companies evolved, we conducted a study that surveyed Ger-
man companies three times: eight months (n = 52), two years
(n = 63), and three years (n = 80) after these changed recom-
mendations. We compared our results to data gathered shortly
before the change in 2019. We recruited participants via the
BSI newsletter and found that 45% of the participants said
their companies still use password expiry in 2023. The two
main arguments were a) to increase security and b) because
some stakeholders still required these regular changes. We
discuss the given reasons and offer suggestions for research
and guiding institutions.

1 Introduction

Password composition policies (PCPs) aim to increase ac-
count security. Yet, research has shown that individuals often
devise strategies to deal with PCPs to make them less unpleas-
ant, resulting in insecure passwords [26, 52]. One specific
element of PCPs that leads to user frustration while not im-
proving the strength of passwords much is password expiry,
which forces users to choose a new password on a regular
basis [26, 46, 55]. The removal of this requirement has been
discussed by academic research for at least 13 years now [28],
but has not been fully implemented by the industry [22, 42].

Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
without fee.
USENIX Symposium on Usable Privacy and Security (SOUPS) 2023.
August 6–8, 2023, Anaheim, CA, USA

National institutions, such as the National Institute of Stan-
dards and Technology (NIST) in the United States of Amer-
ica or the Federal Office for Information Security (BSI) in
Germany, are possible facilitators in transferring academic
findings into industry practice. These institutions offer recom-
mendations concerning authentication and password policies
in particular. Regarding password expiry, NIST removed its
suggestion to enforce a regular password change in 2016, and
the German BSI followed in 2020.

To understand at what speed such a changed recommen-
dation is implemented in the industry, and especially what
problems hinder adoption, we conducted three surveys (2020,
2022, 2023) with German companies after the BSI changed
its recommendations. Our survey was based on that of Gerlitz
et al. [22], who surveyed German companies in 2019, just
before the change mentioned above.

We surveyed the authentication system in use, including
detailed questions about the password policy, especially pass-
word expiry. We recruited our participants via the BSI newslet-
ter, thus, focusing on companies likely interested in IT security
topics.

We found that the number of participants whose companies
use a regular password expiry decreased in a statistically sig-
nificant way from 2019 to 2023. But with 45%, the number
of participants whose companies use it is still high. Several of
those participants whose companies still use password expiry
stated that it is used to increase security, because they do not
have the capability to implement the suggested alternative
mechanisms as recommended by the BSI, or because some-
one still requested the change. We discuss these reasons and
their implications and offer recommendations for future work
and national institutions.

Summarized, our key contributions are:

• We document the progression of authentication pro-
cesses (PCPs and alternative mechanisms) in German
companies over the course of 3.5 years.

• We present reasons why companies do not or cannot
comply with the recommendations regarding password
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expiry and alternative checks for account compromise.

• We offer suggestions and recommendations for re-
searchers and national institutions.

2 Related Works

In this section, we summarize the published knowledge about
the current state of authentication on websites and in com-
panies. We present research that focused on the basis for
deciding on these authentication systems and PCPs, and then
give a short overview of current academic advice on how
PCPs should look like and summarize the current guidelines
of NIST and the BSI. We conclude by presenting areas in IT
security for which the best practice has changed at some point
in time to understand the pace at which such changes can be
expected to be implemented.

2.1 Status of Authentication and Basis for De-
cision

In this section, we look at the current state of authentication
in companies and websites and present a paper that looked
into the decision process on PCPs.

In 2019, Gerlitz et al. [22] surveyed 83 participants respon-
sible for the authentication process in companies at the time
of the study. The authors sought details of their authentica-
tion system, such as the type of methods employees can use
to log in to their accounts and the PCP in use. The authors
found that all companies allowed or demanded passwords for
authentication. Most companies specified a minimum length,
required specific character classes, and used password expiry
for employee passwords. However, when looking at the de-
tails of these three components, the actual implementation
varied. The most common policy was used by seven compa-
nies and required at least eight characters for the password,
at least three character classes, and a password expiry of 90
days. Only two participants explicitly mentioned not forcing
their employees to change their passwords regularly. Back
then, the BSI still recommended password expiry. We build
upon this work by replicating the study up to three years later
and comparing the results.

In 2022, Hypr, a company aiming for passwordless authen-
tication, conducted interviews with 500 IT decision-makers
within financial services organizations in Europe and the
United States of America. They found that 32% use 2FA
for their employees, while 22% use only the username and
password [27].

Research has also looked into password policies on web-
sites and compared them to recommendations by scientists
and official institutions. At the beginning of 2019, Gautam
et al. [20] extracted and analyzed the password composition
policies of 270 websites with the highest ranks in ten different

countries. They compared the policies to the recommenda-
tions of NIST and found that only around 40% followed the
recommended minimum length of 8 or more characters, while
more than 70% had an unnecessary maximum length require-
ment. Two-thirds did not enforce certain character classes and
thus followed the recommendations.

Lee et al. [33] analyzed 120 of the most popular websites
in 2021 and compared the password policies to current best
practices from academia: blocking common passwords, re-
quiring specific character classes, and using a password meter
to provide feedback on the security of a password. They found
that 60% of the websites do not prevent the usage of the most
common passwords at all, and a further 15% seem to use a
very limited blocklist, thus still allowing many easy-to-guess
and leaked passwords. Contrary to recommendations, 45%
of the websites required specific character classes. Only 19%
used a password meter of any sort. Interestingly, the authors
capture 73 distinct password policies among the 120 websites.

Another paper closely related to our study is that of Sahin
et al. [42]. They interviewed eleven website administrators to
understand what considerations impact the PCPs they employ
and what challenges they face when doing so. The authors
found that administrators often face design challenges, com-
peting interests, and deployment challenges. We build upon
their work by a) recruiting a larger sample and b) focusing
on security professionals within a company. In a professional
context, accounts not only hold personal information about
a user but might also give access to sensitive company inter-
nals. We believe the behavior of decision makers might be
influenced by the fact that not only the company’s reputation
is at stake but also company secrets. This way, it is possible
to compare issues in different sectors.

2.2 Current Advice on Password Components

Over the last few years, several researchers have experimented
with different elements often seen in password policies, trying
to understand their implications on usability and security [25,
30, 45, 49]. Currently, the best combination seems to be one
of a minimum length requirement combined with a minimum
strength requirement (policies that require the password to
exceed a strength threshold) or, if the latter is not possible, a
carefully configured blocklist [49].

For a long time, it was recommended that users change their
passwords regularly for two reasons: first, if the passwords
were ever leaked, chances were high that the list was already
outdated when an attacker got access to it. Second, attackers
would need more time or computing power to brute force
passwords before they were changed. For the latter, 90 days
were often seen as a reasonable trade-off that would make it
impossible for attackers to guess the passwords in time but
still be usable enough for users [48].

The usability part has since then been studied several times,
finding that users have trouble recalling new passwords and
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find forced password updates annoying [9, 26, 28, 46].
Apart from usability, studies also show that password

expiry does not seem to offer the security benefit it was
thought to have, and many people simply modify the ac-
counts’ current password or reuse a password from another
account [8, 26, 46, 55].

While several official recommendations included a regular
password change in the past, this has changed now. Instead,
other mechanisms should be implemented that check for a
compromise, as summarized in the next section.

2.3 Institutional Recommendations Regarding
Password Composition Policies

In Germany, where our survey was sent out, the BSI “is the
National Security Authority and the chief architect of secure
digitalisation in Germany” [17]. Once a year, it publishes
an updated version of its IT-Grundschutz Compendium [14],
which “offers a systematic approach to information security
that is compatible with ISO/IEC 27001” [14]. The BSI addi-
tionally hands out implementation hints for some subsections,
e.g., for identity and access management, including authen-
tication [16]. Regarding PCPs, the guidelines in the com-
pendium are quite vague and state that “Passwords MUST be
sufficiently complex so that they are difficult to guess. Pass-
words MUST NOT be so complex that users cannot utilise
them regularly with a reasonable amount of effort. [15]1” The
implementation hints are more specific and recommend not
using words from the personal or work environment and com-
paring the passwords to lists of leaked passwords. It also
suggests combining complexity and length requirements (e.g.,
8-12 characters + 4 character classes or 20-25 characters +
two character classes).

While in 2019, the compendium included a passage stating
“The passwords SHOULD be changed at appropriate inter-
vals” [13], this has changed at the beginning of 2020. Since
then, users should only be prompted “to change their pass-
words with a valid reason. Changes based on the passage of
time alone SHOULD be avoided. [15]” Instead, mechanisms
must be implemented to detect compromised passwords, e.g.,
detecting parallel logins from different systems or locations.
Only in case these alternative mechanisms cannot be imple-
mented should a regular change be considered [16].

In 2020, the BSI also changed their wording concerning
complexity requirements (from “[the organization] MUST
specify that only passwords of sufficient length and complex-
ity are to be used [13]” to “Passwords MUST be sufficiently
complex so that they are difficult to guess. [15]”), and added
a paragraph about two-factor authentication (“[the organiza-
tion] MUST consider whether passwords are to be used as the

1At the time of writing, the English version of the 2023 version has not
been published. The quotes are taken from the English translation of the
compendium from 2021. The quoted passages of both German versions are
identical.

sole authentication method, or whether other authentication
features or methods may be used in addition to or instead of
passwords [15]”).

Companies do not have any legal obligation to apply the
IT-Grundschutz. Yet, it is one way to implement ISO 27001
in order to get certified [14]. There are several reasons for
companies to do this, e.g., reputation, risk calculation, and
compliance. Certification is valid for three years, while there
are yearly audits [18]. Therefore, changes to the compendium
should be implemented in the industry at the latest after three
years.

The US American equivalent of the BSI, NIST, recom-
mends that user-chosen passwords should at least be eight
characters long and shall be compared “against a list that
contains values known to be commonly used, expected, or
compromised” [24], e.g., passwords from previous leaks, dic-
tionary words, repetitive or sequential characters, and context-
specific words. Since 2016, the recommendations have ad-
vised against requiring periodical changes [23]. Instead, veri-
fiers “SHALL implement controls to protect against online
guessing attacks” [24], such as risked-based authentication
using IP addresses, geolocation, and browser metadata.

2.4 Speed of Adopting Recommendations

After a recommendation is released by, e.g., institutions like
NIST, or research, adoption takes time [3, 7, 11, 36] as the
people in charge of implementing it are unaware of the rec-
ommendation [36], have no time [34, 50], or do not have the
necessary knowhow [36]. In many IT security-related top-
ics, technology has changed over the years, and with it, the
knowledge of what is secure or usable secure.

To understand how fast the knowledge about best practices
takes to reach those in charge of using this information, we
highlight this process for two examples: deprecated hashing
algorithms and HTTPS.

2.4.1 Deprecated Hashing Algorithms

One security-related area that encounters constant changes
in recommendations is hashing. Algorithms get deprecated
because they were found to be broken [47] or key lengths have
to be increased due to the rising computing power [37]. In
2008, it became clear that MD5 was broken [47] and should
thus not be used for storing passwords. Despite this being pub-
lic knowledge for more than ten years now, some developers
are still unaware of this fact. In a 2019 study, Naiakshina et
al. [36] asked freelance developers to implement the password
storage functionality for a website. Over 20% of the partic-
ipants used MD5 (18% even stored the passwords in plain
text/Base64 encoded). Danilova et al. [10] asked participants
to review the program code and included insecure password
storage (such as MD5). Only 36% pointed out this problem,
and one even mentioned MD5 as a hash algorithm to improve
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security. Ntantogian et al. [38] investigated the default pass-
word hashing scheme of 25 content management systems and
web application frameworks in 2018. MD5 was the default
hashing scheme for around 27% of the analyzed CMS. This
problem can also be seen when looking at the database of
“Have I been pwned” [3]: around 30% of the datasets that
included passwords and were breached in 2021 or 2022 used
MD5 for password hashing; in 2020, it was 20%.

2.4.2 HTTPS

In 2015, the W3C Technical Architecture Group encouraged
the use of HTTPS instead of HTTP [53]. At this point, only
around 32% of all pages visited by Firefox browsers sup-
ported HTTPS. Around that time, Let’s Encrypt was founded
and, for the first time, enabled server owners to acquire TLS
certificates for free [44]. The updated recommendations, in
combination with the easier access to certificates, led to the
fact that, in 2022, seven years later, the percentage of servers
that supported HTTPS grew to nearly 80% [11], and most
(79,8%) of the web servers specifically allow only HTTPS-
connections [54].

Even though 80% is the majority, this, in turn, also means
that one-fifth of the servers still do not support TLS-secured
connections. This can be due to compatibility reasons or an
administrator’s incorrect mental model of the technology [7,
31].

3 Methodology

We conducted three online surveys recruiting through the BSI
mailing list, one in October and November 2020, the second in
February and March 2022, and the third in January 2023. The
questionnaire and data for 2019 were provided by Gerlitz et
al. [22]. For easier readability, we will refer to the surveys and
datasets as follows: PCP19 for data presented by Gerlitz et
al. [22] that was conducted in 2019, PCP20 for data collected
at the end of 2020, and PCP22 and PCP23 for data collected
at the beginning of 2022 and 2023.

3.1 Research Questions
The following research questions and hypotheses guide our
analysis:

• RQ1: How did the authentication system within compa-
nies change over the years?

• RQ2: How did the usage of a maximum age develop
over time after the BSI changed its recommendations in
2020? For this, we had the following hypotheses:

– H1. The total number of companies using pass-
word expiry decreased from 2019 to 2023.
This hypothesis is built on the fact that the BSI

dropped their recommendation for using a regular
password expiry. Only in case alternative mecha-
nisms, such as checking for parallel logins from dif-
ferent systems or locations, cannot be implemented
should a regular forced change be considered. We
performed one Fisher’s exact test, including all par-
ticipants who made a statement about their pass-
word expiry.

– H2. For companies that use password expiry: The
time range after which a password is required to
be changed increased between 2019 and 2023.
We assumed that not all companies could imple-
ment alternative checks to remove password expiry
entirely. We hypothesized that even if a company
cannot remove the password expiry requirement,
it would adapt to the BSI recommendation to in-
crease the time intervals between enforced changes.
We performed one Wilcoxon rank-sum test and in-
cluded all participants who used a password expiry
and also mentioned a specific time range.

– H3-6: Company characteristics or the use of cer-
tain policy elements influence whether the compa-
nies use a password expiry in 2023. Factors like
time, money, or flexibility could influence adopting
the changed recommendations in a company. We,
therefore, performed four Fisher’s exact tests based
on different company characteristics like their size
(H3) or whether it belongs to critical infrastructure2

(H4). We also tested if the usage of checks for pass-
word compromises (H5) or if the last change of
password policies was before or after 2020 (H6)
influenced password expiry usage.

• RQ3: What reasons do participants have to still use
password expiry?

• RQ4: How do companies check for compromised ac-
counts, or what hinders them from implementing such
checks?

3.2 Survey Design

The survey consisted of five blocks, as presented in the fol-
lowing paragraphs. Each questionnaire differed slightly from
the one before, adapting to new situations and gathering fur-
ther insights. The survey is given in Appendix A, including
annotations highlighting differences between the years.

2“Critical infrastructures are organizations or facilities with important
significance for the state community, the failure or impairment of which
would result in lasting supply bottlenecks, significant disruptions to public
safety or other dramatic consequences.” Translated from the Federal Office
of Civil Protection and Disaster Assistance [39].
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Account per Employee and Login The participants were
asked whether their company makes use of a centrally-
managed account for each employee (Q13), what services
it can be used for (Q3a), what authentication methods can be
used (Q3b, Q3c), and if two-factor authentication is possible
(Q4).

Passwords The password part was shown to all participants
who indicated the employee account is secured with pass-
words. If a company did not have such an account, all ques-
tions concerned email passwords. We asked the participants
for their password policy (and encouraged them to provide a
copy of it, Q6) and for elements allowed or forbidden in the
password (Q16, Q17). The participants could indicate how
the policies impact the security and usability of the overall
authentication system and how often problems occur (Q26 -
Q28). Extending the original questionnaire of Gerlitz et al.,
we also asked the participants whether there are additional
specifications for particular user groups (Q18) and when and
why the policy was changed last (Q22-Q25). Additionally,
the changes in the BSI recommendations were brought up,
and the participants were asked whether they looked into the
changes and adapted their policy based on them (Q29, Q30).
In 2023, we added further open-ended questions to under-
stand if and why a company uses password expiry and how
accounts are checked against a compromise (Q8 - Q14).

Biometric Authentication and Hardware Token All par-
ticipants who indicated that the employee account could be
unlocked using biometric authentication or a hardware token
were asked for details (which biometric authentication is used
(Q34) and whether the token supports FIDO24 (Q39)). Simi-
lar to the password part, they were asked for their perceived
influence of the biometric authentication and token on the
security and usability of the authentication system and the
frequency of problems (Q35-Q37, Q40-Q42).

Passwordless We added one open-ended question in PCP23
asking for the general sentiments towards passwordless au-
thentication (Q44).

Demographics In the final part, the participants were asked
for details about themselves and the company they work for. In
PCP19, this included the total number of employees working
for the company (Q52) and the number of employees working
on IT security topics full-time (Q54). From PCP20 on, the
participants were also asked for the sector (Q47), the country
the headquarters of the company is located (Q51), whether
it can be seen as Critical Infrastructure (Q48), as well as the

3The notation Qx references to the corresponding question in our ques-
tionnaire.

4“Authentication standards based on public key cryptography for authen-
tication” [1]

position of the participant (Q55), and their years of experience
(Q56). In all years, the participants indicated their satisfaction
with the overall authentication system (Q59). From PCP20
on, they could also suggest that they participated in the survey
the previous year (Q58), which only two people reported in
PCP22.

3.3 Ethics

Our university’s Research Ethics Board approved the study,
and we adhered to the German data protection laws and the
GDPR in the EU. Participants had to consent to their data be-
ing used for research before the study began, and we included
the option "I don’t want to state" for all questions. Participants
could drop out at any point in time. The study included multi-
ple open-ended questions. If a participant’s answer contained
deanonymizing information (e.g., their company name), we
deleted it before we continued the analysis.

3.4 Recruitment and Demographics

Participants were recruited through the official newsletter
sent by the BSI. Everyone responsible for authentication in
a company was invited, and participation was voluntary and
not compensated. In this, we followed the original approach
by Gerlitz et al. [22], who recruited participants in the same
way between September and October 2019. In the latest run
in 2023, which also included the highest number of questions,
participants took a median time of 16 minutes to finish the
survey.

Table 4 and Table 5 in Appendix B show the participants’
demographics and their company characteristics.

3.5 Data Quality

We eliminated all incomplete answers from our analysis, as
well as one participant whose answers to open-ended ques-
tions indicated that they did not understand the questions
correctly in PCP19. We further removed the response of one
participant whose self-reported role does not clearly include
being able to work on the company’s authentication in the
dataset of PCP20.

Gerlitz et al. [22] not only recruited over the newsletter but
also used additional channels to distribute their survey. When
comparing the results, we included only those answers by
participants recruited through the newsletter for internal va-
lidity. To keep the samples as similar as possible, we included
only those companies using employee accounts in our analy-
sis. After this filtering, the datasets consisted of 54 (PCP19),
52 (PCP20), 63 (PCP22), and 80 (PCP23) answers. Due to
the slightly different filtering, we included fewer participants
in our comparison than reported by Gerlitz et al. [22], who
reported the data of 83 participants.
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All numbers for this filtering process are given in Table 3
in Appendix B.

3.6 Data Analysis

Over the years, the questions in the survey slightly changed.
However, all questions for which we compared the results
between the years were identical.

3.6.1 Coding

One of the open-ended questions was identical in all years
and asked for the password composition policy in use (Q6).
Answers for these questions from PCP20 and PCP22 were
coded by two authors using the code book that Gerlitz et al.
created for PCP19. For this step, we included all the complete
answers that we received and merged answers from both years,
such that during the coding process, the year in which the
answer was given was not known to the coders.

First, both authors coded 31 answers to check for a similar
understanding of the code book and then coded additional 31
responses to calculate the inter-coder agreement. After that,
each coder then coded half of the answers.

To date, most research on password composition policies
has focused on minimum length, password expiry, the number
of required character classes (complexity), as well as block-
lists (see Section 2.2). To gain a complete overview of these
components in the PCPs described above, we decided to code
the participants’ answers that did not mention their minimum
length, password expiry, complexity, or a blocklist as ’not
mentioned.’

We had 29 codes and used Recal2 [19] to calculate the
inter-coder reliability. For all codes, the reliability lies in the
range of (0.47, 1) with a weighted mean of 0.98. Table 6
in Appendix B shows the codes, their occurrences, and the
code-specific ICR.

Since we noticed that the answers given for Q6 were very
straightforward and did not leave much room for interpreta-
tion, the other open-ended responses that we analyzed (Q6 of
PCP23, Q8/Q12: Reason for using password expiry, and Q14:
How do compromise checks happen or why are they not used
of PCP23) were coded by one of the researchers. Two authors
discussed all codebooks and answers that were ambiguous.

We proceeded the same way for answers given for the
“other”-option in multiple-choice questions. All citations from
these answers in this paper are translated from German.

3.7 Limitations

This work needs to be interpreted in light of the following
limitations: Even though we recruited the participants through
the BSI newsletter and clearly stated who the survey is aimed
at, we cannot be sure that only the responsible employee

took part. From PCP20 on, participants were asked what posi-
tion they held. Except for one, all participants who specified
their role indicated working in a position with detailed do-
main knowledge about the company’s authentication system
(see Table 5). Yet especially for bigger companies, we cannot
rule out that only one member of the IT security team took
part in the survey. We checked for duplicates in the company
characteristics in combination with the given PCP but could
not identify any identical entries.

All data are based on self-reports, and participants might
have forgotten to include elements, especially for the pass-
word composition policy. We tried to counter this by asking
them to copy and paste their policy.

Using the newsletter sent by the BSI for recruitment may
have caused that in our samples, the participants are a) already
interested in security topics and news and b) an even more
interested subgroup, as those are more likely to read the study
invitation and follow it. We discuss the possible implications
in Section 5.3.

Over the years, the survey was adapted, and questions were
added. This could have caused participants to be in slightly
different states of mind when answering questions. However,
we took care to include new questions only after similar ques-
tions were already asked and included page breaks.

The survey for PCP22 contained minor improvements men-
tioned above, as well as an additional question about the rea-
son for the existence of a password expiry that was not recom-
mended by the BSI anymore at this point. After the newsletter
inviting participants for PCP22 was sent and 36 participants
had already completed it, we noticed that the questionnaire
for PCP20 was handed out by mistake that did not include
the changes and the additional question. We still decided to
switch to the improved survey since we were confident that
the additional insights from the new questions outweighed the
minimal risk of receiving different answers due to the slightly
modified questions.

4 Results

In this section, we present the findings of our survey. The
changes between the years of the used authentication systems
within companies are presented in Section 4.1 (RQ1). The us-
ages of password expiry (RQ2) are summarized in Section 4.2.
In Section 4.3 (RQ3), we present the reasons participants
gave for using a password expiry, and Section 4.4 (RQ4) sum-
marizes how companies currently check whether accounts are
compromised and what issues hinder them in implementing
checks.

4.1 RQ1 - Evolution of Authentication Systems

This section considers the evolution of authentication methods
and password composition policies between 2019 and 2023.
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4.1.1 Possible Authentication Methods

Figure 1 shows the percentage of participants per year who
stated that their company offers their employees to authenti-
cate using passwords, biometric authentication, and hardware
tokens, independent of their usage as the primary or secondary
factor. The use of authentication methods apart from pass-
words has risen steadily over the last few years. In 2023 for
the first time, two companies indicated that their company
does not use passwords. All numbers can be found in Table 2
in Appendix B.
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Figure 1: Percentage of participants that indicated that their
company enables authentication using passwords (PW), bio-
metric authentication (BIO), or hardware token (HW-T). Us-
ing authentication methods other than passwords rose steadily
over the years. The bars also indicate the number of compa-
nies using one, two, or three authentication methods. Biomet-
rics are seldom used as secondary factor alone.

If participants indicated that more than one authentica-
tion method could be used, they were asked whether these
methods needed to be used in combination (two-factor au-
thentication). Starting in PCP20, participants who mentioned
only one method were additionally asked whether there is
any possibility for two-factor authentication. The number of
those requesting 2FA also increased, at least between 2019
and 2022: 22.2% of the companies that participated in 2019
required two-factor authentication – 32.7% did so in 2020,
55.6% in 2022, and 51.2% in 2023.

4.1.2 Usage of Password Components

Participants were asked to indicate their current password
policy (Q6). This question text included the example, “e.g., at
least x characters, new password needs to be selected after x
days,” and participants were encouraged to provide a copy of
their policy. In PCP23, we also explicitly asked for password
expiry in a separate question that was shown after a page
break after Q6.

Figure 2 shows the development of the complexity, pass-
word expiry, and minimum length from PCP19 to PCP23.

There is a slight increase in the number of participants who
mentioned that their company requires all four character
classes to be used in the passwords. While NIST advises
against such complexity requirements, the BSI currently in-
cludes complexity requirements in their implementation hints
(see Section 2.3).

The figures also show a trend towards longer passwords
and larger time ranges before the passwords expire, e.g., the
number of companies that require a password change every
90 days decreased from 33.3% in 2019 to 6.2% in 2023, while
those who explicitly mentioned not using password expiry
rose from 1.9% in 2019 to 22.5% in 2023. In 2023, 10.0%
of the participants did not include any information about
password expiry in the open-ended response but disclosed
they actually use a password expiry in the question explicitly
asking for it (Q11). We further explore the details of password
expiry in Section 4.2. The concrete numbers of companies
using a certain minimal length, complexity, and password
expiry are shown in Table 6 in Appendix B.

We also looked at the most common combination of pass-
word expiry, a required minimum length, and complexity for
each year and show the results in Table 1. The most com-
mon combination in PCP19 and PCP20 (minimum length of
8 characters, enforcing three character classes, and using a
password expiry of 90 days) was not used by any participant
in PCP23.

Summary for RQ1 From 2019 to 2023, the compa-
nies our participants worked for offered more authen-
tication methods next to passwords, and the number
of participants whose companies require 2FA rose by
almost 20 percentage points. Looking at PCPs, it is
now more common than in 2019 to require longer
passwords (12 or even 14 characters) and to refrain
from using password expiry.

4.2 RQ2 - Password Expiry
As detailed in Section 2.3, the BSI advises against a forced
frequent change of passwords. Instead, companies should run
analyses on whether a user account is compromised. This
could, for example, be done by checking for parallel logins
from several systems or locations. A regular change should
only be considered if such checks are impossible.

While the development of the days after which a password
change is required is given in the previous section, this section
investigates H1 and H2, and we take a closer look at company
characteristics that may indicate the use of password expiry
(H3-6).

Since we wanted to dive deeper into the analysis of pass-
word expiration, we added an additional closed question about
password expiry in PCP23 to double-check the open-ended
general PCP question.5 When comparing the numbers from

5We added a page break to ensure participants would not be influenced.

USENIX Association Nineteenth Symposium on Usable Privacy and Security    197



1 2 3 4
N

ot
m

en
tio

ne
d

N
o

re
qu

ir
em

en
t

Sp
ec

ia
l

Im
pr

ec
is

e

<=
30

30
<

x
<

90
=

90
90

<
x

<
18

0
=

18
0

18
0

<
x

<
36

5
=

36
5

>
36

5
Im

pr
ec

is
e

N
ot

m
en

tio
ne

d
E

xp
lic

itl
y

no
tu

se
d

<=
7

=
8

=
9

=
10

=
11

=
12

>=
14

Im
pr

ec
is

e
N

ot
m

en
tio

ne
d

0

10

20

30

40

50
Character classes Password expiry in days Minimum length

requirement
2019
2020
2022
2023

Figure 2: Overview of the required number of character classes that need to be covered in the user’s passwords, number of days
after which a user is requested to change their password (password expiry), and required minimum length in 2019, 2020, 2022,
and 2023. Y-axis shows percentages. Answers from Q6. Findings: 1) Character classes: Participants whose companies require
at least three character classes either mentioned certain classes or allowed a password as long as any three classes were used.
There are no big differences between the years. In their implementation hints, the BSI gives examples that include enforcing
several character classes (see Section 2.3). 2) Password expiry: The number of companies using password expiry of 90 or 180
days decreased from 2019 to 2023, and more participants explicitly mentioned not to use password expiry in 2022, following the
BSI recommendations. 3) Minimum length: Requiring passwords with at least 10, 12 or 14 characters is more common in 2023
than it was in 2019, where most PCPs asked for at least eight characters.

the closed question to the open-ended answers, we noticed
that ten percentage points fewer participants mentioned pass-
word expiry in the open-ended question than in the closed
question (35.0% vs. 45%). It is interesting to note that 10%
did not think to mention password expiry when describing
their policy.

While we cannot say this for sure, we think it is likely
that there has been a similar amount of underreporting in the
previous years. But to be on the safe side, when we compare
PCP23 to previous years, we use only the open-ended data,
so the comparisons are made based on the same measurement
instrument, i.e., we only use the 35.0% that were captured the
same way as in PCP19.

However, we believe 45% to be more accurate and use it
wherever applicable.

4.2.1 RQ2 - H1

We hypothesized that the total number of companies using
password expiry decreased from 2019 to 2023. To investigate
this question, we performed two Fisher’s exact tests based on
answers given to Q6. The tests are based on slightly different
assumptions: For the first one, we only included those par-
ticipants who explicitly said something about their password
expiry: either mentioning a time span or indicating they do

not use one. In PCP23, 26.9% of those participants who did
not mention a password expiry in the open-ended question
(Q6) later stated one in the closed question specifically asking
for it. The results show a statistically significant difference
between the results from 2019 (nexp19 = 39, nnoexp19 = 1) to
2023 (nexp23 = 28, nnoexp23 = 18): p(19,23) = 0.00, OR = 25.07.

For the second test, we included all participants and as-
sumed that not mentioning expiry is the same as not having
one. In PCP23, this was true for 73.1% of those who did not
mention password expiry in Q6. This test also shows a statis-
tically significant difference between the results from 2019
(nexp19 = 39, nnoexp19 = 13) to 2023 (nexp23 = 28, nnoexp23 =
44): p(19,23) = 0.00, OR = 4.71.

This suggests that within three years after the change, there
has been a shift towards the new recommendations.

4.2.2 RQ2 - H2

We further hypothesized that for companies that use password
expiry: The time range after which a password is required
to be changed increased between 2019 and 2023. For this
analysis, we included only participants who used password
expiry. We excluded all participants who gave no clear answer
about the length of their password expiry (e.g., only stating
that there is a password expiry but giving no numbers.) We
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Expiry (days) Min. Len Complexity 2019 2020 2022 2023
90 8 3 5 4 3 0
90 8 4 4 3 1 0
90 10 3 3 1 1 0
180 8 3 3 0 0 2
180 8 4 1 3 0 1

Not mentioned 8 3 2 1 4 2
Not mentioned 8 4 3 3 3 2
Not mentioned 12 3 0 3 1 5
Not mentioned 12 4 2 2 6 2
Explicitly not 12 3 0 0 1 4

Table 1: Number of times a certain policy was mentioned in
2019, 2020, 2022, and 2023. The more participants mentioned
their company uses a policy, the darker the cell is shaded. A
PCP is included in this table if it appeared at least 3 times in
at least one year. While the most common policies in 2019
included a password expiry, this trend has shifted in 2023,
where the most commonly mentioned policies do either not
mention regular password rotation or explicitly state not to
use one.

performed a Wilcoxon rank-sum test for which we included
38 answers from 2019 and 27 from 2023. Figure 2 showed
a trend towards fewer companies that enforce a password
change after 90 or 180 days, and this theme was also picked
up in the open-ended responses: “Jumping to unlimited pass-
words takes time because technical change and culture change
take time. We went from 90 days to 1 year.” Yet, the tests
did not show a statistically significant result (p(19,23) = 0.131,
Z(19,23) = -1.511).

4.2.3 RQ2 - H3-6

Finally, we were interested in whether company characteris-
tics or the use of certain policy elements influence whether
the companies use a password expiry in 2023. We conducted
four Fisher’s exact tests to analyze the impact of the follow-
ing variables on the existence of a password expiry: company
size (<500, >=500), critical infrastructure (no, yes), last policy
change (before BSI changes, after BSI changes), and techni-
cal measures that check for account compromise (no, yes).
We used data from the open-ended response (Q6) and the
explicit question asking for password expiry (Q11) for these
tests. Taken together, 45% of the participants mentioned that
their company uses a password expiry in 2023.

After correcting the results using a Bonferroni-Holm cor-
rection, none of the tested factors remained to have a statisti-
cally significant impact on the existence of password expiry.
The contingency table for all tests is given in Table 9 in Ap-
pendix B.

Summary for RQ2 Over 40% of the participants
stated that their company still uses password expiry
in 2023, although this is statistically significantly less
than in 2019. None of the characteristics for which
we tested differences in the use of password expiry
showed a statistically significant result.

4.3 RQ3: Why do Companies Require a Regu-
lar Password Change?

Thirty-six participants in PCP23 and nine in PCP22 answered
why their company uses password expiry.

Apart from this explicit question, some participants in-
cluded a reason for using password expiry in their open re-
sponse to Q6.

In the following, we present the most commonly mentioned
themes. The coding table is given in Table 7 in Appendix B.

Increase Security In 2023, 17 participants said their com-
pany uses a password expiry for security reasons. Half of
them stayed vague and stated “[password expiry] gives some
security” or “improvement of password security.” The remain-
ing eight mentioned more specific reasons, e.g., “Because
after a year, the risk of misuse of the PW through reuse with
other, potentially corrupted services, is too great.”

In 2022, two participants stated their company uses a pass-
word expiry to get rid of lost (n = 1) or leaked passwords
where employees did not follow the recommended change
after being notified about the leak (n = 1).

Still Demanded Another commonly mentioned reason was
that someone or some regulation demands a password expiry.
Four participants stated their CEO or internal policies require
this regular change, “[...] contrary to the recommendation of
the IT sec [department]” or because of “inertia in our security
standards.” Three participants mentioned that customers or
the customers’ compliance requires regular changes, and five
participants mentioned official requirements, e.g., “Official
(in my eyes outdated) requirements in handling officially
classified data.” The latter two reasons were also mentioned
in previous years.

No Alternatives A small number of participants (Four in
2023, one in 2022) use password expiry because they have
“No other method implemented yet” or because “there is cur-
rently no other technical solution.” We look deeper into these
alternatives in Section 4.4.

Best Practice Some participants (Two in 2023 and two in
2022) stated that password expiry is best practice or recom-
mended by the BSI. One participant stated: “[We] consider
it wrong not to change [the password] regularly.” This was
already a theme in 2022, so we asked in 2023 whether par-
ticipants perceived a regular change as best practice before
asking why password expiry was used. This question was
affirmed by 23.1% of the PCP23 participants.

Currently Changing We also saw participants (One in
2023 and one in 2022) who stated they were currently in the
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process of eliminating password expiry. One mentioned: “The
auditor still has to be convinced.”

4.4 RQ4: How do Companies Check for Com-
promised Accounts and What Hinders
Them?

The BSI specifies that mechanisms must be implemented to
detect compromised passwords (see Section 2.3). So, we were
interested in the mechanisms companies use or whether they
have problems implementing them. We included this question
in the PCP23 survey, and 66 participants answered it. The
coding table is shown in Table 8 in Appendix B.

Of those 66 answers, 36 participants said their companies
use technical solutions to check for password or account com-
promises, whereas 25 do not. In three cases, the participants
gave no clear answer, and in two cases, checks are not used
consistently for all systems (e.g., used for SSO, but not for
AD).

Those who use checks most often do so by checking against
databases of leaked passwords (n = 8) or by using tools that
check for anomalies within the system or during logins (n =
16).

The absence of technical checks was most often explained
by missing resources (time, financial, or human resources)
(n = 7), by structural and organizational issues (n = 5), or
because the technical solution was not straightforward (n= 9).
One participant mentioned a “conflict with the works council.”
Specific problems mentioned were that third-party tools are
needed or behavior-based detection tests lead to several false
positives in the past.

Three participants questioned the possibility of checking
for compromises in general: “It is not clear to us how to check
if a [password] is 100% not compromised.”

Additional (n = 2) or alternatively (n = 4) to technical
checks, some participants stated their companies encourage
their employees to check for a compromise themselves.

Summary for RQ3 and RQ4 Companies still use
password expiry in 2023, mainly to increase IT secu-
rity or because another entity required it. Technical
measures that check for account compromise were
often not implemented because of missing resources.

5 Discussion

We conducted three surveys over three years to understand
how password composition policies evolve. We found that
companies now require passwords to have more characters
than in 2019 and found significantly fewer participants whose
companies rely on password expiry. When specifically asking
for the reason for still using expiry in PCP23, we found IT
security to be one of the leading explanations.

This section discusses the reasons why companies still use
password expiry, draws connections to related work, and gives
recommendations for future work and policymakers.

5.1 Password Expiry and IT Security
The BSI started advising against password expiry at the begin-
ning of 2020. With this, they finally followed scientific work,
a full decade after it showed the usability of password expiry
to be a problem [9, 28, 46]. In our study, four participants
explicitly mentioned that employees wrote passwords down
when they had to change them regularly, and the company
thus got rid of this requirement.

Nonetheless, in the latest survey run in 2023, still, 45%
of the participants stated that their company forces regular
password changes from their employees. Several of them
(17) argued for an improvement in IT security, confirming the
findings of Sahin et al. [42]. In the following, we discuss these
reasons and evaluate whether this situation is problematic.

Compensation of Technical Issues We found cases where
password expiry was used to compensate for other technical
issues. One participant mentioned using expiry to get rid of
old hashing algorithms, one referred to a maximum password
length of eight that was set by the system, and a third explained
that MFA was not yet implemented for all accounts. It can
make sense to keep password expiry to bridge the time until
new technologies are implemented (as mentioned in the latter
example). However, accepting all the drawbacks that regular
password changes bring because of a legacy system that itself
can be a security risk seems like a missed opportunity: Instead
of adopting to constraints of a system, system administrators
could argue that they need a new and more secure system that
can fulfill the updated recommendations. However, we must
acknowledge that business constraints can make this difficult.

Initiate Password Development The most commonly used
arguments for password expiry concerned initiating the de-
velopment of passwords, i.e., making sure that a password
is not in use anymore when an attacker gets access to it and
reducing the problems that come with password reuse by, e.g.,
decoupling the employee account from private accounts for
which the employee used the same password.

Both of those arguments sound reasonable in theory, espe-
cially as credential stuffing attacks (where an attacker tries
to log into accounts by using passwords associated with that
user in leaks) made up almost a third of all attacks across the
Arkose Labs network [32] and more than 12 billion leaked lo-
gin combinations are public by the time of writing in 2023 [3].

However, estimating the real security benefit of such
changes is hard. Studies indicated that many individuals sim-
ply modify a previous password when being forced to change
it [26,55]. This makes it easy for an attacker to guess the new
password if they have access to a previous one, especially
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when considering advanced attacks where not only the pass-
word that is included in leaks is used but also variations of it
(e.g., following the approach by Pal et al. [40]). Yet, simple
attacks that use exactly the same password as found in leaks
might be prevented.

Further, many attacks, e.g., data theft, do not require much
time, and according to a study by Agari, 50% of the creden-
tials were used within twelve hours after they were compro-
mised [6]; thus, requiring password changes every month will
likely not prevent many attacks.

If persistence is the goal, attackers will attempt to create
further footholds so that losing access to the first account does
not lock them out.

And while the results from a survey study by Habib et
al. [26] indicate that users do not seem to choose weaker
passwords when updating them compared to creating new
ones, Adams and Sasse [5] argue that a regular password
change could lead users to create very simple passwords.
On a larger scale, it is unclear whether users’ strategies for
initially creating the password differ, depending on whether
they know they will have to change it soon or can keep it for
a longer period.

What is clear is that physical password handling differs de-
pending on whether passwords need to be changed frequently
or not: Habib et al. [26] saw a statistically significant increase
in storing the main workplace password in the web browser
when password expiry was in use. Depending on the details of
this (usage of a browser password manager, behavior concern-
ing device locking when leaving the desks, etc.), this might
have a positive or negative impact on security. Similarly, if
users are also more likely to write down their passwords on
sticky notes, physical access to a workspace would be a prob-
lem. Yet, unobserved access to a workspace might come with
several other risks anyway, such as being able to insert a phys-
ical key logger (even though this involves more planning than
simply using the password from a sticky note).

Adding “Some” Security The uncertainty of how much se-
curity is actually added was also present in the answers, where
participants associated password expiry with “some security”.
While it can be reasonable to use every opportunity, even the
small ones, to increase IT security, people nowadays already
have to deal with many security mechanisms in their work
environment (e.g., authentication, secure messaging, physical
access control). Removing those requirements that are very
time-consuming [9], and can even be replaced by technical
checks, thus seems like a good idea.

5.2 Further Reasons for Delayed PCP Updates

In this section, we discuss arguments for using password
expiry apart from increasing IT security.

Alternative Mechanisms Cannot be Implemented One
participant in 2022 mentioned that their company is not able
to remove the requirement for a regular change because of “in-
adequate control mechanisms to detect compromise.” In 2023,
participants mentioned technical reasons, e.g., that third-party
tools are needed, current tools lead to too many false positives,
or that, in general, the implementation of such checks is “too
complex.”

This problem can also be seen in other security-related ar-
eas, such as deploying updates, where systems are not updated
because of legacy software that is known to be incompatible
with up-to-date environments [34, 50].

The area of these alternative mechanisms remains to be
studied in more detail. Further reasons for some companies
not being able to use checks that indicate a password compro-
mise need to be identified. One paper that has already studied
these alternative mechanisms was published by Markert et
al. [35]. The authors studied administrators’ understanding of
risked-based authentication. They found that their participants
struggled with the meaning of the given risk levels and the
configuration interface in general.

Depending on further findings, it might be helpful if the
BSI, or any institution with a similar influence, could publish
additional information about the available alternatives and
how they can be implemented. At the point of writing, the
suggestions concerning alternative mechanisms in the current
implementation hints are very vague: “For example, logging
and the corresponding evaluation of log files can be used
to determine whether there have been unusual accesses or
hacking attempts. Special security products are also avail-
able for databases, operating systems, web servers, and other
applications.”6

Looking at the area of HTTPS, the increase in its usage was
not only sparked by a changed recommendation but also be-
cause there was a new and very easy way to follow it (see 2.4).

Inertia Participants pointed to the necessity to follow re-
quirements that still demand regular change, e.g., federal of-
fices or the PCI (Payment Card Industry Data Security Stan-
dard). In some cases, internal security standards require the
use. As pointed out in Section 2.4 and also mentioned by the
participants, changes take time to reach every stakeholder,
and one participant mentioned the word inertia.

The problem of contradictory guidelines can appear when-
ever multiple institutions publish different recommendations
for the same topic. In these cases, administrators must decide
which guidelines to follow or how to combine them.

No Knowledge About Change and Misconceptions Many
technical news portals, e.g., [41,43] and newspapers, e.g., [12,
29] reported the removal of password expiry in the new BSI

6Translated from the German implementation hints [16]
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recommendations. However, we still encountered one par-
ticipant who stated that this is recommended by the BSI. In
2020, 25% of the participants mentioned being unaware of
the BSI changes published eight months earlier while being
subscribers to the newsletter. This phenomenon can also be
seen in other areas (see section 2.4).

We noticed misconceptions about how checks for account
compromise happen and potentially problematic views to-
ward security in general. One participant, e.g., stated that
passwords need to be shared with third-party tools for com-
promise checks. Although this might be the case for some
checks, there are solutions that circumvent this problem [2].

Another participant mentioned that it is never 100% sure
whether a password is compromised. While this is true for
almost any other security-related topic, it should not lead to
not using compromise checks at all.

Here, efforts such as the Let’s Hash website of Geierhaas
et al. [21] can help by providing participants with a program-
ming aid that supports developers in securely implementing
password storage. It seems beneficial to further go this route
and offer code-fulfilling recommendations such as from the
BSI, NIST, or OWASP. While such a website is a good start-
ing point, the people implementing the recommendations still
need to be made aware of such platforms and that their knowl-
edge is not up to date.

Processes Need to be Observed Depending on the size
and structure of a company, changing the PCP can require
potentially complex processes and involve multiple parties.
In our sample, we found cases where the CEO was involved
in creating the PCP. While we do not know the whole pic-
ture, we sometimes assume a clash of very different goals.
A CEO of a small company stated: “From our point of view,
the management is responsible for the guidelines and not the
IT admins.” In another case, the CEO of a company required
password expiry, even though the security department advised
against this. In cases like this, non-technical explanations of
why something should or should not be used from the IT per-
spective might help to convince decision-makers without deep
technical background and help to mediate between different
stakeholders.

Apart from this decision process, a new policy has to be
included in the systems. Several participants indicated they
use Microsoft’s Active Directory for authentication. It would
be interesting to ascertain whether and how the usage of
central software positively affects processes in general. This
way, and in combination with secure defaults, the processes
might be improved in simplicity, speed, and security, as has
already been seen in other areas [4, 51].

Arguments for Change and Prioritization One of the
most commonly mentioned reasons why checks for password
compromise are not implemented are missing resources, i.e.,
time, money, or human resources.

If decisions need to be made for prioritizing tasks, low-
priority tasks are often postponed, and other stakeholders must
be convinced that allocating time for this is a good idea. For
this reason, the arguments for a change that impacts usability
more than security need to be good. Official recommendations
could explain their rationale behind decisions, perhaps even
beyond the security topic. That way, decision-makers have
a better overview, and it might be easier to understand and
communicate possible implications.

5.3 Sample and Recruitment Bias
We recruited over the newsletter sent by the BSI, thus focusing
on companies interested in security-related topics, either out
of an employee’s personal interest or because their company
has to follow specific guidelines. The latter might be the case
for the 13.8% in our sample (PCP23) that indicated their com-
pany can be seen as critical infrastructure and for those 27.5%
who indicated their company is certified with a certification
relevant for IT security (6.2% indicated both). Yet, the effect
of such a security focus is unclear and could lead to two very
distinct outcomes: either following recommendations very
closely or using every opportunity to increase security, even
if the measures taken are questionable in terms of improving
security.

6 Conclusion

In 2020, the BSI changed its guidelines regarding password
composition policies and removed the advice to include
password expiry. Instead, they recommend only enforcing
a change if a password is compromised.

We conducted three survey studies after the guideline
change to understand how fast and well these suggestions
are implemented and what problems might hinder an adop-
tion.

We found that fewer companies require a regular password
change ofter the years (72.2% in 2019 to 45% in 2023). Par-
ticipants who still use a regular expiry explained this with
security improvements and additional guidelines by other in-
stitutions they must follow. Alternative checks were often
not implemented because of missing resources or because
of technical hurdles. We believe that it might be helpful if
decision-makers were supported with more precise informa-
tion about these alternatives than what is currently included
in the guidelines given by the BSI.
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A Survey

The used survey was adapted to new situations over the years. To
indicate that a question was included in a year, we will use the
following taxonomy:

• †, if a question was part of the original questionnaire by Gerlitz
et al. [22] in 2019.

• ⋆, if the questions was included in PCP20.

• ⋄ for questions included in PCP22.

• ▽ for questions included in PCP23.

If no year is specified, the question was asked in all versions of the
survey.

Accounts
• Q1 Is there a company-wide account per user, that is managed

centrally? (e.g., for logging into the workstation, communica-
tion platform, email or the like.)
Yes / No

• Q2▽ Which user management do you use? (e.g. Microsoft
Active Directory)
[Free Text]

If Q1 equals yes:

• Q3a What can this account be used for? (Multiple answers
possible.)
Email / Workstations / Communication platform (SharePoint,
Slack, etc.) / VPN into corporate network / Access to shared
corporate data (e.g., Active Directory) / Other: [Free text]

< Page break >

• Q3b Which methods can be used to log in? Please check the
applicable.
Password or PIN / Biometrics (e.g., Fingerprint, Face recogni-
tion) / Hardware Token (e.g. Smartcard, Token, Smartphone) /
Device Certi f icates⋄

• Q3c Is there any other method in use that is not listed?
Yes, the following: [Free text] / No

If more than one method is listed in Q3b:

• Q4a You stated, that there are several methods in use that
enable your employees to log in. Are the methods used in com-
bination (e.g., 2FA)?
Yes, the methods are used in combination (2FA) / No, the em-
ployees can choose one of the methods / Other: [Free text]/ I
do not know / I do not wish to make a statement

If only one method is listed in Q3b:

• Q4b▽ Do you make use of any kind of two-factor authentica-
tion?
Yes, using the following techniques: [Free Text] / No / I do not
know / I do not wish to make a statement

< Page break >

Passwords
You stated that there is no company-wide account with which the
employees can log into several services.
The following questions regard the email accounts of your employees
and their passwords (Webmail, IMAP, POP3, etc.).
Or
You stated, that your employees use passwords/PINs to log in. The
following questions regard these passwords/PINs.

• Q5†⋆⋄ How are passwords handled?
Users can choose them themselves / Passwords are created
by a system, and users cannot change them / Passwords are
created by a system and need to be changed by the user⋆⋄/ I
don’t want to make a statement / Other: [Free text]

• Q6 What specification (also called password policy) do pass-
words need to fulfill (e.g., at least x characters, new password
needs to be selected after x days, etc.)
This question is the main focus of our research. Please be as
detailed as possible. If possible and allowed, please copy your
specification into the following text box. At this point, we want
to remind you, that the data is managed anonymously. It will
not be possible to identify your company.
[Free text]
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• Q7 Are these specifications enforced by the system?
Yes / No / There are no specifications / I do not know / I do not
wish to make a statement / Partially: [Free text]

• Q8⋄ In case there is a password expiry in use: Why?
[Free text]

• Q9 Optional: What reasons spoke against the introduction of a
password policy?
[Free text]

< Page break >

• Q10▽ Do you feel it is best practice to require employees to
change their passwords on a regular basis (e.g., once a year)?
Yes / No / Other: [Free Text]

< Page break >
In previous studies, we have seen that employees in many companies
in Germany have to change their passwords on a regular basis. In the
following, we would like to learn more about the possible reasons
that speak in your eyes for or against using such a time-controlled
change of passwords.

• Q11▽ Are employees technically forced to change their pass-
word?
Yes, after a fixed time interval (days/months/years): [Free Text]
/ Yes, if there is a suspicion that the password has become
known / No, never / Other: [Free Text]

• Q12▽ If employees need to change their password regularly
(after a fixed time interval): Why?
[Free Text]

• Q13▽ In case employees had to change their password regu-
larly (after a fixed time interval) in the past, but this rule has
now been abolished: Why was this changed?
[Free Text]

< Page break >

• Q14▽ Since 2020, the BSI has recommended relying on pass-
word compromise detection instead of recurring password
change prompts (after a fixed time interval). If you do this:
How do you check if passwords are compromised?
If not: are there reasons that prevent you from doing so? (e.g.,
technical, structural, or timing reasons).
[Free Text]

< Page break >

• Q15 Are users prevented from picking passwords that belong
to the most common passwords?
No / Other: [Free text] / I do not know / I do not wish to make
a statement / Yes† / Yes, examination through⋆⋄: [Free text])

• Q16⋆⋄▽ Do you make use of a Blocklist/Denylist of elements
that are not allowed to be used in a password? (e.g. words from
the dictionary or sequences of numbers) Yes, the following
elements cannot be used in passwords: [Free text] / No / There
are no specifications / I do not know / I do not wish to make a
statement

• Q17⋆⋄ Which Unicode characters can be used in passwords?
All / a-z / A-Z / 0-9 / All special characters / Special characters,
except: [Free text] / Chinese characters / Arabic characters
/ Emojis / Other: [Free text] / I don’t know / I do not want to
make a statement

• Q18⋆⋄▽ Are there additional password policies for different
users? (e.g. System administrators) Yes / No / I do not know / I
do not wish to make a statement

• Q19⋆⋄▽ Optional: How do the different password policies
differ? [Free text]

< Page break >
The following questions still regard the passwords which are used in
your company.

• Q20 Who created the specifications (password policies) for the
passwords?
Myself / My predecessor / Somebody else: [Free text]/ I do
not know / I do not wish to make a statement / There are no
specifications

• Q21 What are the specifications based on? (Multiple answers
possible.)
Targeted Training⋆⋄▽ / Own Know−how⋆⋄▽ / Standards de-
fined by own company⋆⋄▽ / Industrial Standards⋆⋄▽ / Expert
panels / Exchange with other companies / NIST (National In-
stitute of Standards and Technology) / BSI (Bundesamt für
Sicherheit in der Informationstechnik) / OWASP (Open Web
Application Security Project) / Other: [Free text] / I do not
know / I do not wish to make a statement

• Q22⋆⋄▽ When were the password policies changed last? [Free
text]

• Q23⋆⋄ What changes were made during the last modification?
[Free text]

• Q24▽ Which changes were made?
[Free Text]

• Q25⋆⋄▽ What caused the change? [Free text]

• Q26 How do the password policies impact the user-friendliness
of the authentication system?
1: Very negative – 5: Very positive

• Q27 How do the password policies impact the security of the
authentication system?
1: Very negative – 5: Very positive

• Q28 How often do passwords cause problems in your company
(e.g., forgotten passwords, etc.)?
1: Very rarely – 5: Very often

< Page break >

• Q29⋆⋄ This year, the BSI published new recommendations for
password policies. Have you already dealt with them? Yes / No
/ I do not know / I do not wish to make a statement

• Q30⋆⋄ Was your password policy adapted due to the new rec-
ommendations or are you planning a change? Yes / No / I do
not know / I do not wish to make a statement

< Page break >

• Q31 Is there a policy that specifies how the passwords are
stored in the system (hash function, length of the salt, etc)?
Yes / No / I do not know / I do not wish to make a statement

• Q32 Is there a process that initiates an update of the policy on
how to store passwords?
Yes / No / I do not know / I do not wish to make a statement
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• Q33 Optional: How are stored passwords protected? We are
particularly interested in the hash and salt functions that are
used.

We want to remind you that the data is gathered anonymously
and we are not able to link it to your company.
[Free text]

< Page break >

Biometric Authentication

You stated, that your employees use biometrics to log in. The follow-
ing questions regard this method.

• Q34 What kind of biometrics are in use?
Fingerprint / Iris / Face recognition / Other: [Free text]/ I do
not wish to make a statement

• Q35 How does the biometric authentication impact the user-
friendliness of the authentication system?
1: Very negative – 5: Very positive

• Q36 How does the biometric authentication impact the security
of the authentication system?
1: Very negative – 5: Very positive

• Q37 How often does the use of biometric authentication cause
problems?
1: Very rarely – 5: Very often

• Q38 Optional: Do you wish to provide us with additional
information about this topic?
[Free text]

< Page break >

Hardware Token

You stated, that your employees use a hardware token to authenticate.
The following questions regard this token.

• Q39 Does the token support FIDO2?
Yes / No / I am not sure / I do not wish to make a statement

• Q40 How does the token impact the user-friendliness of the
authentication system?
1: Very negative – 5: Very positive

• Q41 How does the token impact the security of the authentica-
tion system?
1: Very negative – 5: Very positive

• Q42 How often does the usage of the token cause problems?
1: Very rarely – 5: Very often

• Q43 Optional: Do you wish to provide us with additional
information about this topic?
[Free text]

< Page break >

Passwordless
• Q44▽ There are efforts (e.g., by the Fido Alliance) to com-

pletely abolish passwords. What is your opinion of these efforts
(also with regard to their feasibility in the company where you
work)?
[Free Text]

< Page break >

Demographics
• Q45†⋆⋄ Please check the conditions which apply to your com-

pany. (Multiple answers possible.)
There are employees who can access their emails outside the
company network /
There are employees who can access their emails using a web
login /
There are employees who do not need to know the password
for accessing their emails, e.g., as the email-client is pre-
configured

• Q46 Is there any additional security for emails? (e.g., encryp-
tion in combination with a smart card)
Yes, obligatory / Yes, voluntary / No / I do not wish to make a
statement

• Q47⋆⋄▽ What is your companies’ field of work? Automobile In-
dustry / Banks and financial services / Education and research
/ Services / Retail / Energy industry / Logistics / Telecommu-
nication / Pharmaceutical industry / Tourism / Insurance /
Healthcare Marketplace / Other: [Free text] / I do not wish to
make a statement

• Q48⋆⋄▽ Is your company an operator of critical infrastructure
or is it affected by regulations for operators of critical infras-
tructure? Yes / No / I do not know / I do not wish to make a
statement

• Q49▽ Is your company certified with a certification relevant
to IT security (e.g., PCI-DSS, ISO 27001,..)?
Yes, the following: [Free Text] / No, but we intend to / No /
Other: [Free Text] / I don’t know / I do not wish to make a
statement

• Q50▽ Are there any legal regulations that require you to have
any of the previous certifications?
Yes the following: [Free Text] / No / Other: [Free Text] / I do
not wish to make a statement

• Q51⋆⋄▽ Where is your companies’ headquarter? (Country)
[Free text]

• Q52 How many employees work in your company?
1-9 / 10-49 / 50-249 / 250-499 / 500-999 / 1000 or more / Not
sure / I do not wish to make a statement

• Q53 How many desktop clients do you manage?
1-9 / 10-49 / 50-249 / 250-499 / 500-999 / 1000 or more / Not
sure / I do not wish to make a statement

• Q54 How many employees in your company work full-time
on IT security topics?
0 / 1 / 2-5 / 6-10 / 11-20 / 21 or more / Not sure / I do not wish
to make a statement
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• Q55⋆⋄▽ What is your position? Administrator / ISO / CISO /
CTO / CSO / Support / Other: [Free text] / I do not wish to
make a statement

• Q56⋆⋄▽ How many years of experience do you have in this or
related positions? Under 1 year / 1-3 Years / 4-9 Years / 10 or
more years / I do not wish to make a statement

• Q57⋆⋄▽ Is one (or more) of the following situations true for
your company when looking at the last 5 years? (MC) A pass-
word of an employee was guessed and used to attack the com-
pany (Ransomware, theft,..) / Several passwords have been
stolen from the database / None of the above / I do not know / I
do not wish to make a statement / Further / Other: [Free text]

< Page break >

• Q58⋆⋄▽ Have you already participated in this survey last year?
Yes / No / I do not know /I do not wish to make a statement

• Q59 How satisfied are you with your authentication system?
1: / – 5: ,

• Q60 Has this questionnaire motivated you to update parts of
your authentication system in the near future? If yes, which
parts?
Password Policies / Security measures for stored passwords /
Adding biometrics / Adding hardware token / No / Other: [Free
text]

B Additional Tables

PCP19 PCP20 PCP22 PCP23
Pw 100.0 100.0 100.0 97.5
Pw + Bio 14.8 17.3 25.4 25.0
Pw + Token 38.9 50.0 57.1 53.8
Pw + Bio + Token 11.1 13.5 19.0 17.5
Token (no Pw + Bio) 0 0 0 1.2

Table 2: Percentage of participants who mentioned that their
companies use the different possibilities to login. Pw = Pass-
words are in use; bio = Biometrics are in use; Token = Hard-
ware token are in use

PCP19 PCP20 PCP22 PCP23
All Data 172 72 96 122
Only BSI 91 72 96 122
Only complete 71 57 66 83
Individual filter 69 56 66 83
Only accounts 54 52 63 80

Table 3: Elimination process of data sets. Only BSI = Only
answers that were gathered over the BSI newsletter. Only
in PCP19 were participants recruited over other channels as
well. Complete = The participant filled out the whole survey.
Individual filter = Participants were filtered manually if the
answers indicated they did not understand the questions and if
the role did not include being able to work on the company’s
authentication protocols. Only accounts = Participants indi-
cated whether the company makes use of a centrally managed
account. We only kept those who did.

PCP19 PCP20 PCP22 PCP23
n = 54 n = 52 n = 63 n = 80

Size of Company 1-9 7.4 7.7 7.9 5.0
(Q52) 10-49 13.0 3.8 11.1 13.8

50-249 16.7 23.1 15.9 20.0
250-499 7.4 7.7 9.5 12.5
500-999 9.3 9.6 11.1 16.2
≥ 1000 46.3 48.1 44.4 28.7
Unclear 0.0 0.0 0.0 3.8

Employees working 0 14.8 5.8 17.5 17.5
full-time on 1 22.2 36.5 27.0 23.8
IT security topics 2-5 25.9 34.6 31.7 31.2
(Q53) 6-10 5.6 11.5 7.9 8.8

11-20 11.1 5.8 0 7.5
≥ 21 13.0 5.8 11.1 7.5

Unclear 7.4 0.0 4.8 3.8

Table 4: Demographics of companies that were asked in all
three years. All numbers are percentages of that year. “Un-
clear”: Participants did not disclose the information, or we
could not infer it from their answers.
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PCP20 PCP22 PCP23
n = 52 n = 63 n = 80

Sector (Q47) Services 40.4 39.7 41.2
Industry 17.3 15.9 15.0
Medical 7.7 7.9 5.0
Infrastructure 9.6 4.8 7.5
Public service 9.6 9.5 6.2
Education and research 5.8 9.5 6.2
Sales 3.8 1.6 3.8
Other 0.0 7.9 5.1
n.d. 5.8 3.2 10.0

Critical Yes 19.2 15.9 13.8
Infrastructure No 80.8 74.6 81.2
(Q48) n.d. 0 9.5 5.0
Incidents at Easy PW used for attack 11.5 9.5 11.2
company within Several PWs were
last 5 years stolen from database 1.9 1.6 0.0
(Q57, MC) None of the above 63.5 84.1 65.0

Other 11.5 0.0 8.8
n.d./Don’t know 15.4 4.8 15.0

Own role (Q55) IT
C-level & management 50.0 39.7 50.0
ISO 17.3 28.6 20.0
Admin/DevOps 13.5 12.7 11.2
Support 0 1.6 0

Management 1.9 9.5 7.5
DPO 1.9 0.0 2.5
Consultant 0.0 0.0 1.2
n.d. 17.3 7.9 7.5

Own experience < 1 year 1.9 1.6 2.5
(Q56) 1-3 years 17.3 17.5 12.5

4-9 years 30.8 30.2 28.7
≥10 years 44.2 50.8 52.5
n.d. 5.8 0 3.8

Table 5: Demographics of companies and participants from
PCP20, PCP22, and PCP23. All numbers are percentages of
that year. “n.d”: Participants did not disclose their answers.
The participants indicated their current job position. Since
some of them indicated holding different roles in the company
(e.g., CEO and admin), the numbers exceed 100%.

Code PCP20 PCP22 PCP23 ICR
n = 52 n = 63 n = 80

C
ha

ra
ct

er
cl

as
se

s 1 2 1 1 -
2 2 3 1 0.79
3 23 25 33 1
4 16 19 15 1
Imprecise 3 5 9 0.47
Special 0 1 2 -
Total 46 (88%) 54 (86%) 61 (76%)
Not mentioned 4 6 10 0.79
Explicitly not 0 0 1 -

M
in

im
um

le
ng

th

5 1 0 0 -
6 4 1 1 -
7 0 0 1 -
8 18 20 19 1
9 1 1 2 1
10 16 14 12 1
11 0 2 1 1
12 8 16 24 1
14 0 2 5 1
15 0 1 4 -
16 1 0 2 -
64 1 0 0 -
Imprecise 0 2 1 -
Total 50 (96%) 59 (94%) 72 (90%)
Not mentioned 0 1 0 -

Pa
ss

w
or

d
ex

pi
ry

(d
ay

s)

14 0 1 0 -
30 1 0 2 -
42 1 1 0 1
60 0 0 1 -
64 0 0 1 -
90 12 8 5 1
120 0 0 1 -
168 0 1 0 -
180 6 2 9 1
230 0 1 0 -
360 0 0 1 -
365 5 6 6 1
540 1 0 0 -
720 0 0 1 -
Imprecise 1 2 1 -
Total 27 (52%) 22 (35%) 28 (35%)
Not mentioned 18 25 26 1
Explicitly not 5 13 18 1

No policy given 2 3 8 -

Table 6: Codebook of participants’ elements of password
composition policies (Q6) and how often they occurred. For
calculating the ICR, answers from both years were merged.
Some codes were not covered in the documents that were
used to calculate the inter-coder reliability and indicated as
“-” in the table.
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Code Example Occurrence in
PCP23

Demanded by ...
... Institutions “PCI DSS (Credit card security) requirement” 5
... Customer (contracts) “was embedded in customer contracts in the past” 3
... Own company “In-house or internal definition” 4

Is best practice “Recommendation by BSI” 2
To increase security “Improve password security”, “Ensure that there are no passwords that

are too old and no insecure hash algorithms are used.”
17

Currently changing “We still have the setting but are in discussion rather to increase the
complexity, but not to force a change (except in case of loss). Still need
to convince the auditor. ”

1

Alternative not implemented “Because there is currently no other technical solution.” 4
Inertia “Still exists from history” 5

Table 7: Codebook of the reason for using password expiry (Q12)

Code Example Occurrence in PCP23

Employee check “Our detection of compromise has so far been the
sole responsibility of the employee.”

6

Check: Dark web monitoring “Dark Web Monitoring” 4
Check: Compare to leak database “On the relevant websites we check whether pass-

words have been compromised”
8

Check: Anomaly detection “Detection of compromise by technical means (e.g.,
logon location).”

16

No check: Lack of..
..technical measures “Technically not yet possible, corresponding recog-

nition systems are still missing”
9

...and unclear how “We do not know any practicable method” 3
...organizational measures “organizational feasibility” 5
...resources (time, money) “There would also be a lack of time and staff re-

sources to look into this”
7

Table 8: Codebook of the reason for using password expiry (Q14)

Has PW Expiry No PW Expiry p OR

H3: Critical Infrastructure Yes 5 3 1.0 0.83No 28 14

H4: Company Size <500 14 9 1.0 1.29>=500 16 8

H5: Last policy change Before BSI changes 9 1 0.3 0.14After BSI changes 19 15

H6: Technical compromise check Yes 13 12 0.4 0.27No 20 5

Table 9: Contingency table for H3-6: Company characteristics or the use of certain policy elements influence whether the
companies use a password expiry in 2023. The results are corrected using a Bonferroni-Holm correction.
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Abstract
Password managers offer a feature to randomly generate a
new password for the user. Despite improving account secu-
rity, randomly generated passwords (RGPs) are underutilized.
Many password managers employ nudges to encourage users
to select a randomly generated password, but the most ef-
fective nudge design is unclear. Recent work has suggested
that Safari’s built-in password manager nudge might be more
effective in encouraging RGP adoption than that of other
browsers. However, it remains unclear what makes it more
effective, and even whether this result can be attributed to
Safari’s nudge design or simply Safari users. We report on a
detailed large-scale study of Chrome users (n=853) aimed at
clarifying these issues. Our results support that Safari’s nudge
design remains more effective than Chrome’s among Chrome
users. By dissecting the elements of Safari’s nudge, we find
that its most important element is its default nudge. We addi-
tionally examine whether a social influence nudge can further
enhance the Safari nudge’s RGP adoption rate. Finally, we
analyze and discuss the importance of a nudge being noticed
by users, and its ethical considerations. Our results inform
RGP nudge designs in password managers and should also be
of interest to practitioners and researchers working on other
types of security nudges.

1 Introduction

Passwords remain the most widely-deployed form of au-
thentication over the Web. Users are expected to manage
and remember many passwords for many web services and

Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
without fee.
USENIX Symposium on Usable Privacy and Security (SOUPS) 2023.
August 6–8, 2023, Anaheim, CA, United States.

accounts. To cope with remembering numerous passwords,
users resort to reusing passwords across different accounts,
leaving them vulnerable to credential stuffing attacks [20, 43].
Password managers are one solution to this problem, as long
as users make use of their feature to generate and save a
random and unique password for each account [30]. Unfor-
tunately, these randomly generated passwords (RGPs) are
infrequently used (e.g., only 35% of Chrome users [51]). As
such, encouraging the use of RGPs in password managers is
an important method to improve users’ online security [27,32].
Popular web browsers (e.g., Chrome, Firefox, Safari, etc.)
have encouraged the use of RGPs at the time of password cre-
ation through nudging, without limiting user choices such as
typing their own passwords [1–3].1 A recent study found that
Safari users are more likely to adopt an RGP than Chrome
or Firefox users [51], suggesting that the underlying cause
might be Safari’s nudge design. Despite being interesting,
this finding has raised many unanswered questions when it
comes to the adoption of RGPs: (Q1) Does Safari’s nudge
design remain more effective among users of another browser
(e.g., Chrome) or was it just that Safari users were more in-
clined to adopt RGPs? (Q2) Which design components of
Safari’s nudge (e.g., nudge types it employs) contribute to its
high RGP adoption rate? (Q3) Can we further extend Safari’s
RGP adoption rate by incorporating other promising nudging
techniques (e.g., social influence2)?

We evaluate these questions within a population of Chrome
users through a large-scale online study (n=853). Participants
were asked to register for an account to test a new e-commerce
website, during which we observed their interaction with a
browser-based password manager. We focus on browser-
based password managers to avoid overhead and issues with
installing standalone password managers. Each participant

1Nudging can broadly be defined as shaping the choice environment to
encourage the adoption of a specific choice over others, while not limiting
the possible choices [26].

2Social influence nudges, by providing descriptive information on other
people’s actions, give the impression that the desired action is approved and
accepted by other people [10].
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was assigned to one of six nudge design conditions described
in Section 3. We perform quantitative analyses on our server
logs to find which nudge design works best in terms of RGP
adoption rates. To understand users’ reasons for adoption
(or rejection) of RGPs, we perform a qualitative analysis of
users’ provided reasons for RGP adoption or rejection. Our
key contributions are:

• We provide evidence that Safari’s nudge design is indeed
more effective than Chrome’s. Zibaei et al. [51] only
tested Safari’s nudge on Safari users; we show the result
holds for Chrome users as well.

• We provide the first evaluation of the efficacy of Safari’s
nudge design elements. Our findings reveal that the de-
fault nudge, which automatically populates the password
field with a RGP, is the most important element.

• We find that our specific social influence nudge design
did not significantly improve the efficacy of Safari’s
nudge.

• We explore factors that might explain or contribute to the
efficacy of nudges in this study. Our findings confirm the
results of Zibaei et al. [51], in that they suggest that prior
experience using RGPs can have a significant impact on
users adopting RGPs.

• We perform a qualitative analysis of users’ reasons and
barriers to RGP adoption. Surprisingly, security con-
cerns are reasons for and against RGP adoption.

In addition to these contributions, our work sheds light
on the importance of whether a nudge is noticed by users.
In particular, our results suggest that noticeability is only
important for the efficacy of some nudge designs, and that
many designs do not take advantage of the attention they
draw. We discuss users’ reasons for still not adopting the
RGP even when they noticed the nudge. Our work provides
strong evidence for the effectiveness of default nudges to
encourage more secure user behaviors. We further discuss the
ethics of default nudges and argue that noticeability can be
an important design goal from an ethical perspective.

The remainder of this paper is organized as follows. Sec-
tion 2 describes related work. The methodology including
implementation details and nudge designs is described in Sec-
tion 3. We report and analyze the results in Section 4. We
discuss our findings in Section 5. Concluding remarks and
future work are discussed in Section 6.

2 Related Work

Password managers are critical solutions for storing and
suggesting secure passwords to users over the Web. However,
they are not widely-adopted or at least not used to their full
potential [32, 33], partially due to some security and usability
concerns. We review the research findings on why password

managers are (not) adopted, relevant improvements proposed
for password managers, and relevant research on nudging.

2.1 Why Adopt Password Managers?
A growing body of research has focused on understanding

which characteristics of password managers and their users
contribute to their adoption. Ease of use has been reported
as the primary reason for password manager adoption [29];
this can relate to the save password feature [7], auto-fill, user
interface design, and ease of installation process [40]. Other
reported important features include reliable encryption meth-
ods and secure cloud backups of the passwords [28]. While
there may be different reasons to adopt password managers for
different user groups (e.g., based on gender [49]), in general,
it appears that cybersecurity knowledge plays an important
role in the adoption of password managers [24, 25].

2.2 Barriers and Improvements
Numerous studies have examined user’s barriers to adopt-

ing password managers. A variety of obstacles have been iden-
tified, including lack of awareness [5, 32, 39], lack of knowl-
edge [5], complex user interface and terminology [5, 40, 41],
and lack of trust and transparency [5, 7, 15, 22, 33]. Security
concerns such as the risks of a single point of failure [32]
and unauthorized access to stored passwords [33] have also
hindered adoption. Some users also believe they do not have
many accounts to be worried about [32]. Additional rea-
sons for rejecting password managers include the burden of
installing standalone software and perceiving them as unnec-
essary security tools [7, 8, 11].

Efforts to address these adoption barriers have focused
on minimizing users’ required actions [42], improving pass-
word manager user interfaces [9,42], recommending password
managers tailored to user requirements [6], introducing educa-
tional videos [38], and addressing password reuse issues [41].

2.3 Nudging
Nudging is a behavioral and decision-making technique

that influences people’s choices without mandating a specific
outcome. Nudging theory has been employed in a wide range
of human-computer interaction [10] and cybersecurity [52]
topics. Some notable examples in cybersecurity and privacy
applications involve joining a safe Wi-Fi network [50], mak-
ing a social post [48], trusting received emails [13], pass-
word meters [14, 16], and the problem of password creation
in alphanumerical passwords [36, 37, 45, 47] and graphical
passwords [31, 44]. Default nudges leverage individuals’ ten-
dency to choose the default option instead of considering
other alternatives; they have been shown to have a significant
effect on changing user behavior across a wide variety of do-
mains [17,19]. Recently, it has been shown that some popular
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Figure 1: Dissection of Safari’s nudge elements: (Left) PwdField is part of the nudge that modifies the password input field,
consisting of both Auto-fill and Visual elements. The visual elements are fading the tail of the auto-filled password to make it
appear longer and highlighting the password field in yellow. (Right) Pop-up provides a detailed message informing users about
the randomly generated password, where it is stored, and reinforcing that they won’t need to remember it.

web-browser-based password managers are more effective
than others in motivating their users to adopt RGPs, with
Safari being the most effective [51].

Our work not only replicates recent findings on password
manager nudging [51], but also extends them by answering
several critical unanswered questions. Specifically, we inves-
tigate whether the high RGP adoption rate of Safari is due to
Safari’s nudge design or its users. Through a detailed analy-
sis of Safari’s UI design elements, we identify and study the
specific components that contribute to its high RGP adoption
rate. Additionally, we propose and evaluate a social influ-
ence nudge enhancement for Safari, which has the potential
to further increase RGP adoption rates.

3 Methodology

Our main goal is to independently evaluate the efficacy
of Safari’s UI elements in nudging RGP adoption. Our sec-
ondary goal is to evaluate the effectiveness of social nudges
as an extension of Safari’s nudge. To also reproduce findings
that suggest Safari is the most effective in nudging RGPs [51],
we used a similar methodology and implementation as Zibaei
et al. [51]3 but with a population of Chrome users only. We
collect quantitative data by collecting user interactions with
the password manager, and a post-study questionnaire where
participants were asked to answer some questions regarding
their actual behavior and intentions. Our study was reviewed
and approved by our institution’s Research Ethics Board.

3We have extended their implementation found at
https://github.com/rinoa25/Secure-Password-Creation-Nudge-Prototypes.

Table 1: Nudge types employed in UI design elements.
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Chrome’s UI ! !

Autofill ! ! !

Pop-up ! !

Visual ! !

Social Pop-up ! ! !

3.1 Dissecting Safari’s Nudge

We implemented a version of Safari’s nudge design (see
Figure 1) for Chrome, in order to compare its efficacy to
Chrome’s nudge between samples of Chrome users. Safari’s
nudge design can be broken down into various UI elements as
labeled in Figure 1. At the highest level, it has two main UI
elements: the password field (PwdField) and the message box
(Pop-up). The password field can be further broken down into
two UI elements: an auto-filled RGP (Auto-Fill) and visual
effects (Visual). The visual effects highlight the password
field to make it more visually striking and fade the last 6
characters of the suggested password to give the impression
of a long password with many characters.

The message box in Safari normally has the heading of
“Safari created a strong password for this website” and the
message of “This password will be saved to your iCloud
Keychain and will AutoFill on all your devices. Look up your
saved passwords in Safari Password preferences or by asking
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Table 2: UI design elements for non-Chrome conditions.

Safari’s UI Social
Conditions Autofill Visual Pop-up Pop-up

Safari ! ! !

PwdField ! !

PwdField-No-Visual !

Pop-up !

Safari-Social ! ! ! !

Siri.” This message emphasizes convenience by “AutoFill”
and explains the storage place by “iCloud Keychain”, aiming
to educate users on the password manager’s functionality. The
security is highlighted by a “Use Strong Password” button
that users must select if they wish to accept the RGP. In
our implementation, we have slightly reworded the pop-up
message to be consistent with the fact it is running on Chrome
(and as such would be saved to the Google Account and can
be looked up on the Google Chrome password manager).

The UI elements of Safari as discussed here, as well as the
UI of Chrome, employ various types of nudges as described
in Table 1 and Section 3.3.

3.2 Prototypes and Conditions

We use a between-groups study design where each group
was in a separate condition that used one of the following
prototypes. Our prototypes were implemented on the Chrome
browser as it is the most popular web browser [4]. Many of the
prototypes implement a subset of the UI elements identified
in our dissection of Safari’s nudge (recall Section 3.1 and
Figure 1). The full list of conditions (or prototypes) and their
UI elements are summarized in Table 2 and described below:

• The Safari prototype simulates Safari’s nudge design
and interface on Chrome with a minor difference in the
wording of the pop-up text to customize it to Chrome:

“Chrome created a strong password for this website. This
password will be saved to your Google Account and will
AutoFill on all your devices. Look up your saved pass-
words in Google Chrome password manager. You won’t
have to remember it” (see Figure 1). This prototype
includes the Autofill, Pop-up, and Visual UI elements.

• The PwdField prototype simulates only the PwdField
part of Safari’s nudge interface. It retains Chrome’s
informative messaging “Chrome will save this strong
password in your Google Account. You won’t have to
remember it.” (see Figure 2). This prototype contains
the Autofill and Visual UI elements.

• The PwdField-No-Visual prototype simulates only the
Autofill UI element of Safari’s nudge interface without
the visual effects (see Figure 3).

Figure 2: PwdField prototype simulates only the PwdField
part of Safari’s nudge interface.

• The Pop-up prototype simulates only the Pop-up UI
element of Safari’s nudge interface (see Figure 4).

• The Safari-Social prototype (see Figure 5) enhances the
Safari prototype with a social influence nudge. This
prototype is motivated by the success of social influ-
ence nudges in other contexts (e.g., online shopping)
[17, 18, 46]. We chose to investigate a social nudge due
to its promising results across a variety of fields [17, 18],
and also its absence in Safari’s nudge design. This pro-
totype includes the Autofill, Pop-up, and Visual UI ele-
ments from Safari’s nudge, and modifies the Pop-up to
include a social nudge in its text and buttons. The Social
Pop-up is a pop-up containing the message: “Chrome
created a strong password that will be saved and remem-
bered for you”, followed by “Join other users and be part
of the secure movement by using this strong password.
[emphasis added] You can look up the saved password
in your Google Chrome password manager. You won’t
have to remember it.” The italicized text intends to influ-
ence the user by giving the impression that accepting a
strong random password is an approved and acceptable
action by many other users. We modify the button labels
within the pop-up message to reinforce that adopting the
RGP is a desirable behavior.

• The Chrome prototype simulates Chrome’s nudge and in-
terface (see Figure 6). Key phrases of the Chrome popup
also exist in our Pop-up prototype: “Use strong pass-
word”, “You won’t have to remember this password”,
and “it will be saved”. Both contain key icons. The main
difference is that Chrome’s popup contains the RGP
within it. Using Caraban’s nudging classification [10],
both the Pop-up and Chrome prototypes employ facili-
tate (suggesting alternatives) and reinforce (just-in-time
prompt) nudges.

In our study, each prototype discussed above corresponds
to a condition. We most often are interested in measuring
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Figure 3: PwdField-No-Visual prototype simulates the Pwd-
Field part of Safari’s nudge interface, without the Visual ef-
fects.

how the RPG adoption rate changes for various conditions
with different nudging. We describe how each UI element
implements different nudge types next in Section 3.3.

3.3 Nudge Types
We map each UI design element reported in Table 2 to a

set of nudge types; see Table 1 for our mapping. Here we
describe each of the nudge types and how each design element
of Safari employs them:

• Default nudges leverage individuals’ tendency to choose
the default pre-selected option among many other al-
ternatives. By pre-selecting a default option, decision-
makers can influence the choices of individuals without
restricting their freedom of choice [10]. The Autofill de-
sign element employs a default nudge by automatically
filling an RGP in the password field.

• Enabling social comparisons refers to an individual’s
tendency to emulate other’s behavior. This tendency
compels individuals to take heed of the behavior of oth-
ers and seek social validation when they experience un-
certainty in their decision-making [12]. Our Social Pop-
up design element implements this through its message
“Join other users and be part of the secure movement by
using this strong password”, intended to evoke a sense
that other people are accepting the RGP.

• Deceptive Visualization refers to making information
relating to desired behaviors more prominent through
visual illusions. The goal is to make individuals to focus
on a visually-striking option, even if it is not necessarily
the best choice [21]. Safari’s Visual design element
incorporates a fading effect on the characters of the auto-
filled RGP, creating the illusion that the password is
longer than it actually is. Additionally, the Visual design
element draws attention to this effect by highlighting the
password field in yellow.

• Suggesting alternatives bring individuals’ attention to
the presence of options that may have been overlooked
[10]. Except the Visual design element, all other ele-
ments in Table 1 employ this nudge type by suggesting
the option of selecting an RGP. Chrome provides a small
box below the password field that suggests and displays a
RGP. Similarly, Autofill automatically fills the password
field with a RGP. Pop-up and Social Pop-up suggest
using an RGP in a pop-up message. Importantly, none
of these design elements force users to choose these
alternatives; they are merely presented as options.

• Just-in-time prompts seek to grab individuals’ attention
at the proper time [10]. In the case of encouraging RGP
use, the proper time is the time of password creation.
Each design element in Table 1 employs a just-in-time
nudge by presenting the RGP option immediately after
the user clicks on a password field, which is the moment
when they are about to create a password.

3.4 Study Structure and Tasks
Participants were randomly assigned to one of the condi-

tions (corresponding to the prototypes discussed in Section
3.2) and were only permitted to complete the study once. Our
study, as with Zibaei et al. [51], is structured around six tasks
in the following order:

1. Initial deceptive consent: To avoid unrealistic, biased
user behavior that may draw unrealistic attention to the
RGP nudge, we employ a deceptive consent form by
deceptively declaring that our study aims at usability
testing of an e-commerce website’s registration. The
users were asked to read and agree to this consent if they
wish to continue.

2. Account registration: Participants were asked to register
on our website, using their email address and password.
Participants had the freedom to either create their own
password or use a randomly generated password. This
is where the nudge design is encountered.

3. Demographic questionnaire: Participants were required
to answer five demographic questions, where they have
the option of “prefer not to answer” for all questions.

4. Login: Participants were asked to log in to their accounts
using their email address and password.

5. Post-study questionnaire: Participants were asked some
questions regarding their behavior toward nudges, with
an option of “prefer not to answer” for all questions.

6. Debriefing: Participants were debriefed about the actual
purpose of the study (i.e., nudging) before ending their
session, where they were asked to read carefully and
agree if they wish to submit their data.

We used the same questionnaires as Zibaei et al. [51], in-
cluding a post-study attention check question as a means of
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Figure 4: The Pop-up prototype simulates only the Pop-up UI element in Safari’s nudge interface.

Figure 5: The Safari-Social prototype employs a combination of all nudge types in Table 1. It automatically fills a randomly
generated password when the user clicks on the password field, grabs the user’s attention by creating the illusion of suggesting a
longer password, and suggests a randomly generated password as an alternative with additional social information in a pop-up
message.

detecting poor quality data from inattentive participants. In
order to minimize potential biases resulting from the ques-
tionnaires, we employed recommended guidelines [34].

3.5 Implementation Details

The UIs for each condition are simulated to remotely cap-
ture user interactions, while appearing to the user as the
browser’s PM. In order to achieve this, our website imple-
ments the UIs, and we don’t define the password field as
a proper password input to prevent the browser’s PM from
being invoked/interfering. The users were not aware of this
simulation until the end of the study when we revealed it
in a debriefing task. We record user interactions with the
simulated password manager while creating an account and
logging into the website. To ensure the confidentiality and
quality of our collected data, we take a few key measures: (a)
we ensure the actual built-in password manager of Chrome is
not invoked for the account creation and login process; (b) we
only collect passwords with anonymous identifiers, and we
do not collect email addresses; (c) we only collect data once
users have submitted the final debriefing form; and (d) users

were allowed to participate only once in our study. As the
participants of our study were expected to use Chrome as a
web browser, we employed the user-agent header to confirm
the correct browser was in use.

3.6 Recruitment
For our study, we recruited 862 participants via Amazon’s

Mechanical Turk platform, restricted to individuals from the
United States. The duration to complete all study tasks was
estimated to be less than 5 minutes. In accordance with
the minimum wage in the United States ($7.25 USD per
hour), participants were compensated $0.60 USD for their
participation.

3.7 Analysis Method
We conduct both quantitative and qualitative analyses of

our collected data. Our analyses aim to determine the effec-
tiveness of Safari’s nudge design and identify the key nudging
elements that contribute to its effectiveness in encouraging
RPG adoption. Specifically, we seek to determine whether
there are statistically significant differences in RPG adoption

216    Nineteenth Symposium on Usable Privacy and Security USENIX Association



Figure 6: Chrome prototype simulates Chrome’s nudge and interface (since Chrome 105, released Aug. 2022).

rates across the various condition groups, where all users in
each group are exposed to a specific prototype introduced in
Section 3.2. We use the χ2 test, a statistical method for com-
paring proportions, to determine the statistical significance
of adoption rates. For two condition groups of A and B (e.g.,
Safari vs. Chrome), our null and alternative hypotheses are:

H0 The randomly generated password adoption rates are
similar for two condition groups A and B.

Ha The randomly generated password adoption rates differ
between two condition groups A and B.

We also use Bonferroni multi-test correction, and we report
a result as statistically significant when it is significant after
correction.

For the qualitative analysis, we assessed participants’ com-
ments in a post-study questionnaire, including an open-ended
question that asked the participants to explain their reasons for
(not) using an RGP. These analyses allow us to gain a deeper
understanding of the participants’ rationale for or against the
adoption of randomly generated passwords. Using the codes
reported in Zibaei et al. [51], two researchers in our lab in-
dependently categorized users’ comments and their rationale.
Participants who provided multiple reasons for their password
creation behavior were given multiple codes. To ensure the
consistency of our coding process, we used Cohen’s Kappa to
measure inter-rater agreement. The Cohen’s Kappa score was
κ = 0.95, demonstrating “almost perfect agreement” between
the two coders.

4 Results

Here we describe our participant demographics, discuss
the efficacy of Safari’s nudge elements and our enhancements,
and present factors and reasons behind adoption and abandon-
ment behavior.

4.1 Participant Demographics
Table 9 presents an overview of the demographics of our

participants across all conditions. A total number of 896

participants initially signed up for our study, where 34 partic-
ipants opted out before debriefing. From the remaining 862
participants, 9 respondents were removed due to being du-
plicates or failing in answering the attention question. Some
notable statistics of our study across all conditions (not re-
ported in Table 9) follow. Participants identified as 58.7%
male, 40.7% female, and 0.6% preferred not to answer. Partic-
ipants were mostly 26-35 years old. Of their education, 68.1%
had a bachelor’s degree and almost half of our participants
had a business and IT background.

4.2 Safari’s Design or its Users? (RQ1)

Zibaei et al. [51] only evaluated Safari’s nudge among Sa-
fari users. This motivates us to ask whether Safari’s nudge
design remains more effective for users of another browser?
In particular, among Chrome users, does Safari’s nudge de-
sign remain more effective than Chrome’s? We compare the
RGP adoption rates between condition groups Chrome and
Safari (67.6% vs 81.1%). Using the χ2 test, we reject the
null hypothesis (χ2 = 7.95, p = 0.0038) with small effect
size (Cramer’s V = 0.16). See Table 3 for more details. This
result implies that Chrome users are more likely to adopt
a randomly generated password when exposed to Safari’s
nudges compared to Chrome’s nudges, supporting that the
effectiveness of Safari is likely due to its design.

4.3 Which Nudge Elements? (RQ2)

Which elements of Safari’s nudge contribute to its high
RGP adoption rate? To answer this question, we first attempt
to understand whether the nudges involved in PwdField are
more effective than those of Pop-up (see Figure 1). So, we
compare RGP adoption rates between condition groups Pwd-
Field and Pop-up (75.2% vs 57.9%). Using the χ2 test, we
reject the null hypothesis (χ2 = 9.33, p = 0.0022) and the
effect size is weak (Cramer’s V = 0.18). Thus, users are more
likely to use a randomly generated password when they are
exposed to PwdField (which employs default, deceptive vi-
sualization, suggesting alternative, and just-in-time prompt
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Table 3: χ2 test results indicate that Safari’s nudge is significantly more effective than Chrome’s even for Chrome users, and
PwdField is significantly more effective than Pop-up. PwdField-No-Visual and PwdField are statistically comparable in their
nudging ability. The Safari-Social nudge offered no significant improvements over Safari’s nudge. *Significance level α = 0.005.

Research Question Test Description df N χ2 p V

RQ1 Chrome vs. Safari 1 282 7.95 0.0038∗ 0.16
RQ2 PwdField vs. Pop-up 1 279 9.33 0.0022∗ 0.18

PwdField vs. Safari 1 296 2.386 0.122 N/A
Safari vs. Pop-up 1 269 19.657 < 0.00001∗ 0.27
Chrome vs. PwdField-No-Visual 1 281 9.077 0.002∗ 0.17
Chrome vs. Pop-up 1 265 2.66 0.102 N/A
PwdField vs. PwdField-No-Visual 1 295 2.79 0.09 N/A

RQ3 Safari-Social vs. Safari 1 293 0.58 0.80 N/A

Table 4: RGP adoption rate across prototypes

PwdField-No-Visual Safari Safari-Social PwdField Chrome Pop-up
RGP adoption rate 83.1% 81.1% 80.0% 75.2% 67.7% 57.9%

nudges) compared to Pop-up (which employs only suggesting
alternative and just-in-time prompt nudges).

One might wonder if the deceptive visualization nudge
in visual effect (i.e., Highlight and Fade) increases the RGP
adoption rates for PwdField. To test this, we compare the RGP
adoption rates between condition groups of PwdField and
PwdField-No-Visual (75.9% vs 83.1%), which don’t exhibit a
statistically significant difference (χ2 = 2.79, p= 0.09). Thus,
the Visual element doesn’t appear to improve RGP adoption
rates over just the Autofill element alone (one can even note
the higher adoption rate of 83.1% for PwdField-No-Visual).
Table 3 highlights interesting findings obtained through pair-
wise comparisons between conditions. Taken together, these
results indicate that Autofill is the most important element
of Safari’s nudge. Autofill is the only part of the interface
that implements a default nudge. It provides evidence that
using a simple default is the most effective type of nudge
for encouraging RGP adoption. However, other UI elements
might have other advantages as discussed in Section 5.

4.4 Can a Social Nudge Improve? (RQ3)

Can we further extend Safari’s RGP adoption rate by incor-
porating a social influence nudge? We compare RGP adop-
tion rates between condition groups Safari and Safari-Social
(81.1% vs 80.0%). The null hypothesis holds true (χ2 = 0.58,
p = 0.8). Thus, users exhibit a similar likelihood of selecting
RGPs when they are exposed to Safari and Safari-Social. We
conclude that our prototype, which was a nudge to enable so-
cial comparisons, could not enhance the Safari nudge’s ability
to encourage more users to adopt RGPs.

4.5 Contributing External Factors
Do the external factors identified in other studies [51] (i.e.,

nudge noticeability and previous experience using RGPs) im-
pact RGP adoption rates in our study? We compare RGP
adoption rates of the users who self-identify as having previ-
ously used RGPs and who had not (78.8% vs. 20.0%). We
reject the null hypothesis (χ2 = 37.44, p< 0.0001) with small
effect size (Cramer’s V = 0.20). This suggests that prior ex-
perience with randomly generated passwords influences their
adoption and usage.

We also compare RGP adoption rates of the users who
answered yes to the same post-study question as other work
[51]: “Did you notice the recommendation to use a random
password while registering on our website?” and those who
reported had not (63.7% vs. 2.87%). We reject the null
hypothesis (χ2 = 26.97, p < 0.0001), with small effect size
(Cramer’s V = 0.17). This suggests that participants who
noticed the nudge were more likely to adopt a RGP compared
to the participants who did not notice the nudge. We examine
the issue of noticeability in more detail, for each prototype,
in Section 5.

4.6 RGP Adoption Reasons and Barriers
Why do people adopt or reject RGPs? To gain insight, we

administered a post-study questionnaire to ask why they either
selected or rejected the RGP by asking “Can you describe
the reason why you used/did not use the random password
generator?”. The results (see Tables 5 and 6) revealed that
the main reason for adopting an RGP is the security it offers
(35.76% of total participants). Convenience is the second
most common adoption reason (13.72% of total participants).
Interestingly, security concerns are the primary barrier to

218    Nineteenth Symposium on Usable Privacy and Security USENIX Association



RGP adoption (8.91% of total participants). Most security
concerns refer to password manager’s potential vulnerabilities
related to password vault breaches, and privacy and safety
issues. The second most common rejection reason is the issue
of memorability. Participants preferred selecting memorable
passwords to ease their use across multiple devices. However,
this perception of being unable to use password managers
across multiple devices may stem from a lack of knowledge
regarding the functionality of password managers. It may also
be due to not using the same browser across multiple devices,
or simply not trusting them to sync.

5 Discussion

We discuss the interpretations of our findings, some more
exploratory findings, as well as other considerations of inter-
est. In particular, we examine the interplay between RGP
adoption and users noticing the nudge in Section 5.2. We
discuss the ethics of default nudges and value of other nudge
types in Section 5.3. We end this section with a discussion of
limitations in Section 5.4.

5.1 The Power of Simple Default Nudges
By dissecting Safari’s nudge and examining its element’s

efficacy in nudging, we find that Autofill is the most powerful
at encouraging RGP use. Autofill is implementing a simple
default nudge by automatically filling in a suggested RGP for
the user. This simple default creates some friction for users
who wish to choose their own password, since they need to
either navigate to the “Don’t Use” button or manually delete
the RGP. It also prominently reinforces that keeping the RGP
is the recommended action.

A closer examination of the rates of RGP adoption across
all conditions also shows that the prototypes incorporating the
default nudge (Safari, Safari-Social, PwdField, and PwdField-
No-Visual) have RGP adoption rates that are 75-83%, whereas
the prototypes that do not use a default nudge (Chrome and
Pop-up) have RGP adoption rates between 58-68%. Grouping
all data from conditions that incorporate a default nudge vs.
those conditions that do not incorporate default nudges, we
find the presence of a default nudge is more effective at encour-
aging RGP adoption (χ2 = 28.27, p < 0.0001∗, V = 0.18).

Our work supports that default nudges are quite powerful
at encouraging RGP use. Our findings are in line with reviews
that found default nudges are one of the most effective types
of nudge across different domains and applications [17]. We
believe this is good news for deployment of security nudges
in general, as default nudges are easy to implement, and have
less parameters to adjust in the design that can lead to its
success or failure. Even something as simple as a pop-up that
intends to suggest alternatives can fail due to subtle choices
in words, colors, positioning, etc. Visualizations can be even
more challenging to design. However, such elements may

improve default nudge designs from an ethical perspective
(see Section 5.3 for further discussion).

5.2 Is Noticing the Nudge Important?
We explore whether noticeability (i.e., how noticeable a

nudge is) might be a cause of some prototypes being more
effective than others. For each prototype, Table 7 shows the
relationship between noticing the nudge and RGP adoption.
While we found in Section 4.5 that participants (across all
conditions) who noticed the nudge were more likely to adopt
an RGP, a closer inspection using Pearson correlation reveals
that RGP adoption is only positively correlated with noticing
the nudge in the Chrome and Safari prototypes. All other
conditions had no noticeable correlation and in one prototype
(PwdField), negative correlation. The positive correlation
only being in the Chrome and Safari groups implies that
familiarity with the interface can lead to higher trust and sub-
sequent RGP adoption. A closer examination of the other
prototype nudges (which are all novel to Chrome users, since
they are neither exactly the Chrome or Safari nudge) reveals
some interesting insights. In particular, Pop-up was compara-
bly noticeable to the other conditions, yet had a significantly
lower rate of adoption; it was the only novel prototype not
involving a default nudge. Another interesting comparison
point is PwdField vs. PwdField-No-Visual. When the visual
element was missing, more participants chose to adopt the
RGP (both in the group that noticed the RGP and who did not
notice the RGP). One possible reason is the interface drawing
less attention to itself and therefore caused fewer participants
to hesitate and seriously weigh their options. We discuss this
issue further in Section 5.3.

We analyzed user’s comments to gain a deeper understand-
ing of why some individuals chose to reject the RGP even
after noticing the nudge. The most common barrier among
participants who acknowledged the nudge but rejected the
RGP was security concerns (22.75% of the participants). The
second most commonly mentioned barrier was the difficulty
of memorizing the RGP (17.96% of participants). These
reasons (and their percentages) are comparable to all users
who rejected the RGP, regardless of whether they noticed
the nudge, so it appears that noticing the nudge is simply
not enough to change some users’ beliefs about the security
offered by RGPs and usability of password managers.

5.3 Ethics of Default Nudges
We were surprised to observe that PwdField-No-Visual

was more effective than PwdField—we had expected that the
Visual element of PwdField would make the prototype more
visually striking, leading to higher rates of RGP adoption.
One possible explanation is that by the interface drawing
less attention to itself, fewer participants took enough notice
to seriously consider the implications of adopting the RGP.
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Table 5: Reasons for Adopting the RGP

Code N % Sample of Comments

Security 305 35.7% "I used it because it gave me a strong password"
Convenience 117 13.7% "It was easier than coming up with my own password."
Noise 100 11.7% "Z9tOh|ES*GOX"
User preference 49 5.7% "I always use a random password generator."
Incongruous 48 5.6% "I’d rather make my own"
Remember password feature 38 4.4% "I always do them when I can and save it to my computer/Google for ease of login"
Didn’t care about the website 11 1.3% "I thought I should because I am doing a HIT."
Unsure 8 0.9% "I don’t know how to use it and have never really heard of it until now."
Strict password policy 3 0.3% "Use random password generator because we can’t match the requirement."

Table 6: Reasons for Rejecting the RGP

Code N % Sample of comments

Security concern 45 5.8% "The random password generator wasn’t running locally on the CPU; so it was insecure."
Memorability issue 43 5.0% "I would rather use a password that I can memorize.
Noise 39 4.7% "None"
Incongruous 35 4.1% "Using the random password is very difficult to hack"
Trust issue 30 3.5% "I did not trust it"
User preference 26 3.0% "I can create my own password"
Didn’t care about the website 8 0.9% "Not sure if I will keep this account."
Didn’t notice the nudge 6 0.7% "I did not see that option"
The desire to reuse password 4 0.4% "I like to use similar passwords for each website."
Lack of knowledge 2 0.2% "I was unaware of it."

This, combined with the observed higher efficacy rates of the
default nudges, raises the question of whether default nudges
have ethical considerations? What if the user doesn’t stop to
consider the implications of accepting the default? If the user
fails to notice that a default has been set, which they have
a choice to accept or reject, then has something unethical
occurred (even if it is the “best choice”)?

From Table 7, we notice that for most conditions, the per-
cent of users who didn’t notice the nudge and rejected the
RGP is higher than the percentage of users who noticed the
nudge and rejected the RGP. For the PwdField and PwdField-
No-Visual groups, this effect is reversed with most of the
users who didn’t notice the nudge accepting the RGP. These
are the two groups that employ default nudges but not pop-up
messages. This observation raises the question of whether
pop-up messages draw a user’s attention that they need to
make a decision. Given these observations, Pop-up and Vi-
sual elements, while not more effective at encouraging RGP
adoption, have advantages from an ethical perspective. We
believe further research on nudging should also consider addi-
tional metrics of success. For example, in the context of RGP
nudges, perhaps to consider the user’s understanding of the
decision they made and its implications.

5.4 Limitations

We caution readers against interpreting our raw percentages
as rates of RGP adoption in other non-experimental settings.
This is due to the prevalence of low-quality data from the
Amazon MTurk platform [23]. However, the comparisons
between the different conditions we test should have validity,
as the amount of low-quality data (or noise) should be similar
between each of the conditions we test. To reduce the impact
of poor data quality, we add a question that aims to catch
inattentive participants, which we have excluded from our
analysis.

For all non-Chrome conditions (e.g., Safari, PwdField, etc.),
Chrome users might have noticed the interface was different
than usual. One might ask whether this could explain Sa-
fari’s higher RGP adoption rate, since this novelty might have
brought additional salience to the nudge. To this end, we ex-
amine the relationship between noticing the nudge and RGP
adoption in Section 5.2. Our findings in that section indicate
that Chrome and Safari conditions have similar noticeability
(χ2 = 3.59, p = 0.057) and some Chrome users (20.1%) re-
jected the RGP despite noticing the nudge. Thus, appears
that Safari’s higher success rate is not because of being more
noticeable, but in nudging users towards accepting the RGP
after gaining their attention. To further reflect on whether
novelty could explain our result, we discuss the success rates
of our other prototypes that should be novel to Chrome users.
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Table 7: For each prototype, the relationship between noticing the nudge (Noticed Y/N) and adopting the RGP (Y/N). Percentages
are shown as well as Pearson correlation values (r).

Chrome Safari PwdField PwdField-No-Visual Pop-up Safari-Social

RGP Y N Y N Y N Y N Y N Y N

N
ot

ic
ed Y 63.76% 20.1% 77.6% 13.28% 65.35% 22.78% 77.46% 12.67% 52.38% 34.12% 76.66% 16.66%

N 2.87% 10.79% 4.19% 4.19% 9.80% 1.96% 5.63% 2.81% 5.55% 7.14% 3.33% 2.66%

Cor. r 0.4 0.24 -0.69 0.14 0.11 0.16

Table 8: For each prototype, the percent of users who reported: accepting the RGP due to beliefs it was secure (Security), and
rejecting the RGP due to trust or security concerns (Mistrust).

Chrome Safari PwdField PwdField-No-Visual Pop-up Safari-Social

RGP Y N Y N Y N Y N Y N Y N

Security 48.95% N/A 46.61% N/A 42.06% N/A 44.27% N/A 54.66% N/A 37.50% N/A
Mistrust N/A 32.60% N/A 13.63% N/A 12.5% N/A 25.00% N/A 13.20% N/A 44.00%

We observe that the Pop-up prototype, despite being a novel
interface, did not result in higher RGP adoption than Chrome
(in fact it was nearly 10% lower).

One might wonder if novelty has introduced a lack of trust
in the interface. However, the number of participants who
cited trust or security concerns as reasons for rejecting the
RGP are overall quite low (see Table 8). Notably, the percent-
age of participants who cited mistrust was higher in Chrome
than in the other conditions (except Safari-Social), indicating
that this issue was not prevalent among non-Chrome pro-
totypes/conditions. Despite these observations, it remains
possible that novelty may have somewhat increased Safari’s
nudge success. However, our comparisons between the ele-
ments of Safari’s nudge interface should be equally impacted
by novelty.

We implemented a particular social nudge design in our
study, which shows no significant effect toward further im-
proving Safari’s nudge design (in terms of RGP adoption).
Our result does not suggest the inefficiency of social nudges
in general, but rather indicates that our specific design did not
produce the desired effect.

Our study is limited to the evaluation of password nudges
solely within the context of web browsers; it is possible that
results may differ between desktop and mobile devices. It is
also worth noting that the wording of the messaging in Safari
and Chrome’s UI has changed since our study was conducted.

Our study is conducted with a limited diversity of partici-
pants on the Amazon MTurk platform, where all of our partic-
ipants were from the United States and are fluent in English,
which may have resulted in a language or cultural bias. While
it is shown that MTurk workers are more tech-savvy and
younger, previous research implies that online privacy and
security behavior studies can still estimate the general popu-

lation’s behavior [35]. However, MTurk users may encounter
more account creation scenarios than the general population,
leading to a higher rate of RGP adoption.

We collect data on users’ behavior when signing up once
to test the usability of the registration page. However, users’
behavior might differ when the user signs up with the inten-
tion of long-term use. Further study is needed to determine
whether planned long-term use might reduce RGP adoption
rates.

Some users may have used other methods to generate ran-
dom passwords; as such, we record entered passwords. Our
analysis reveals that 8.1% of users demonstrated such behav-
ior, with the following breakdown: Safari (2.8%), Chrome
(10.8%), Pop-up (7.9%), PwdField (9.2%), PwdField-No-
Visual (8.5%), and Safari-Social (9.3%).

6 Conclusion

Our work provides clarity on a number of issues brought
up in other research on password manager RGP nudges. In
particular, we offer evidence that Safari’s password manager
nudge is more effective at encouraging RGP adoption than
Chrome’s. Additionally, we find which nudge types are most
effective at encouraging RGP use—it turns out that simple
default nudges are the most powerful. While the other nudges
we studied were less effective at encouraging RGP use, they
may still serve an ethical purpose in increasing awareness to
users regarding their decision.

Future work includes addressing the “missed opportunity”
observed in many of the nudge prototypes we studied, where
the nudge was noticed but unfortunately failed to capitalize
on the user’s attention. Future attempts at improving these
nudge designs should focus on addressing the main barriers
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we identified: concerns about security/trust and the possibility
of needing to remember the RGP. Educating users about
how password managers work might help. Future work also
includes developing approaches to personalize these security
nudges to improve their efficacy.
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Appendix A Demographic Information

Table 9: Demographic information across all conditions.

Condition

Chrome Safari PwdField PwdField-
No-Visual

Pop-up Safari-
Social

n=139 n=143 n=153 n=142 n=126 n=150

Female 28.1% 40.6% 45.1% 46.5% 38.1% 44.9%
Gender Male 71.2% 58.7% 54.2% 53.5% 61.1% 54.4%

N/A 0.7% 0.7% 0.7% 0.0% 0.8% 0.7%

18-25 19.4% 15.4% 20.9% 24.6% 24.7% 18.8%
26-35 63.3% 49.6% 45.1% 42.3% 46.8% 34.1%

Age 36-50 14.4% 23.8% 22.8% 26.8% 21.4% 31.9%
50+ 2.2% 10.5% 10.5% 6.3% 7.1% 14.5%
N/A 0.7% 0.7% 0.7% 0.0% 0.0% 0.7%

High school 5.1% 9.1% 11.8% 4.2% 8.7% 10.9%
Bachelor’s 71.9% 67.8% 64.1% 75.4% 61.1% 70.3%

Education Master’s 19.4% 21.0% 22.1% 19.7% 30.2% 17.4%
PhD/higher 2.2% 1.4% 1.3% 0.0% 0.0% 0.7%
N/A 1.4% 0.7% 0.7% 0.7% 0.0% 0.7%

Social Sci.& Humanities 8.7% 4.2% 5.2% 8.5% 5.6% 10.2%
Science 2.2% 5.6% 1.3% 0.7% 4.0% 5.3%
Health Science 8.0% 16.1% 19.0% 12.0% 17.5% 12.4%
Engineering & Applied Sci. 12.3% 7.0% 9.8% 7.7% 7.1% 4.3%

Study/Work Energy & Nuclear Sci. 1.4% 1.4% 2.0% 1.4% 1.6% 2.2%
Education 9.4% 10.4% 6.5% 6.3% 7.8% 9.4%
Business & IT 53.8% 49.7% 49.0% 57.0% 50.0% 47.8%
Other 2.8% 3.5% 6.5% 6.4% 5.6% 7.0%
N/A 1.4% 2.1% 0.7% 0.0% 0.8% 1.4%

English 100.0% 97.2% 99.3% 100% 98.4% 97.1%
Language Other 0.0% 2.1% 0.0% 0.0% 1.6% 2.2%

N/A 0.0% 0.7% 0.7% 0.0% 0.0% 0.7%
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Abstract
Literature on two-factor authentication (2FA) lists users’ fear
of losing the second factor as one major constraint on accept-
ability. Nonetheless, more and more services offer or even
enforce 2FA. Yet, little is published about what services do
to prevent users from losing access to their accounts and how
well users are guided through the process of regaining access
to their accounts in case they lose their second factor. To fill
this gap, we set up 2FA on 78 popular online services and
apps and analyzed their user interface during the 2FA setup
and recovery. Although there is no straightforward solution
for account recovery when using a second factor, we identi-
fied easily fixable usability flaws. For example, in the setup
phase, 28 services do not mention the possibility of losing
the second factor at all. Furthermore, while it is common for
services to provide a clearly visible “forgotten password”-link
beneath the login field, an equivalent for 2FA is often missing,
and a user is left alone with the problem. Our study provides
insights for website designers and security practitioners seek-
ing to enhance the usability of 2FA. We also discuss further
directions for research.

1 Introduction

Two-factor authentication (2FA) is one powerful solution to
improve account security. In 2FA, a second factor (secondary
authenticator) is needed to confirm the user’s identity. Typi-
cally, this second factor is something the user is or has [21].
This is used in addition to the primary authenticator, typically
something the user knows.

Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
without fee.
USENIX Symposium on Usable Privacy and Security (SOUPS) 2023.
August 6–8, 2023, Anaheim, CA, USA

Using such a second factor is one of the most frequently
given advice experts give non-tech-savvy users to stay safe
online [5, 24], and indeed, the use of 2FA rose steadily over
the last years [7]. Some services even force users to secure
their accounts with second factors [19] or are required by law
to do so, e.g., banking websites in the EU [34].

To understand the consequences of this additional secu-
rity mechanism from the users’ perspective, several stud-
ies examined the usability of (possible) second factors (e.g.,
[1,8,30,38,39]), their initial setup (e.g., [2,10,39]) , or looked
at the acceptability of 2FA (e.g., [9, 10, 39, 43]).

Within these studies, participants repeatedly expressed the
fear of losing the second factor [10, 25, 35] and statistics
indicate that around 40% of smartphone users have had at
least one incident in which they lost their device or had it
stolen [3, 23, 27]. Considering that the personal smartphone
is a convenient choice for 2FA [41], these numbers indicate
that many users might find themselves in a situation where
they no longer have access to their second factor and therefore
be locked out of their account. The consideration of being
locked out of a personal account can lead to a low acceptance
of 2FA [10]. However, little work has been conducted to
understand how services deal with the threat of their users
being locked out.

In this work, we want to understand how websites and
apps, as one major use case for 2FA, guide a user through
the setup of 2FA and the recovery after losing the second
factor. Specifically, we were guided by the following research
questions:

RQ1: (How) do popular services communicate the issue
of losing the second factor to their users? I.e., do they com-
municate the issue? Do services encourage users to set up
another factor as a backup? Do they provide backup codes?
Is the user forced to do something, e.g., downloading backup
codes?

RQ2: How well are users supported through the ser-
vices’ recovery protocol when they try to log in but the
second factor is lost? I.e., do users receive help during login
if their second factor is not accessible anymore? What are
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their options?
RQ3: What information do users need to provide to

regain access to accounts? I.e., is personal identification
needed? Does the user need to have information about the
account’s activities?

To answer the research questions, we conducted 78 expert
reviews that focused on the current practice of online services.
We created accounts, enabled 2FA, and analyzed the services’
way of informing the user about the possible risks of enabling
2FA and what a user can do to mitigate them. We then ran
through the account recovery processes without the second
factor and without backup codes. We captured how the ser-
vice led through this process, what was needed to recover the
account, and whether recovery was possible at all.

Overall, we were able to gain access to half of the accounts.
This low number might be well explained by security reasons
but indicates that users’ naive assumptions when they lose
their second factor should not be that they could regain access
as easily as they would in the case of a forgotten password.

Our results show that the investigated services do not share
a common practice, neither during 2FA setup nor during re-
covery. Looking at the setup, 20.5% of the services do not
seem to provide any backup possibilities at all; on the other
hand, 20.5% of the services force the user to implement a fall-
back for the second factor or download backup codes. Only
12.8% of the services clearly communicate that the user will
lose access to the account without the second factor or access
to fallback authentication.

The same heterogeneity applies to the process of recovery:
19.2% of the services offer the user to use backup codes or
alternative ways to receive the needed code during login and
additionally link to a direct contact possibility if backups do
not work either. On the other side of the spectrum, 17.9%
of the services do not help the user at all during login, and
the only possibility a user has is to cancel their login attempt
and try to find a solution on their own (e.g., by looking at the
website’s FAQs).

Several of the issues we identified can easily be fixed. We
suggest establishing a more standardized approach to 2FA
setup and recovery to ensure convenience for their users with-
out impacting security.

2 Related Work

This section summarizes work relevant to our study. We first
look at the motivation of our work and the frequency users
lose a second factor, followed by studies that analyzed the
protocols of different aspects of account recovery on websites.

2.1 Losing Access by Losing a Second Factor
The fear of losing a device that is needed to log in, e.g., as
a second factor, and losing access to the account, in general,
is mentioned as one major constraint on the acceptability of

2FA in several studies (e.g., [10, 13, 25, 35]). Sometimes, this
is accompanied by the fear of impersonation attacks after
the loss or theft of this device [35]. Despite this fear, the
results of a study by Das et al. [10] indicate that websites
might not communicate the issue of loss well during the setup
process: Participants were requested to add a security key
to their email accounts and were explicitly asked what they
would do if they lost the key afterward. Almost a fourth of the
participants did not know how to recover this newly set up
Yubikey in case it got lost or stolen. Yet, we are unaware of
any study investigating how websites communicate a potential
loss during login and whether users are nudged or forced to
set up another factor as a backup login possibility. We fill
this gap with RQ1. Additionally, we want to understand how
justified this repeatedly mentioned fear of consequences of
losing the second factor is by testing how easy a user could
regain access to their account (RQ2 & RQ3).

How Likely is it to Lose the Second Factor? In the fol-
lowing, we report on how often users are confronted with
the problem of losing their second factor. This motivates our
task design, as we assume that the loss of the second factor
is not a theoretical scenario. For smartphones, which are the
most commonly used second factor [41], studies indicate that
around 40% of smartphone users have had at least one inci-
dent in which they lost their device or had it stolen (around
10-15%) [3, 23, 27]. One study estimated that an average
person living in the UK loses two smartphones within their
lifetime [6]. However, the authors did not report the frequency
of users being able to recover their devices: Data from 2014
show that while 90% of phone theft victims tried to recover
their phone, only 32% were successful [27]. Furthermore, one
study indicates that around 60% of the users who lost their
device misplaced it, most often at home or work (49.5%) [22],
where chances of finding the device again are high.

Dutson et al. [12], and Abbott et al. [1] looked at impli-
cations for the users after their universities adopted 2FA. In
the study by Dutson et al. [12], around a fourth of the partici-
pants reported they have had at least one incident within one
year in which they could not access their account due to an
inability to access their phone (because it was lost or stolen,
they forgot it somewhere or it ran out of battery). Around 16%
of the support chats that were analyzed by Abbott et al. [1]
concerned how to access the account if the second factor was
inaccessible. For both studies, it remains unclear in how many
cases this status was only temporary (i.e., how many people
actually lost their device or had it stolen).

So, while we do not have much evidence, we think it is fair
to assume that the loss of the second factor, i.e., the smart-
phone, is something that indeed happens.
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2.2 Analysis of Recovery Protocols

We are aware of only a few studies that analyzed the recovery
protocols users had to follow if the primary or secondary
authenticator was lost or compromised:

Li et al. [26] investigated the recovery protocols for the
primary authentication for over 200 websites in 2018. They
found that on 89.1% of the websites, it was sufficient to have
access to the registered email to recover the account. On 4.6%,
it was sufficient to know the answer to a security question.

Neil et al. [31] analyzed 57 American websites in 2020
according to their user-facing advice on restoring the user
account to a pre-compromise state. For the phase of account
recovery, i.e., regaining access to the account independent
of the authentication methods in use, the authors found that
96% of the websites had some information on what to do (e.g.,
advising to send oneself a password reset email). Over 60%
of the websites recommend contacting their support. Mark-
ert et al. [28] extended the previous study by investigating
158 websites; covering the 50 most popular websites in 30
countries. Even though less than in the US American sam-
ple, most websites offered some advice on how to recover
accounts; mostly by recommending to reset the password or
by contacting the support.

Another related study was conducted by Quermann et
al. [37], who analyzed the state of user authentication in 2017
for 48 different services (websites, IoT, and mobile devices).
They found that none of them offered an easy way to recover
accounts that were secured with a second factor, and almost
all services require the user to contact the services’ support.

However, Quermann et al. [37] did not further systemati-
cally investigate whether websites do anything to prevent user
lockout when users set up a second factor or how well users
who cannot access their second factor are guided through the
support (e.g., do users have a direct and easy way to contact
the support or do they have to search for a contact themselves
within various articles?) We update and expand upon this prior
work by conducting expert reviews mimicking a user who lost
their second factor and analyzing the steps that needed to be
taken to regain access, as well as the usability of the support
offered by each website/service (RQ2).

3 Methodology

We analyzed how popular services communicate and handle
the issue of second-factor loss during the setup and recovery.
We did this by conducting 78 expert reviews. The tasks were
first to set up a user account with 2FA and, second, to recover
it without the factor. In this section, we describe how we
selected the evaluated services, the tasks we performed, and
how we analyzed the gathered data.

3.1 Service Selection

We used Tranco [36] to identify high-traffic websites and
used the top 500 for our analysis. The list was generated on
2 August 2022 [42]. The websites were accessed between
September 2022 and January 2023 from Germany with a
Linux machine using Chrome. All services that required an
app-based setup were accessed from a smartphone (Honor
8x) with Android 8.1.0. During the reviews, we visited the
websites as they were referenced on the list. However, in
some cases, the websites forwarded us to the localized site
according to our location.

We excluded sites if they were marked insecure by Google
Safe Browsing or if account creation was only possible for
a specific user group. The whole list of exclusion criteria
is given in Appendix A.1. An overview of this elimination
process and the corresponding numbers is shown in Figure 1.

Websites that belong to the same domain or use shared
accounts were merged (e.g., Google.com and YouTube.com).
Finally, we checked whether we could enable 2FA on each of
those websites. Similar to the findings of Gavazzi et al. [15],
less than half of the websites offer 2FA. Finally, we ended up
with 78 services for the reviews.

Unreachable
n = 85

Foreign, adults, specific
users, no account

n = 122

Subdomain
n = 108

Not o!ering 2FA
n = 107

Used
n = 78

500 Services

Figure 1: Overview of the service selection. We started with
500 high-traffic websites, according to Tranco [42]. Services
were excluded based on criteria specified in Appendix A.1.
Eighty-five were unreachable or marked insecure by Google
Safe Browsing. This left us with 185 services, of which 78
offered to add a second factor.

3.2 Task

The expert reviews consisted of two tasks. The first task was to
create an account and set up a second factor. In the second task,
we tried to recover the account, pretending to have no access
to the second factor. In the following paragraphs, we describe
the tasks in more detail and explain how we conducted the
reviews.

Task 1: Setup One researcher manually created accounts
on all of the selected services. They always selected the free
version of an account and used the same password. They
enabled a second factor if possible. For this, they picked the
first option allowed based on the following order 1) SMS
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verification, 2) email verification,1 and 3) an authenticator
app. If an authenticator app was necessary, they used Google
authenticator [44]. The researcher did not set up any additional
second factor or possibility to be contacted during the setup
phase, except when it was mandatory. The sessions were
screen recorded.

After setting up all accounts, the browser was un- and rein-
stalled to remove artifacts from the setup phase. While this
might make it harder to regain access, we opted for the lower-
bound results. We believe that if recovery is possible in our
scenario, it will also be possible when the browser was already
used to log into the account, but not vice versa.

Task 2: Recovery One month after the second factor was
added, the same researcher navigated to the login screen and
tried to log in without the second factor, i.e., looking for an
alternative or help. They did not have access to the backup
codes if the service provided them. However, they could an-
swer basic questions about themselves and the account. If
2FA was set up using a smartphone (SMS or authenticator
app), the researcher could access the email associated with
the account.

If the website gave instructions to regain access, they were
followed. If the website did not provide assistance during the
login process, the researcher searched through the help center,
if any existed, and followed the steps, if any were given. If
this also did not help to regain access to the account, the
researcher consulted Google with the search term “2fa lost
site:www.example.com.” If they had to contact support, they
used the following text (if applicable): “Hello, I lost my phone,
which I use for two-factor authentication, and now I cannot
log in. Would it be possible for you to deactivate this, or will
I need a new account? Kind regards, [Name].” The recovery
was declared successful if it was possible to log in without
the second factor, and the second factor could be deactivated
or changed. An account was marked as irretrievable if no
information could be found on retrieving it, if instructions
were given but failed, or if the instructions clearly stated that
retrieval was impossible.

The sessions were again screen recorded, and related emails
were saved.

3.3 Analysis
To find common themes during the setup and recovery phase,
two researchers looked at a random subset of the services (14
services, 18% of all) to create an initial code book for each
research question. In this step, each website was represented
by all videos and emails associated with the setup and re-
covery procedure on this particular service (see Section 3.2).

1Even though receiving codes through email is not considered as a second
factor by NIST [33], it was listed as such on these websites. We opted to go
with the definition of the services, as we believe there are users who will do
so as well.

The researchers then coded another eleven services (14% of
all) using the code book, arriving at a weighted inter-coder
reliability of 0.89 which was in the range of 0.56 to 1 for
individual codes. For the full coding, each researcher coded
half of the services.

4 Results

This section presents the results of the usability evaluation of
the 2FA setup and recovery process of 78 services. We first
give a general overview of what second factors were supported
and recommended by the services. Following this, we show
how services try to prevent issues that result from a user
losing their second factor during the setup phase (RQ1), e.g.,
by recommending implementing alternative login methods as
backups. In Section 4.3, we report how (well) services guided
us through the process of regaining access (RQ2) and what
information was needed (RQ3).

A complete overview of all services, the used second fac-
tors, and characteristics during setup and recovery are given
in Table 2 in Appendix A.
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Figure 2: Overview of the allowed second factors on all sam-
pled services. Most services allow users to use an authenti-
cator app. Marked as “recommended” are those factors that
were offered as the only possibility, were selected by default,
or were marked as “recommended”.

4.1 Allowed Second Factors
We were able to add a second factor to 78 services (see Fig-
ure 1). We registered a phone number to receive SMS codes
on 46 services. If a service did not offer 2FA via SMS, we
selected to receive codes via email (n = 5) or Google Au-
thenticator (n = 25). There was no website where this was
not sufficient. In the particular case of two apps where the
phone number was already used as a primary authenticator,
we added a password as a second factor.
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https://example.com/settings

Security Settings

Authenticator App

Password

Account Security Notifications ...

New Password

Repeat new Password

Two-Factor-Authentication

SMS-Authentication

Ok

SAVE

Add Backup
You can use the alternatives
if you do not have access to 
your authenticator app.

https://example.com/settings

Security Settings

Two-Factor-Authentication

Password

Account Security Notifications ...

Repeat new Password

SMS-Authentication

Authenticator App

New Password

SAVE

SAVE CODE!!!

Before you can continue, you
have to download your 
Backup-Code.

Download

Your Backup-Code is: Backup

Force

Hint

Add a backup method

+1234567890

Receive SMS codes

Backuphttps://example.com/settings

Security Settings

Account Security Notifications ...

Password

New Password

Repeat new Password

Two-Factor-Authentication

SMS-Authentication

Authenticator App

SAVE

Ok

2FA Enabled

https://example.com/settings

Security Settings

Account Security Notifications ...

Password

Two-Factor-Authentication

New 

SMS-Authentication

Authenticator App

Repeat new Password
SAVE

Popup

Back to 
settings

Backup

1)

2)

3)

4)

Two-factor 
authentication 
has been 
enabled.

Figure 3: This figure shows four windows, with examples of information and cues we received during the reviews of the setup. A
common workflow led us to one of two different states after enabling 2FA (1). In 52 cases (2), hints and backup possibilities
were shown in the same popup that was used for setup. Some pages closed the window and led us back to the settings (n = 10)
(3), where hints and backup possibilities were shown. 16 services required additional action from the users, e.g., requiring them
to download backup codes or to add an additional phone number (4).

As shown in Figure 2, most of the investigated services
offered the possibility to use authenticator apps to secure user
accounts. Authenticator apps were also the most commonly
recommended second factor (by 41.0% of the services). Some
services mentioned specific authenticator apps, most promi-
nently Google Authenticator (n = 27), followed by Authy
(n = 14) and Microsoft authenticator (n = 10).

4.2 2FA Setup
In this section, we report whether and how the services com-
municated the issue of losing the second factor (RQ1).

For this, we analyzed how prominent they mentioned a
potential second-factor loss. We tracked whether and how the
services nudged or forced users to add another factor as a
backup or store backup codes. The data for this section was
gathered during and right after a second factor was added to
an account, thus at a point in our scenario where the user still
had access to the second factor.

During the analysis, we identified three cues (see Figure 3
for examples) of how services communicate with users related
to the research question:

(a) Hint: The service mentions that the second factor could
be inaccessible.

(b) Backup: The service presents possible backup possibili-
ties - backup codes, a security question, or other available
factors.

(c) Force: The service forces the user to add a backup or
download backup codes.

The three cues were shown at one of two locations: Either
in the settings (n = 10) after the setup of the second factor is
completed or in a separate window during or following the
setup (n = 52).

Backup On most services (79.5%), it was possible to add
another alternative second factor (n = 40 services) and/or
to download one or several backup codes (n = 45). Yet, the
intended usage of the latter differed: While most services
provided backup codes that can be used instead of a code
sent by SMS or generated by an app, some services offered
a backup code that will automatically deactivate 2FA once
used. We found that the wording of these codes differed as
well: Both terms “backup codes” and “recovery codes” were
used interchangeably, sometimes meaning different things.

Hints Most services that offered backup possibilities
(80.6% of the 62 services that offered a backup) hinted at
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the possible inaccessibility of the second factor somehow.
A typical text was similar to the following: “This code lets
you log in if you don’t have access to your two-factor au-
thentication methods.” In these cases, a user may understand
additional factors as a possibility rather than a necessity. Only
three websites communicated this a bit more clearly by us-
ing statements similar to “you will need these codes should
you not have access to your phone.” In general, the conse-
quences of loss (i.e., being locked out of the account if losing
the second factor and having no access to any backups) were
only communicated by a minority: Four services used phras-
ing similar to: “otherwise you may get permanently locked
out.” Only ten services clearly stated that the provided backup
codes or offered fallback authentication are the “only” way
to log in if the second factor is not accessible. Interestingly,
this turned out not to be the case for six of these services. We
pick this topic up in Section 4.3.2.

Force The use of force was not that common. We only had
to add a backup on 16 services. All except one page forcing
the user to add a backup explained that this backup could be
used to access the account.

Combinations The most common combination of the three
cues was to have a hint and backup possibilities but no force to
implement them (n = 29, 37.2%). The second most common
combination was to show and mention nothing at all (n =
16, 20.5%): No hint as to what could happen and no way
to resolve this. All combinations of the cues are shown in
Figure 4. 64.1% of the websites gave a hint and offered a
backup possibility.

4.2.1 Tales From the 2FA-Setup Land

We found an interesting case where one page advertised 2FA
right after login and also included a small note that one should
“remember to create backup verification methods.” However,
after registering an authenticator app, this information was
not shown anymore, though one of the presented verification
methods was called “Recovery codes.” In another case, the
website seemed to follow a more serious approach. After
telling the users in the first step to “save this [backup] key,”
they were told in the second step “Seriously, save this key.”

4.2.2 Summary of the Setup Task (RQ1)

To summarize, we were successful in activating 2FA on 78
services. Of these, 50 provided at least minimal informa-
tion about what to do when the second factor is lost (Hint).
Most services offer some form of backup method, and 45
provided backup codes. The degree of how straightforward
consequences of loss were communicated differed. Only ten
services clearly indicated that a user will lose access to the ac-
count without the second factor and without backups. Having

all sorts of combinations of hints, backup possibilities, and
obviousness, there does not seem to be a process or possibility
for fallback authentication a user can assume by default or
always rely on.
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Figure 4: Number of websites that mention the possibility that
the second factor is not accessible (Hint) in combination with
showing alternative possibilities (Backup) or forcing the user
to do something (Force) during 2FA setup. : The service
does not include the characteristic. : The service fulfills
the characteristic. “Shown in” depicts the location where this
information is shown. : The information is shown in a
popup that also directed us through the process of adding the
second factor. : The information was shown in the settings.
Examples are given in Figure 3.

4.3 Recovery
In this section, we present the results for the second task, the
account’s recovery after the second factor is lost (RQ2).

We looked at how and to what extent the services’ interface
assisted the user during login, what needed to be done to
regain access (e.g., what information had to be provided), and
report on how many services we received full access to.

4.3.1 Assistance During Login

We found varying degrees of assistance from the services to
guide the user during a login attempt. In the next paragraphs,
we clustered common themes.

Missing Common Practice Today, it is common for web-
sites to provide a “forgotten password”-link during login that
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Figure 5: Example for the Login screen. If a link to the support
existed, we noted whether it linked to a general FAQ, a specific
FAQ (that at least partially mentioned what to do if losing the
second factor), or whether a user is provided with an email
address or can fill a form.

a user can use to reset their password. As expected, all web-
sites in our set provided such a link. The equivalent for 2FA,
i.e., a link a user can click while trying to log in but having
no access to the second factor, is often missing. Even though
75.6% of the websites provided the user with some form of a
button to offer help in such cases, the usefulness varied mas-
sively. Some services mentioned fallback authentication (e.g.,
suggesting to use backup codes), some linked to some sort of
support, and yet others had an always visible support interface
that was independent of the login screen. Examples of these
possibilities are shown in Figure 5. Most often (n = 15), a
website showed alternative authentication possibilities and
directed the user to a direct contact form or email address
where they could ask for help if fallback authentication did
not work as well. Second most often (n = 14) was the exact
opposite, where a service did not show any support at all dur-
ing login; thus, the user’s only possibility is to cancel the login
attempt and look for help somewhere else. Table 1 provides
an overview of the types and extent of support provided by
various services during login.

Easiest Option is to use an Alternative Method If the
user implemented a backup method (e.g., alternative email or
phone number) or has access to backup codes, this is a simple
and fast solution to regain access. During login, 50 services
suggested using an alternative to the primary second factor.
Interestingly, 16 further services generally offered backup

methods during the setup but did not mention them during
login.

Websites Could Have Directed us to a More Helpful Site
Part of the task description was that the researcher had no ac-
cess to the backup codes, so they looked for solutions outside
of the login screen if the login screen was not helpful. Over
half (52.6%) of the websites either did not link to any help at
all or directed the user to a general help page. For these cases,
we additionally tried to find a specific site that explained the
procedure a user has to follow when losing access to the sec-
ond factor. Interestingly, most websites that did not provide
specific help when logging in offer a specific FAQ page re-
lated to the topic (90.2% of 41). This is especially striking for
the 14 websites not supporting the user at all during login: All
of them have a specific subpage explaining at least partially
what to do.

Tales From the Login Land An existing support site was
no guarantee for a goal-oriented process. There were five
cases where the suggested or obvious procedure was not help-
ful at all. In three of those cases, we were stuck in an infinite
loop, e.g., because the login screen directed to a help site with
a button labeled “Account Recovery;” however, when clicking
this, we were directed back to the initial login screen.

We also encountered that the linked support page was only
available in the language of the sites’ country we could not
understand (without a translator). Please note that the rest of
the site was available in other languages.

Apart from those five, one page did not provide us with
a link to their support until having received a timeout for
receiving the code via SMS. In case of a lost phone, this
makes the search for help unnecessarily confusing.

4.3.2 Regaining Access

As shown in Figure 6, we were able to regain full access
for 41 (52.6%) of the accounts. In nine additional cases, full
access most likely would have been possible if we used the
account properly and could provide the support with account
information, such as banking details, that we did not add to the
test account. In one case, the uploaded ID was not accepted,
but we received no detailed feedback. We assume that more
trials might have given full access.

“Backup Codes are the ONLY Possibility to Access the
Account” As mentioned in Section 4.2, ten services ex-
plicitly said that users would lose access to their account if
they had neither their device nor any backup code. Yet, on six
of those, we gained full access after contacting the support.
There were essentially two different cases. 1) Three requested
details about the account owner or the account like a copy
of an identity document, payment details, the address, or the

USENIX Association Nineteenth Symposium on Usable Privacy and Security    233



Total No. where Total No. where
No. Services better FAQ exists Link to support No. Services better FAQ exists

15 - Direct Form 5 - Use of backup suggested
6 - Specific FAQ 1 -
6 4 General FAQ 1 1 Use of backup not suggested
3 2 Unusable 2 0

Link to support given
10 5 But UI support 5 5
10 6 Nothing 14 14 No link to support given

Table 1: The table depicts the level of support a user gets during the login if they cannot access their second factor. The colors
indicate whether a service a) suggests using a backup (e.g., sending the code via mail instead of SMS) and b) if a service provides
the user with a link to any support. We also note how many services have a specific information site for 2FA recovery despite
not linking to it on the login screen. The most common level of help was given by 15 services: Suggesting to use a backup and
linking to a direct form to contact the services’ support. On the other hand, 14 services do not support the user at all during login.

current IP address.2 2) For three other services, we gained
access very easily. One support gave us access after answer-
ing a security question. As the researcher was not sure what
the answer was, we got a hint after a close-to-correct attempt:
(“your answer is close to being correct but is just missing
something additional”).

Obscure Procedures In the case of a meeting platform, we
were asked for our personal meeting-ID. As we did not use
the account, we did not store this anywhere and were thus
not able to provide it. Interestingly, after disclaiming that we
did not have access to this, the second factor was disabled
anyway. Since we did not investigate the easiness of accessing
the account specifically from an attacker’s view, it is up to
future work to understand how often information that is asked
for is indeed not needed. On another website, we only had to
send an email without providing further information, which
resulted in us regaining access to the service. We assume, or
hope, that this website has internal metrics that allowed them
to judge our request. In any case, they did not communicate
with us beforehand or even afterward.

4.3.3 Ways to Recover Accounts

We gained full access to our account on 41 services. We could
simply receive the 2FA code via email in six of those cases.
For the remaining services, we had to contact the services’
support.

In the following, we give an overview of what information
we had to provide to gain access. We identified five categories
of information and evidence services that were asked for proof
of ownership during the recovery:

2We were in contact with the support via email and believe the IP was
used to compare it with IP addresses that were previously used to access the
account.

• Personal information, such as name or address.

• Uploading an identity document .

• Basic account information, such as the username or pay-
ment details.

• Extended account information, such as information
about the last purchase or the date the account was cre-
ated.3

• The need to access the email address used to set up the
account.

In general, we saw 17 different combinations of these cate-
gories for the 41 accounts we could access. Most commonly
(n = 7), we were asked for basic account information and
needed access to the email address linked to the account. On
three services, accessing the account was very easy, as we
only needed to provide the service with the email address
used for the account, for which we wanted to deactivate 2FA.
These services sent a confirmation via mail, but we did not
need to react to it with, e.g., clicking a link.

Wait Time Seven services included a wait time for security
purposes, meaning they would send a note to the email asso-
ciated with the account. If they did not receive any negative
feedback within a certain time, they would proceed to either
delete the account or grant access to it. This waiting time
ranged from 1 to 30 days.

No Access but Receiving Additional Help On 37 services,
we were not able to regain access to the account. While most
mentioned that they could not help us, four provided some

3While it was easy to provide the account creation date in our scenario,
this question could be tough for users who have had their accounts for many
years.
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Figure 6: Overview of our results for the recovery process.
It shows the percentages of services we either got full or no
access to. Two accounts could be recovered using Authy. The
right part shows the “no access” category in more detail. For
some accounts, an account deletion was possible, on others,
we assume we could have logged in with a more realistic
setup. The percentages are grouped depending on the second
factor we set up before. In the figure, we omitted the two
apps where we used passwords as a second factor. In one of
those cases, we could have deleted the account; in the other,
we could have gained access after a security wait time but
without restoring the data that was not backed up.

level of additional help, e.g., they recommended contacting
our network provider to receive a new SIM card, which would
fix the issue of not receiving SMS codes.

Email as a Second Factor We could recover three of the
five services where we used our email as the second factor. To
accomplish this, we always had to present the service with an-
other email address. Apart from that, the services differed. In
one case, it was sufficient to wait for a month. In the other two
cases, we had to provide personal and account information or
even upload our ID.

4.3.4 Summary of the Recovery Phase (RQ2+RQ3)

We found that almost the same number of services offered
the user no support at all during login as services that gave
the maximum possible support by presenting the user with
the opportunity of using a fallback authentication as well
as a direct contact possibility. Between these two extremes,
we saw a lot of different approaches varying in helpfulness.
Regarding account recovery, we were successful in regaining
access to 41 accounts. However, there were cases where no
additional info other than knowing the email address was
necessary to disable 2FA.

5 Discussion

We conducted 78 expert reviews to study the setup of 2FA
and account recovery on popular services that offer 2FA. In
all 78 cases, we were able to successfully set up a second
factor. However, our main interest was account recovery. We
focused on the information a user was given during setup and
the information and guidance these services offered in case
the second factor was lost. We could recover access to 41
services without the second factor and backup codes. In gen-
eral, we found the usability of the setup and recovery process
to be lacking in many basic aspects. We discuss themes we
saw and make suggestions to practitioners and the research
community.

5.1 The User is Often Left Alone
Based on related literature that often mentioned fear of losing
the second factor as a reason for not adopting 2FA [10, 25,
35], we phrased our research questions and were especially
interested in how services communicate the mitigation and
consequences of the loss of the second factor. Both during
2FA setup and recovery, we ran into situations where we only
faced vague information or no help at all. During login, 16
services did not inform the user that backup codes can be used
instead of codes generated by an authenticator app or sent via
SMS, even though they existed. Services that communicated a
potential loss of the second factor during setup and that offered
backups often avoided statements about accessing the account
without the second factor. Only ten services clearly stated that
a certain backup would be the only way to gain access. Most
other services framed consequences ambiguously, e.g., by
stating users “might lose access.”

When searching for help at the login screen in the event
of a lost second factor, many websites linked to no specific
help page, even though one would have existed. All of these
problems go against the tenth principle of Nielsen’s usability
heuristics (help and documentation) [32], and we strongly
advise website architects to resolve these easily-fixable is-
sues by adding links to already existing documentation or
communicating the possibility of using backup codes during
login.

The issue of lacking information is also documented by
related work concerning account remediation [28, 31].

5.2 There is no Common Workflow...
We could not identify a common workflow to add a second
factor or to recover an account across the different services.
This affected all parts of the process: the communication of
possibilities for backups, the way a website communicates the
consequences of loss, using unified terms, or what information
a user needs to provide to recover the account. Currently, a
user cannot infer from their experiences from one website to
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another. With this, the fourth usability heuristic by Nielsen is
violated (consistency and standards) [32].

In our view, this is a problematic situation, as 2FA in itself
is a general technical measure to increase account security,
and its’ usage is likely to increase in the near future.

The origin of this heterogeneity is unclear. Maybe there
has not yet been enough time elapsed for a best practice to
evolve that everyone copies and can easily adopt. If this is the
case, this is also an excellent opportunity to develop a best
practice example and provide a fast, secure, and empirical
evidence-based solution.

5.2.1 ... not Even Within Services

In addition to the above, many services are not even consistent
within themselves. We found one example where 2FA was set
up using SMS codes, but the code was sent via email during
our login attempt. In another case, a button for “account recov-
ery” existed in the FAQ but linked to the login screen. All of
the websites that did not help the user at all during login had
a subpage in their support section that explained what to do
when the second factor is lost. Similarly, several of those web-
sites that linked to a general FAQ could have linked to a more
specific one, making the process much more user-friendly.
On some websites, consequences of loss are communicated
clearly within such help pages, and several also point to ac-
tions that can be done to prevent account lockout. Yet, this is
barely mentioned during setup. We believe it is unreasonable
to assume that users first look for this specific information
on help pages before or after deciding to activate 2FA. Even
if it is offered during set-up, users might click through the
information, but it is more likely to be seen than if users have
to actively look for it (and know-how, too). Fortunately, this
is often an easy fix, and we are currently in the process of
contacting the affected services to inform them.

5.3 Insufficient Support Structures

The services we used for our research are all popular services.
Thus, they handle a lot of traffic and many users. Support on
these services is often handled by a bot (chat or phone), and
direct human-to-human support was often harder to find. This
is fairly common and is likely driven by cost-cutting reasons.

However, depending on the service, it can be very detri-
mental and stressful to be locked out. We believe that the
support structure of many of the services we analyzed does
not fulfill the users’ needs. We saw cases where support was
only available for logged-in users or users who selected a
paid product (with no real help available for those using a free
version). One website did not offer any help article, but we
found a community forum in which frustrated users explained
what answers had to be given to the phone bot to end up with
a human who could disable 2FA.

Depending on the kind of service, it might be reasonable
from the website’s perspective not to invest much into recov-
ery procedures, especially in the case of unpaid accounts. Yet,
we believe that any account can have a huge value, depending
on who is using it for what, and that most users who turn on
2FA voluntarily do see value in their account.

From a usability perspective, we think there should be a
dedicated channel for account-related cases. Or, if no ded-
icated channel is possible, services should at least provide
upfront and transparent information on what can be done in
such situations.

5.4 Summary: Recommendations for Websites

Summarizing Sections 5.1 to 5.3, we give the following rec-
ommendations to website providers:

1. Internal consistency and clear communication during
login on what is possible and what is not. E.g., if backup
codes exist, the website should mention them as an al-
ternative. If an account cannot be recovered at all, this
information should be clearly stated.

2. Services should provide some help during login, similar
to the ’forgot password’-link.

3. This help should be as specific as possible. E.g., if the
website offers a specific help page explaining how the
account can be recovered, this should be directly linked.
Preferably, every website had a specific form for this
problem, so users could directly contact support.

5.5 Various (and Obscure) Options for Access

In our sample, it was rare to find cases where it was explic-
itly stated what information a user needs to regain access
to their account in the absence of a backup. During recov-
ery, we noticed situations in which access was accomplished
very easily, and it was unclear if any technical measures were
implemented that checked for the legitimacy of a request to
disable 2FA (e.g., using the IP address). Results from Gavazzi
et al. [15] indicate that only 22% of their investigated websites
block suspicious login attempts, so if this also applies to the
aforementioned sites, an attacker might easily get access to
the account even if they only know the password.

This is a problem from both usability and security per-
spectives: The user has no possibility to assess whether the
account is really as secure as hoped, i.e., how easy it is for
an attacker to disable 2FA. We think when it is not communi-
cated beforehand how access can be granted, users could get
a false sense of security.

Similarly, in six cases, we were able to receive the code
via email instead of SMS or the authenticator app. If, in these
cases, the password can also be reset via email, an attacker
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would not need any extra effort to get access as soon as they
have control over the email address.

Future work should investigate whether and how users ben-
efit from clear information about 2FA deactivation during or
after setting up a second factor.

One solution for a service to make sure a request to disable
2FA is legitimate, also used by 1Password [14], is to com-
bine several proofs of ownership, e.g., requesting access to
the email address and also asking for extended account in-
formation (knowledge-based challenges). Doerfler et al. [11]
studied several of such challenges individually, finding that
only 13% of users in their data set were able to recall their ac-
count creation date and only 22% could answer their security
question.

It remains to be investigated how usable and secure com-
binations of different challenges are and whether an optimal
recovery procedure can be found.

5.6 Who Should be Responsible for Recovery?
We found many opportunities to make 2FA on services much
more usable but found this directly connected to the question
of who is or should be responsible for a successful recovery.

Most services provide the possibility to recover from lost
passwords, so we believe many users might transfer this prac-
tice to 2FA.

Yet, we found that while some work has been conducted
on how well different fallback authentication mechanisms
work (e.g., [11, 29]), we currently do not know what the
user’s expectations are. Similarly, there is a lack of literature
about how website owners and operators see this. It seems
that the implicit mindset is that users are responsible for pro-
tecting access, including the backup. In any case, we think
the easiest mitigation is currently on the side of the services.
Transparency could resolve a lot of potential confusion with-
out adding any obvious disadvantages. Golla et al. [20] found
that telling people they are responsible for their accounts’
security leads to higher adoption of 2FA. The same might
apply to backups if the services clearly communicated the
consequences.

Authenticator Apps Some authenticator apps provide
backup possibilities, yet most rely on passwords, SMS, or
emails [18]. Any backup possibilities offered by authenti-
cator apps are currently not part of services’ communica-
tion, and the Google authenticator is the app most commonly
mentioned or recommended by the services (n = 27). Inter-
estingly, at the time of the study, Google authenticator only
provided one backup possibility, namely a manual QR code
export [17, 18]. Since April 2023, Google Authenticator can
be synchronized with the users’ Google account [4].

Third Parties / Delegated Account Recovery Handling
identities connected to user accounts can be challenging. We

encountered one website that outsourced this. The website
offered to start a recovery over PayPal if a PayPal account was
connected to the account. Basically, this follows the idea of
SSO. Only a handful of services are responsible for handling
the identity. What worked for this website may not work
for others, but it opens the question of whether one (or a
few) single instances that provide 2FA should also handle the
backup and recovery process. In our sample, some services
referred to Authy for the recovery process. While, from a
usability perspective, this worked well for us, Gilsenan et
al. [18] note that Authy solely relies on SMS OTP during
recovery. The authors also found several security and privacy
issues [16].

5.7 Limitations

Our work has to be interpreted in light of the following limi-
tations:

We focused our analysis on high-traffic websites, so we
cannot generalize our results to less popular ones. Yet, we
were able to identify issues on these top websites already and
believe that administrators and web designers of less popular
services can benefit from our results as well.

Not all services support identical second factors (see Sec-
tion 4.1), but the recovery protocol of services might be influ-
enced depending on the used second factor. We deal with this
limitation by giving extra care when comparing the services
and pointing to this difference in the results.

Access to some of the services is typically done through
the smartphone app. Whenever possible, we used a browser.
Thus, it might be possible that the app’s interface, including
links to the support, differs from the browser version.

Every recovery was made using the same IP that was also
used for setup. However, we reinstalled the browser. We can-
not estimate how many services checked such metadata before
granting access to the account. Additionally, by reinstalling
the browser, we chose a tougher scenario than many users
would most likely face. We opted for this to capture the lower
bound. Similarly, we noticed services that advised us to use a
still-logged-in device to disable 2FA. It is up to future work
to analyze this in more detail.

We used the accounts only for a short time and only for
testing the recovery itself, which comes with further limita-
tions:

• Some services rely on data that is stored within the ac-
count to be able to grant access after losing the sec-
ond factor, e.g., by asking for personal data such as the
address or banking details or for order numbers from
previous transactions. As we did not add any informa-
tion, we could not always mimic the whole recovery
process. With the empty accounts, we also see the pos-
sibility that people working in the support might not
have protected the account as much as they would have
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with a regularly used account. This is especially criti-
cal for services where we were in contact with humans
(see Section 4.3.2).

• Some websites periodically ask their users to review and
confirm their recovery settings, but we could and did not
investigate this feature.

• Some security features might be bound to the users’
location or the time they have already used the account.
Such details are not captured in our study.

5.8 Future Work

We encountered services that only asked for very basic infor-
mation to grant us access to the accounts. Similar to as it has
been done with security questions [40], it should be studied
from an attacker’s point of view how easy it would be to get
access in such cases.

Two-factor authentication is not the only case where well-
designed recovery processes are important. The rise of pass-
wordless authentication is a quite recent example where these
processes become crucial, a challenge that future work needs
to address.

Due to the many serious issues that we discovered during
our 78 expert reviews, we believe that currently, a study that
evaluates the usability of account recovery for a lost second
factor in a user study would not add much more insight. We
are currently in the process of informing the services for
which we identified issues.

6 Conclusion

In this study, we aimed to understand how popular services
guide their users through the setup of 2FA and the recovery
process when the second factor is lost.

We conducted expert reviews on 78 services, analyzing
their approach to inform users of possible risks of 2FA, the
availability of backup options, and how well users are sup-
ported if they cannot access the second factor during login.

Our results revealed that services do not seem to follow a
standardized practice for 2FA setup or recovery, and the level
of support provided varies greatly among them.

Our findings indicate that only a small percentage of ser-
vices communicate the importance of a fallback. Additionally,
some services do not provide any help during the recovery pro-
cess, and users are left on their own to solve the issue. These
findings suggest that there is room for improvement. Many
services could benefit from establishing a more standardized
approach to 2FA setup and recovery to ensure convenience
for their users without sacrificing security.
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A Website Analysis

A.1 Exclusion criteria for services
Services were excluded for the following reasons:

• Security or Accessibility: websites flagged as danger-
ous by Google Safe Browsing, URLs not belonging to a
DNS server or are unreachable

• Content: adult entertainment websites or illicit content
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• Shared login: sites belong to the same domain as a
previously listed site and having shared accounts (e.g.,
Google and Youtube)

• Language: sites that don’t provide an English or German
interface

• Payment: requiring payment details for account setup.
If a free short-term trial was available, we used this op-
portunity.

• Specific user group: requiring owning a product for
account setup, accounts requiring the user to be in a
specific region outside of Germany, sites restricted to
specific users (e.g., university websites, accessible only
by students and faculty members)

• Additional steps: requiring in-person interactions
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Service Second Factor Setup Recovery
Hint Backup Force Shown in... Link to Support Suggests Using Backup

AOL.com SMS But UI Support
Abusix.com App But UI Support
Adobe.com SMS But UI Support
Amazon.com SMS Direct Form
Apple.com SMS - Direct Form
Avast.com App Unusable
Bit.ly SMS -
Booking.com SMS - But UI Support
CloudDNS.net App
Cloudflare.com App Direct Form
Cloudone.trendmicro.com App But UI Support
DNSmadeeasy.com App Direct Form
Digicert.com App - But UI Support
Discord.com App
Dropbox.com SMS Specific FAQ
Ebay.com SMS
Epicgames.com SMS
Etsy.com SMS
Facebook.com SMS Direct Form
Fastly.net App General FAQ
Fedex.com SMS - General FAQ
Fiverr.com SMS Direct Form
Gcore.com App But UI Support
Gandi.net App General FAQ
Github.com SMS Direct Form
Godaddy.com SMS Specific FAQ
Google.com SMS Unusable
Grammarly.com SMS Direct Form
HP.com App -
Herokuapp.com App
IlovePDF.com App - Unusable
Indeed.com SMS - But UI Support
Instagram.com SMS - But UI Support
Intuit.com SMS Unusable
Kaspersky.com SMS But UI Support
Kickstarter.com SMS -
Linkedin.com SMS - Direct Form
Linktr.ee SMS -
Mailchimp.com SMS -
Microsoft.com Email Direct Form
MyShopify.com SMS General FAQ
Name.com App General FAQ
No-IP.com App But UI Support
OK.ru SMS Unusable
Onlyfans.com SMS But UI Support
Opera.com App
Patreon.com SMS
Paypal.com SMS Direct Form
Pinterest.com SMS
Reddit.com App
Ring.com SMS -

242    Nineteenth Symposium on Usable Privacy and Security USENIX Association

www.AOL.com
www.Abusix.com
www.Adobe.com
www.Amazon.com
www.Apple.com
www.Avast.com
www.Bit.ly
www.Booking.com
www.CloudDNS.net
www.Cloudflare.com
https://cloudone.trendmicro.com/
www.DNSmadeeasy.com
www.Digicert.com
www.Discord.com
www.Dropbox.com
www.Ebay.com
www.Epicgames.com
www.Etsy.com
www.Facebook.com
www.Fastly.net
www.Fedex.com
www.Fiverr.com
https://gcore.com/cdn
www.Gandi.net
www.Github.com
www.Godaddy.com
www.Google.com
www.Grammarly.com
www.HP.com
www.Herokuapp.com
www.IlovePDF.com
www.Indeed.com
www.Instagram.com
www.Intuit.com
www.Kaspersky.com
www.Kickstarter.com
www.Linkedin.com
www.Linktr.ee
www.Mailchimp.com
www.Microsoft.com
www.Shopify.com
www.Name.com
www.No-IP.com
www.OK.ru
www.Onlyfans.com
www.Opera.com
www.Patreon.com
www.Paypal.com
www.Pinterest.com
www.Reddit.com
www.Ring.com


Service Second Factor Setup Recovery
Hint Backup Force Shown in... Link to Support Suggests Using Backup

Roblox.com Email Specific FAQ
Samsung.com SMS Direct Form
Slack.com SMS Specific FAQ
Snapchat.com SMS
Sourceforge.net App But UI Support
Squarespace.com App Specific FAQ
Steampowered.com Email - Direct Form
Stripe.com SMS Direct Form
Teamviewer.com App General FAQ
Telegram.org Password Direct Form
ThemeForest.net App
Tiktok.com SMS
Tinyurl.com App But UI Support
Tradingview.com SMS Direct Form
Trello.com App Direct Form
Tumblr.com SMS
Twitch.tv SMS Specific FAQ
Twitter.com SMS Direct Form
Unity3d.com SMS
VK.com SMS
Vimeo.com Email -
Wetransfer.com App Direct Form
Whatsapp.com Password Direct Form
Wixsite.com Email
Yahoo.com SMS But UI Support
Zendesk.com SMS Specific FAQ
Zoom.us SMS General FAQ

Table 2: Overview of help a user gets during setup and recovery of a second factor. : The service does not include the
characteristic. : The service fulfills the characteristic.
Except for one, all services that offered the user to use a backup during login but did not provide a backup possibility send the
code to the email/phone number used to register. One service did not have clear backups but suggested using backup codes
during login.
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Abstract
Although two-factor authentication (2FA) mechanisms can
be usable, they poorly integrate into users’ daily routines,
especially during mobile use. Using tangibles for 2FA is a
promising alternative that beneficially combines customisable
authentication routines and object geometries, personalisable
to each user. Yet, it remains unclear how they integrate into
daily routines. In this paper, we first let 226 participants design
2FA tangibles to understand user preferences. Second, we
prototyped the most common shapes and performed a one-
week long in-the-wild study (N=15) to investigate how 2FA
tangibles perform in different environments. We show that
most users prefer objects that a) fit in wallets, b) connect to
daily items or c) are standalone. Users enjoyed interacting
with 2FA tangibles and considered them a viable and more
secure alternative. Yet, they voiced concerns on portability.
We conclude by an outlook for a real world implementation
and distribution of 2FA tangibles addressing user concerns.

1 Introduction

Two-factor authentication (2FA) is has become part of our
daily lives, with many services, from banks to major internet
players offering the security benefits of 2FA [4, 7]. While
these security benefits are undisputed and the early usability
problems of the authentication procedure have been mainly re-
solved by constant improvements (cf. [9,10]), newer research
has shown that a large share of users are still reluctant to use
2FA beyond being forced to do so by their providers [1,16,17].
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copies of all or part of this work for personal or classroom use is granted
without fee.
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The reasons for that lie beyond usability in the users’ daily
lives, routines, and habits that are interrupted by current 2FA
procedures, creating too much so-called friction [17, 20], for
instance, by taking too long [6, 11, 32] or being not readily
available [6, 16, 17]. While previous work has identified these
general issues, finding appropriate alternatives that better inte-
grate into users’ daily routines and contexts remains an open
research challenge.

Among possible alternatives are tangible interactions that
better integrate into users’ individual environments and rou-
tines by utilising digital fabrication [21]. Tangibles are phys-
ical objects used to manipulate digital information [25]. In
the context of 2FA, tangibles can serve as personal user to-
kens. They either are the authentication factor ownership or
form a complete 2FA mechanism. In 2020, 3D-Auth [18]
was proposed as a tangible 2FA mechanism. It is based on
using 3D-printed tangibles for 2FA that can be customised in
terms of colour, and shape interaction and be integrated into
other daily items, such as accessories. The 2FA tangible itself
embeds a unique conductive structure that can be sensed by
touchscreens and encodes the authentication factor ownership.
By interacting with the 2FA tangible, users enter a kind of
haptic password, e.g., by rotating parts of the tangible. This
interaction represents the knowledge authentication factor.
Consequently, 3D-Auth offers 2FA in one interface.

The knowledge-based interaction has been demonstrated
to have a high memorability since it also leverages muscle
memory [18]. What remains unclear though, is what kinds
of 2FA tangibles users might want to use for authentication
and how these tangibles perform when used on a daily basis.
This paper contributes to the space of tangibles for 2FA by
investigating the following research questions:
RQ1: What kinds of 2FA tangibles do users wish to use? We

investigate what kinds of tangibles users wish to use in
their daily routines and how they wish to interact with
them. For this, we conducted an online study where we
let 226 users configure their ideal tangibles.

RQ2: How do tangibles for 2FA perform in the user’s daily
lives? What are the obstacles and challenges introduced
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by them? We investigate how 2FA tangibles as a 2FA
mechanism that combines ownership and knowledge
perform when used daily. For this, we first chose the
top three 2FA tangible designs and developed them as
prototypes. Second, we conducted an in-the-wild study
(N=15) during which participants used the prototypes in
their daily life over a whole week. Using short question-
naires during the interaction phase and in-depth inter-
views, we report and discuss positive aspects and emerg-
ing challenges for 2FA tangibles.

Research Contribution. In summary, the main contribu-
tions of this paper are:

User-Defined Tangibles: We investigate what kinds of tangible
2FA items users choose in an online study with 226 partici-
pants. We show what kinds of interactions users would like to
perform for authentication and which shapes, sizes, colours,
and further properties they prefer. Participants preferred rather
simple geometric shapes, such as cubes or squares with sizes
between one and ten centimetres to fit the smartphone screen.
In-the-Wild Investigation: Based on the results of the online
study, we designed three tangible prototypes that realise a 2FA
mechanism that combines the ownership and knowledge au-
thentication factors. We used these tangibles in an in-the-wild
study where 15 participants used the designed tangibles in
their lives for a week. Our participants perceived the tangibles
as adding a layer of security to their important accounts. In ad-
dition, the interactions were mostly perceived as easy-to-use
and fun.
User-Centred Design Pipeline: We conclude by proposing
a user-centred design pipeline that assists the users in de-
signing 2FA tangibles specifically for their preferred usage
environment, security needs, and user preferences. The design
pipeline is not limited to standalone 3D-printed tangibles but
also considers alternatives with integrated sensors to enable
authentication for all kinds of devices, e.g., by using USB
connections or NFCs.

2 Background and Related Work

In this section, we present background and related work that
our research builds upon.

2FA Realisations. Several realisations of 2FA have been
brought to the market or were proposed by related work. The
usage of one-time passwords (OTPs), e.g., via text messages,
emails, phone calls, or apps nowadays is well-established
and used by a plethora of providers. Most of them require
a smartphone to somehow access the OTPs. Another
smartphone-based option without OTPs are push notifications
where users press a button. For those who do not wish to
rely on smartphones, OTP generators (e.g., DUO Security
Token [29], or Fido U2F [8]) are an alternative. Based on

security considerations, the second authentication factor
should ideally be on a different device than the main
interaction. For instance, if the authentication is done on a
laptop, a smartphone or token can be used. If authentication
is done on a smartphone, a token or another smartphone
would be required. Investigations of real-world usage showed
that users frequently use one device for authentication and
main interaction [17] which defeats some security benefits
of 2FA. Related work also showed that mobile users might
not be willing to carry a dedicated OTP generator [17, 31].
Reasons for that were limitations in personalisation [17].

3D-Auth Concept [18]. In this paper, we use the concept
3D-Auth [18] as a basis for our investigation. The concept
combines the security benefits of a separate token while also
mitigating personalisation issues by allowing users to either
choose a custom 3D-printed shape or integrate the token into
an everyday object, such as an accessory.
Fabrication: 3D-Auth items are fabricated as follows: they
have an internal authentication structure by embedding a ca-
pacitive material within insulating plastic. The capacitive
material can be detected using a capacitive touchscreen. For
this, each 3D-Auth item has a grid of conductive dots at the
item’s bottom. The conductive dots themselves are not suffi-
cient for detection by the touchscreen, because users have to
actively touch the item.
Interaction: Marky et al. [18] present five possible interaction
categories for the knowledge-based part. First, users touch
the item surface on specific spots or perform gestures. Sec-
ond, users arrange one or multiple items on the touchscreen.
Third, users configure the item by pressing or rotating parts
of it. Fourth, users assemble a set of multiple items into one
item. Finally, users change the item’s internal configuration
by augmenting it with something else (e.g., water or air).
2FA by 3D-Auth: 3D-Auth realises 2FA by splitting the con-
ductive structure into two components: (1) a static component
that encodes the authentication factor ownership. This makes
up one subset of the conductive dots that are always sensi-
ble by the touchscreen and can be compared to a conductive
token; and (2) a dynamic component that encodes the authen-
tication factor knowledge. Through interaction, the dynamic
part of the capacitive authentication structure is transformed
in such a way that the change can be detected. This makes up
another subset of the conductive dots that are turned into sen-
sible touchpoints by user interaction. This interaction can be
compared to a haptic password. Both structures together form
the authentication pattern that is sensed by a touchscreen. It
is a subset of the conductive dots in the object’s bottom.
Security Aspects: 3D-Auth items protect accounts by proving
two authentication factors in one item. In comparison to
existing standalone authentication tokens that only encode
the ownership factor (e.g., non-bio YubiKeys [35]), 3D-Auth
offers a higher level of security because the item alone is
not enough to impersonate the user due to the dynamic
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authentication component. Further, the item cannot easily
be replicated (e.g., by observation), because either the 3D
printing file is needed, or the item has to be cut into several
layers to reveal its entire internal structure. Assuming that an
attacker takes over a device (e.g., a smartphone), 3D-Auth
offer a higher level of security compared to OTPs via SMS,
authenticator apps or other kinds of notifications, because
the 3D-Auth item is physically separate from the device.
Since this paper focuses on the human perspective of 2FA
tangibles, we refer to the original 3D-Auth publication for
more in-depth security-related information [18].

Tangible Authentication. Using tangible items for authenti-
cation has been proposed before in the scope of single-factor
authentication, by using conductive sheets that cover parts of
a touchscreen [30, 34] or a Rubik’s Cube-like structure where
interactions are captured with a camera [22].

Adoption and Usability of 2FA. The reasons for (not) adopt-
ing 2FA vary. The main criterion for using 2FA is the security
benefit for protecting valuable assets [23, 24]. For instance,
the amount of money in accounts impacts 2FA adoption; the
more money, the more likely users protect the account with
2FA [23]. Further impacting factors are usability [3, 11, 32],
trustworthiness [11], the required cognitive effort [11,17] and
familiarity with 2FA [6, 12, 33]. Abbott and Patil conducted a
series of online surveys in a university where 2FA is manda-
tory [1]. They could not find the mandatory nature to impact
the acceptance of 2FA. Instead, motivating users with person-
alised messages to assist them in adjusting their mental model
of 2FA is promising to boost adoption [15].

The usability of different 2FA realisations has been thor-
oughly researched in the past. Yet, there is no overall consen-
sus since the specific approach and its realisation seem to have
a profound impact on usability. Further, two distinct usage
phases have to be considered separately: 1) setup phase and 2)
authentication phase [2, 26] that we discuss in the following.

The YubiKey [35] is a token that supports several crypto-
graphic protocols, e.g., OpenPGP. It can be connected to a
computer via USB or a smartphone via USB-C or NFC and
is a possible second factor for 2FA. Participants in several
user studies struggled to set up the YubiKey [2, 9, 24, 26].
This was also demonstrated for other tokens [5, 6, 32]. In con-
trast to tokens, the setup of OTPs by text messages [2, 5, 24],
pre-generated OTPs [24], and push notifications [2, 24] was
perceived as easier-to-use. Consequently, the setup process of
2FA is crucial; difficult setup procedures might even discour-
age users from using 2FA at all [2]. However, setup proce-
dures ideally have to be done only once and can be improved.

Considering the authentication phase, several studies
demonstrated the usability of OTPs via SMS [2, 11, 16],
OTP generators [11, 16], tokens [6, 10, 14] and smartphone
apps [2, 11, 16] while pointing out shortcomings that are pos-
sible to correct. An example is the research by Das et al.,

who successfully demonstrated usability improvements of the
YubiKey [10]. After an initial study, they refined the YubiKey
and demonstrated its improved usability.

Even though the studies mentioned above clearly demon-
strated that the authentication phase can be usable, it has
also been shown that user experience-related aspects and
the user’s context play an essential role when adopting
2FA [10, 14, 16, 17, 31]. Participants in studies of tokens, for
instance, were not willing to use a token because they feared
losing it [10, 14]. Further, participants in studies voiced an
unwillingness to set up and carry around single-purpose extra
devices [16, 17, 31]. Some OTP generators ran out of battery
when needed [17]. While participants could successfully
authenticate, the duration of the procedure was perceived
as too long [6, 11, 32], especially when doing multiple
authentications as part of a daily routine [17].

Summary. 2FA can be usable, but the usability of the setup
and authentication phase is not enough. This paper investi-
gates 3D-Auth as an alternative tangible authentication con-
cept. First, we investigated what kind of items users might
want to use for authentication. Second, we prototyped the
most common shapes and investigated how users interacted
with them over a week. Our study considers the participants’
contexts and interviews them about 2FA integration in their
daily routines.

3 Study I: User-Defined Tangibles

In our first investigation, we wanted to find out what kind of
2FA tangibles users want to use in their daily life, specifically
investigating RQ1 (What kinds of tangibles do users design
for 2FA?). For this, we conducted an online user study with
226 participants. During the study, participants were asked to
configure their tangibles as a form of authentication. For this,
we implemented a design pipeline, where participants were
guided through a design process by picking several tangible
properties, as detailed below.

Study Procedure. First, after reading and accepting our con-
sent form, we explained the concept of a 2FA tangible, how it
works and possible interactions to the participants in textual
form. After a trial run with ten participants, the description
texts were refined, and illustrative pictures were added to fos-
ter a better understanding. We further added a quiz to the
end of the familiarisation part to help participants by testing
their understanding. These items served as attention checks
in case participants failed them multiple times following the
guidelines of Prolific.

Second, participants designed their ideal 2FA tangible fol-
lowing a mock design pipeline. First, they designed the physi-
cal appearance of the tangible in free text. Next, they provided
specifications on the colour and size of the tangible. Then,
they were asked about the desired number of interactions
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Figure 1: The preferred shapes (a) and colours (b) stated by
the participants of the online study.

based on the interaction space with the five interaction cat-
egories from Marky et al. [18] and to provide the specific
interactions they would like to perform with their tangible.
Another attention check was carried out here.

In the last step, participants were asked for demographics
including age, gender, origin, and answers to the affinity of
technology scale [13]. After the participants completed all
question sets, they were redirected to the survey platform for
reimbursement.

Recruitment & Participants. We recruited 233 participants
using the Prolific online platform1. Seven of them failed
more than one attention check resulting in 226 valid
datasets. Of them, 129 identified as male, 90 as female,
and seven identified as self-described. Their mean age was
27 (min = 18, max = 58, SD = 8). Participants were com-
pensated with an hourly rate of an equivalent of 11 US dollars.

Limitations. Like most online studies, our investigation has
several limitations among them are wrong self-assessments
and biased answers due to social acceptability. It might be
challenging for participants to make judgements about con-
figuring 2FA tangibles without the possibility of exploring
them physically or having experience interacting with them.
The sample might not be representative of the entire pop-
ulation of potential 2FA tangible users. Hence, our results
should be validated through future in-depth studies with more
heterogeneous samples.

3.1 Results

We analysed the collected designs, colour, and size descrip-
tions by an inductive categorisation approach [19] where two
researchers independently grouped the participants’ answers
into clusters of designs, colours, and sizes. Disagreements
were resolved in a review meeting.

Tangible Design. Participants suggested a wide variety of
shapes and colours for possible 2FA tangibles (see Figure 1).
Possible sizes were clustered into three groups: small (1-3 cm,
N=56), medium (4.5-6 cm, N=59), or large objects (8-10 cm,
N=42) in quite equal proportions. Instead of giving absolute
terms, they linked their favourites to objects they already
knew. For example, 25 participants chose size 10 cm as they
associated it with a pencil shape they might want to use.
Other participants linked their ideas to relative statements,
such as "a thumb" (P111) or "a penny" (P140). Considering
the design, three main clusters of tangibles emerged:

(1) Standalone Tangibles: Most participants (N=107) de-
scribed a standalone tangible for authentication. More specifi-
cally, the description from the participants based on the speci-
fied shape and properties was a 2FA tangible that is neither
connectable nor insertable into another everyday object, such
as a wallet. Interestingly, participants preferred rather generic
shapes, such as cubes (N=43), squares (N=13), or pyramids
(N=5), instead of more complex geometries. The majority
of those, who preferred a more complex shape, described
animals (N=11). Participants, for instance, envisioned the fol-
lowing 2FA tangibles:"It could be a cube, that I can play
around and rotate the cube so that the side with the internal
authentication object would be known only by me.", P408.

1https://www.prolific.co, last-accessed 1-February-2023
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"I like the idea of having a collection of animal authentica-
tion objects. For my taste, probably a cat.", P118.

Even though participants were not specifically asked to
justify their choices, some of them did so by mentioning
portability aspects, such as P149 who wrote "It would like a
pencil but a bit smaller so that I could always carry it with
me and use it with no difficulties.", P149.

(2) Wallet-Fit Tangibles: Participants specifically named tangi-
bles that fit into their wallets or pockets (N=65), either credit
card-shaped (N=33) or coins (N=32). Participants described
these, for instance, as follows:

"[...] the size and shape of a typical credit card.", P208.
"It should look like a coin, so it’s comfortable to carry in

my wallet, pocket, etc.", P087.
"A card that displays numbers or codes that could be kept

in one’s wallet.", P180.
(3) Connectable Tangibles: Connectable tangibles are the
smallest category (N=54). Those tangibles are somehow con-
nectable to either another daily object in the form of key rings
(N=9), and phone cases (N=7) or to the human body as a
wearable (N=38). Even though participants were not asked
for in-depth justifications, most participants that described
connectable tangibles mentioned that they want an object that
ideally passes as something that is not linked to authentica-
tion:

"’bullet’ or ’pendant shaped’, such that it could pass as a
necklace to someone who didn’t know what it was.", P040.

"I would prefer a small object, such as a ring or bracelet.
Preferably something I can wear.", P191.

"The goal for me is to be very discreet, when people see
the object they won’t know it is an authentication object, so it
has to be design/decorative, for example, a phone case, if you
touch it at specific points in a specific order it will unlock, but
no one will notice.", P232.

Interactions. When asked for the preferred number of in-
teractions, 35.71% of participants stated two interactions. A
slightly smaller share (34.52%) prefers one interaction. The
remainder of the participants stated willingness to use three
(16.07%), four (5.95%), five (5.95%), six (1.19%), or ten in-
teractions (0.59%).

In addition, participants were asked to choose interactions
for their designed tangible (multiple answers and different
interaction combinations were possible). 39.88% of the pre-
ferred interactions were touch-based. This was followed by
configuration with 24.92% and arrangement (20.23%). Only a
few participants preferred assembly (11.43%) and augmenta-
tion (2.34%). In 1.17% of the interactions, participants added
their descriptions with image recognition, voice interaction,
and pinning.

4 Design & Prototype Implementation

In this section, we describe the tangible design process that
we followed to develop the 2FA tangibles for Study II. While
we initially considered using the 3D-Auth items presented in
the literature [18], those did not match the user preferences
voiced in Study I. Therefore, we designed a new set of 2FA
tangibles that is optimised for mobile usage.

Designing 2FA Tangibles. We used the data set collected
in Study I as a basis for designing tangible for Study
II. First, we filtered out designs without a flat surface or
those that were too small to embed the capacitive material.
Then, we developed the first set of candidates based on the
interactions preferred in the online study. We filtered out
the interactions augmentation and assembly because the
majority of participants had concerns about using them on
the go. Augmentation might be difficult due to the need for
water or some other external media. Assembled tangibles
result in more individual objects that might be lost. Finally,
we matched the list of candidates with the three tangible
categories from the online study to propose several candidates
for each category.

All tangibles were designed to fit into pockets, purses
and wallets. The static authentication structure was a square
shape with an embedded dot structure for each tangible,
representing the ownership factor. The dynamic parts and
designs are as follows (see also Fig. 2), each interaction
serving as the knowledge factor:

1) Wallet Category: Credit card with touch interaction. This
tangible has the approximate dimensions of a standard credit
card (85mm × 55mm), with the exception of the thickness,
which was made larger (3mm) to ensure that no touches on
non-conductive material were registered. To authenticate
with the tangible, users place the item on their phone and
perform a sliding motion over a circle of ten dots printed
with the conductive material. First, the users start touching
the top dot and then clockwise to the fifth dot (180°). Then,
they move anti-clockwise to the second dot to the left (270°).
Finally, the user touches the square structure. This was to
mimic using a safe lock.

2) Standalone Category: Cube with arrangement interaction.
This tangible has the style of a die (20mm × 20mm × 20mm),
which many people surveyed suggested in their responses,
with each side containing a different number of pips of con-
ductive material. The side of the die that would usually have
the number one had the square that encodes the ownership
factor. To authenticate, the users touched the smartphone with
different sides of the item following the sequence four, one
(ownership factor), four, and two. Each of the numbers de-
notes the number of dots on the respective die side.
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3) Connectable Category: Key-chain with configuration
interaction. This tangible is a combination lock, with ten
possible digits for each layer and three total layers, each
assembled onto a central axis. Each layer is 30mm × 30mm
× 5mm, with the central axis 23mm tall. To authenticate,
users align the three layers matching the number sequence
one, three, and seven, similar to the way one would interact
with a combination lock, and then touch the item to the phone.
Additionally, the central axis was created with conductive
material to serve as a ’control’, allowing for the phone screen
to read unsuccessful attempts.

Prototypical Authentication App. To facilitate the collec-
tion of information and allow users to experience performing
login authentications with a 2FA tangible, we created a mock
authentication app (see Appendix A.4.) for Android that sim-
ulated the experience of unlocking a remote account (e.g.,
emails or online banking) which might currently be unlocked
via an OTP received, for instance, by SMS or authenticator
app. For this, we implemented the following functionality that
also serves as the basis for Study II: First, the app offers a tuto-
rial for each tangible to allow users to learn without requiring
a demonstration. Second, the app recognises the interactions
using each of the 2FA tangibles to provide a proper authentica-
tion experience. If participants could not authenticate, the app
allows skipping the process. After the authentication or au-
thentication skip, the app prompts the participants to answer
a short survey consisting of different questions depending
on the authentication terminal state. Third, the app collects
the required data and transmits it to our cloud database via
Firebase messaging. Forth, the app receives notifications, so
we can nudge participants to authenticate throughout the day.
The notification can be snoozed to serve as a reminder to
participate in the study at least once a day.

We envision this concept as part of an app that requires
login via 2FA where no switch of app or device is needed,
hence the mock authentication app was intended to allow a
simulation of the need for authentication during the day.

5 Study II: 2FA Tangibles in the Wild

Based on the results of Study I, we conducted a follow-up
study to investigate RQ2 (How do tangibles for 2FA perform
in the user’s daily lives? What are obstacles and challenges
introduced by such novel tangibles?) For this, the tangibles
detailed prior were distributed to 15 participants and used for
one week to unlock a remote account.

Collected Data. The data collected during the study by
the app fell into two categories: First, authentication data,
consisting of the time taken to complete the authentication,
the timestamp the authentication took place, the number of
attempts required, whether the authentication was successful,
whether the user skipped the authentication and the user’s

participant number. Second, the app collected survey data.
This differed slightly in wording depending on whether the
user succeeded, failed, or skipped. Each survey collected
information on the user’s location when they performed the
authentication (multiple choice), what issues the users had, if
any (multiple choice), whether they would like to perform
this authentication in a similar setting (single choice) and
why (open text), and further feedback (open text, optional).
All survey questions are provided in Appendix A.1.

Study Procedure. The study consisted of an initial meeting,
a one-week usage period (between one and three authenti-
cations per day), and an exit meeting including an interview.
During the initial meeting, participants were met either in-
person or online, with 15 minutes allocated:

First, participants were informed about the concept of 2FA
tangibles, and what they would be required to do over the
week. Then, informed consent was obtained.

Second, each participant was assigned one tangible at ran-
dom2, and installed the study app on their device. The infor-
mation for the first start of the app (participant number and
model type) was given to ensure data was collected correctly.
Upon setup completion, participants were asked to navigate
to the app tutorial page to learn how to use their assigned
model. The participants were then given an opportunity to
use the app, including performing mock authentications and
survey responses. Finally, the participants were asked to press
the ’Begin the Study’ button in the app, as well as schedule
their exit meeting for one week later.

Upon completing this initial phase, participants were to go
about their lives as usual, ensuring their 2FA tangible was
with them and being aware of notifications from the study
app. When a notification was received, participants were to
open the app and authenticate with the tangible, with the
option to skip if they did not have access to the tangible or
for any other reason. After each authentication, the survey
mentioned above was issued in the app to collect responses
regarding the participant’s experience using the 2FA tangible
during that authentication.

Reflection Interview. Once the week had concluded,
participants were met again, with this meeting taking place
online. Thirty minutes were allocated for this meeting and
proceeded as follows: The participants were reminded of the
study’s purpose and asked if they had any questions. A short
survey was issued to collect demographic information. Then,
a recorded interview was carried out to obtain information
about the participant’s experience using the tangible over the
past week, their first impressions, non-assigned tangibles,
and what they would like to see in the future for this method
of authentication. Time was also allotted to allow participants
to give any further information or ask final questions. For the

2To ensure an equal share of participants for each object, we had 15
objects in total, meaning that five participants interacted with each object.
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Figure 2: Tangibles used in Study II. To authenticate, users take out their smartphone (a), configure their tangible object (b) and
then hold it against the touchscreen (c). For bigger depictions and screenshots of the app, we refer to Figure 3 in Appendix A.4.

full interview script, the reader is referred to Appendix A.2.
Finally, the participants were reimbursed with an Amazon
voucher with an equal value of roughly 25 US Dollars.

Pilot Study. Before the actual study, we conducted a
week-long pilot study (N=3) to investigate the feasibility
of the study design, as well as to detect any issues with the
tangibles that impacted their performance over the course of
extended use. Each participant was assigned one tangible.
The tangibles were also intensively tested by the research
team. The issues discovered during the study were related to
the app developed and the tangibles created. One problem
brought up was the lack of guidance and feedback offered
by the app, to alleviate this an improved tutorial page was
added, along with visual status hints for each tangible during
authentication attempts. The cube model was also chosen
to receive a progress indicator during the authentication at-
tempts as this tangible required multiple touches to the screen.

Data Analysis. Before the analysis, all audio recordings were
transcribed. Next, two researchers familiarised themselves
with the data by reading the transcripts repeatedly. A shared
codebook was proposed and finalised in a review meeting.
The codebook is provided in Appendix A.3. Then, one author
analysed all transcripts and applied the codebook reaching
saturation after the 10th participant. After that, the second
researcher further analysed the entire coding to validate and
mark all the codings they disagreed with. Finally, the two
researchers came together in a final discussion meeting to
agree on a final coding. After this, both researchers grouped
the codes into five main themes.

Recruitment, Participants. We recruited 15 participants
through mailing lists and word-of-mouth. They were aged
26.1 years old (min = 21, max = 39, median = 24, SD = 5.43)
on average. Ten identified as male, with the remaining five
identifying as female. An affinity for technology interaction
survey [13] was also issued, resulting in an average ATI score

of 4.48 (min = 3.22, max = 5.89, median = 4.67, SD = 0.84).
Hence, the sample had a rather high affinity for technology.

Limitations. We had a rather tech-savvy sample that might
have overly welcomed the usage of tangibles. Consequently,
our results can only serve as a first step towards understanding
the design choices and interaction experiences of users.
Hence, our results should be validated through future
in-depth studies with more heterogeneous samples. The
participants used tangibles randomly assigned to them.
Hence, these tangibles were not personalisable. Because of
that, participants might have received a tangible that they
would not design themselves. Further, our tangibles were
optimised for mobile usage considering the size. Because the
size of a tangible might also be dependent on the device used,
such as smartphones or tablets, future work should investigate
the full process, including tangible design, personalisation,
fabrication and usage as a whole including other sizes
than those investigated by us. Further, participants used the
tangible for one week. The results regarding ease of use and
fun should be taken with a grain of salt since there might be a
novelty effect. Consequently, future work should investigate
longer usage periods. Finally, participants did not use the 2FA
tangibles for their real accounts. This might have impacted
their perceptions of the concept. Future work should inves-
tigate a realistic use case where 2FA tangibles protect real
assets. However, our participants used the tangibles on their
own devices and in different areas of their daily environments.

Ethical Considerations. All studies reported in this paper
were reviewed and approved by our ethics board. The partic-
ipants were informed via a consent form that participation
is voluntary and that they could abort at any time without
consequences. The collected data cannot be linked to individ-
ual participants. Audio data was transcribed before analysis,
and the consent forms were kept separate from all other data.
The recognition of tangibles would have been more accu-
rate, and smaller tangibles would have been possible if par-
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ticipants’ mobile devices were rooted. This, however, would
have exposed the private devices of the participants to security
risks. In coordination with the ethics committee, we decided
to simulate the security properties of 2FA tangibles with a
low-resolution recognition to not expose the participants to
security risks by rooting. Further, we used mock accounts for
unlocking, because we did not want to impact the security
of the participants’ personal accounts. Further, the tangibles
were printed with PLA plastic that, on the one hand, keeps
its shape but, on the other hand, is soft enough to not injure
participants or leave any kind of scratches on their devices.

6 Study II: Quantitative Results

Overall, the participants performed 197 authentications over
the week and completed the related survey 163 times.

Authentication Success: The participants reported eleven
unsuccessful authentication attempts. All of them were
because the tangible was not available.

Duration: An authentication started once the participant
indicated in-app that they have their tangible ready and ended
when a complete attempt was recognised. For the cube, the
mean duration of an authentication attempt was 15.5 seconds
(min = 7.8, max = 31.7, SD = 5.38), for the card, it was 11.3
seconds (min = 5.4, max = 43.9, SD = 5.47) and for the
pendant 8.6 seconds (min = 2.7, max = 44.8, SD = 8.09).

Location & Usage Intention: Participants were asked to in-
dicate the location where they authenticated and whether they
would like to perform an authentication in a similar setting
to capture their usage intention. In total, 59 authentications
(36.2%) were reported as at home. Of those, 64.4% answered
affirmatively when asked about willingness to authenticate
in a similar setting. For instance, P13 said they enjoyed the
"interactive way to authenticate items", while P4 liked that
they could "just have a place where [they] keep the authenti-
cation device". Five authentications (3.1%) were performed
in private places different from their own home, with four
participants stating usage intention. Eighty authentications
(49.1%) were performed at work with 47.5% usage intentions.
For example, P2 found that it "takes too long" to use for work,
P5 also stated that it "takes too much precision to operate".
However, P4 felt that "if [they] could keep the object just in the
office ready, it would be handy". Six authentications (3.7%)
were done in transit with 16.7% (N=1) usage intention. P8
stated that it was "impractical whilst travelling" to use the
tangible, with P7 elaborating that they "felt overwhelmed on
the subway and couldn’t concentrate on the activity". Finally,
ten authentications (7.4%) were done in public with a 40%
usage intention. P4 found they were "not near... where [they]
kept the [tangible]" and found difficulty authenticating while
P8 appreciated the aspect of "security in a public place".

7 Study II: Qualitative Results

Overall, our participants welcomed the concept of 2FA tangi-
bles for use in their daily lives. This section reports our results
grouped into themes identified by the thematic analysis.

7.1 Security Perceptions

The participants liked that 2FA tangibles add a layer of
security to their accounts. Metaphors also played an important
role in defending from shoulder surfers or conveying security.

Security Benefits are Valued: Most of our participants com-
mented on the security of 2FA tangibles, specifically consid-
ering that they are physically separate from the smartphone:

"This [tangible] combined with logging in to feels more
secure. It does feel very secure. Like to have all the steps of
having to have the thing and know the password for it and
know which account it was linked to.", P3.

"For the most part I like the idea of the security being there.
[gives examples] There is a bit of extra security because
you’ve obviously got to have the token with you and then
know how the token works. So, it’s like an in-built two-factor
authentication basically that requires you to have something
and know how to use it.", P8.

The perceived benefit also impacted the participants’ usage
intentions. Most of them wanted to use 2FA tangibles for
important accounts, such as financial services where 2FA
is required and text messages with one-time passwords or
apps were not considered secure enough. Further, participants
frequently brought up the idea of using a 2FA tangible as a
backup in case a password or other form of authentication
mechanism was not available for them:

"[...] banking for example. Whenever I do, I tend to do
financial things at home where I’m like, not in a hurry and
I’m pretty stationary there, so in cases like that, for example,
I would actually say yeah, why not? That could be good. A
use case, I think, yeah.", P12.

Metaphors are Considered: Some participants linked their
security perceptions to the specific tangible design that was
considered as a metaphor. The cube was perceived as less
secure than the card. The card, on the other hand, was per-
ceived as less secure than the pendant. Participants stated
that the pendant is already mentally associated with security
and would prefer it based on the visual appearance. That was
somewhat similar for the card shape. Here, some participants
associated it with a credit card or they associated the interac-
tion with the card with opening a safe by a security dial:

"I think the pendant [is my favourite] because it mimics
already a lock. I think it makes you think that it’s more secure
than a dice where dice is almost just like a toy object.", P4.
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The metaphors could also specifically be used to defend
participants better. For instance, bystanders might associate
cards and pendants with security. A few participants were
concerned that bystanders might shoulder-surf them because
they know they are currently authenticating. However, partici-
pants that used the cube did not voice such a concern because
the cube is a neutral object. These comments also match
some statements of participants in the online survey and re-
lated studies [17] who mentioned preferring benign everyday
objects over something with a connection to security:

"I didn’t really feel all that strange to be doing the authen-
tication in public either like people probably just thought I
was playing a game or something since it was just a red and
black dice. I felt like it didn’t really stand out much.", P7.

7.2 Positive Aspects
Our participants voiced further positive aspects after interact-
ing with the tangibles for a week. In sum, the participants
welcomed the possibility to customise the tangible and the
option to self-fabricate it. The interaction was perceived as
fun and easy to use. Finally, the tangible interactions were
easy to memorise.

Customisation is Welcomed: Several participants particu-
larly liked that 2FA tangibles are personalisable in a way.
Hence, users can buy something different from a standardised
off-the-shelf tangible. One participant even welcomed the
independence from manufacturers since such tangibles could
be 3D-printed by the users. Sample comments are:

"I like the basic concept of another factor for authentication
that I can own. I’m a YubiKey user myself, so I guess I’m kinda
well used to something like that and well. I thought about it
and the idea of having a token that you can maybe customise
even I think it’s that’s pretty cool for future ideas.", P12.

"I mean theoretically if I had issues with the model and
it broke for something like a YubiKey, I’d need to go to the
supplier and get a new one. But for something like this model,
it’s relatively easy to go off and print it for yourself and I
feel that idea is really nice. It doesn’t have any kind of really
special technology that kind of limits it to not being able to
be manufactured at home, and I feel that that’s also a cool
feature of it.", P5.

Using Tangibles is Fun: Several participants stated that au-
thentication with the tangibles during the study period was
fun for them. P3 gave a quite representative statement:

"I think it was quite successful. I just kept the card in my
wallet and so I always had it with me when the thing went
off. I enjoyed it generally. I just really enjoyed it, but it never
really occurred to me in the past to like to have a physical
thing that physical keys could be used for online accounts and
so I like the idea that you can have this.", P3.

These results, however, should be taken with a grain of

salt because the 2FA tangibles were only used for a week.
Consequently, we cannot rule out potential novelty effects at
this state of usage.
Tangibles are Easy-to-Use: Several participants considered
the tangible and also the app as easy-to-use. They also con-
sidered that when we showed them the other tangibles that
they had not used over the week. Some participants even
commented on the tangibility:

"I felt quite good, I use MFA apps, so you know, where you
use a PIN code, so you just copy and paste that. This is kind
of the same idea. You basically just typing out a PIN, but a
different method. So yeah, it was quite good.", P13.

"I like the idea that we don’t have to even type something.
This is the main advantage I think, in my opinion, that we
don’t type in anything. Any numbers, so.", P11.

Interactions are Memorable: Some participants said that the
interaction with the tangibles was very easy to memorise for
them compared to other traditional authentication methods:

"I think the pin and the system will be more memorable
than a password for sure, if you had given me a password to
log in for the week, I’d give you a month before I know what
it was.", P3.

"Yeah, it’s quite easy. I mean the PIN code was static, so it
wasn’t as if you have to remember like a randomised number
each time, so just remember where it is in the dice and put in
and you’re finished.", P12.

7.3 Experienced and Perceived Issues
Even though the participants reported many positive aspects,
they also told us about issues encountered during the week.
These issues included forgetting the tangible at home, further
design-related issues that might impact the interaction,
problems with slippery tangibles, usability issues, and
theoretical issues based on the fact that the 2FA tangibles are
designed to work with touchscreen devices only.

Forgetting the 2FA Tangible: Some participants voiced is-
sues based on the portability of 2FA tangibles. In particular,
they were concerned about forgetting the tangible somewhere
or the tangible being stolen and consequently being locked
out of their accounts:

"Yeah, although it seems more secure, but still I have to
carry this extra model. Uh, this is my concern. Probably I will.
Sometimes I will. Forget to take it with me if it is integrated
so I don’t have to worry about whether sometimes probably, I
will forget. So, just had to carry the model with me. So, if it is
integrated then it should be very nice.", P11.

"I did not attach it to any of the things that I regularly take
with me when I leave home. And because I had a week where
I went to different places with different bags, I actually did
not have it with me a lot of the time.", P2.
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Issues with Shape or Size: Other participants had no issue
with forgetting the tangible but voiced concerns based on the
shape and size that it might impact portability. The cube, for
instance, had too sharp edges for some participants, making
them concerned about getting hurt while accidentally sitting
on it in their pockets. While that did not happen during our
study, the tangible’s geometry was perceived to have a high
impact on portability. One participant feared that sharp edges
might even damage the smartphone screen, which is not pos-
sible due to the softness of the used PLA printing material:

"So, I generally like dice. [...] That’s most of what I liked
about it. Uhm. I think it’s not that handy because you can’t
really transport it. Uh, because it has very sharp edges and
so on, and it’s pretty big for a device.", P9.

"So the first thing my partner commented on when I
took the thing home and tried to authenticate at home was
like, yeah, but you have to touch it onto your phone and if
you like if it is dirty because it’s coming out of your bag,
what if you are leaving scratches in your phone display?", P2.

Further, the size of the tangible was frequently mentioned.
E.g., the cube was too big to match the habit of not carrying
anything besides the smartphone of P7. Another example
was P9, who did many interactions with their smartwatch, but
the cube was too big for that. The concerns voiced by these
participants were not linked to the concept of 2FA tangibles
in general but rather to the specific dimensions that tangibles
could or should have:

"So because of the size of the object, the display of the
Smartwatch is too tiny for that kind of authentication. So
doing it with a smartphone as the smartphone is the main
device when accessing services, I would say yes. No, I don’t
want to use it on my smartwatch.", P9.

Slippery Tangibles: Some participants reported issues using
the tangible with one hand on the go because the tangible
slowly slid away. P10 gave a representative comment:

"When I used it at home, it would be much easier for me
than to use it outside, because you need to have the phone
placed at the table or any non-moving object and you need to
press down the authentication object on it. So, for example, if
I was at, uh, in a bus or on any uh, movable. Uh, sorry, in
any uncontrolled situation, I don’t think the authentication
method will have worked.", P10.

Interoperability Aspects: An issue that was not actively ex-
perienced by the participants but was frequently mentioned
in the interviews was the interoperability of 2FA tangibles
with other devices. Since the tangibles investigated by us are
limited to touchscreen devices, some participants wished for
better interoperability, including laptops or personal comput-
ers without touchscreen functionality.

"Generally for interacting with a computer, I don’t feel
it’s the best for interaction with, a non-touchscreen device

just due to how it’s implemented. Theoretically, if it also
worked on the trackpads as well, perhaps it could be used for
authentication with laptops.", P5.

Usability Issues: Moreover, the participants also reported us-
ability issues that were mostly linked to the way the tangibles
need to be used. These participants mainly had issues when
using the tangibles on the go:

"From a user perspective, it’s very inconvenient [...] it’s
not something which is easy, you can’t do it while holding
the telephone free and I’ve had my best success rate when
fixating or putting the phone on a desk something and setting
the authentication object on it and which basically means you
have to sit somewhere [...] And if you’re not in a situation
which allows this, some kind of setting it’s just difficult.", P1.

"Usability wise [it] is like, if you’re just sitting nice, it’s
nice and easy to get out if you’re not moving and as I say it
then becomes a factor of the location.", P8.

8 Discussion & Limitations

This section first discusses the security properties of
2FA tangibles including a path to realistic tangibles
that are secure. Next, we focus on the portability issues
voiced by the participants and options to solve them.
This is followed by a discussion of the tangible shapes,
sizes as well as considerations thereof and limitations
of our investigations. Finally, we use this discussion to
motivate a user-centred fabrication pipeline for 2FA tangibles.

What About Security? First and foremost, security is the
most important aspect of authentication [3]. While the tangi-
bles used in our investigation can only provide limited secu-
rity, as their authentication patterns are quite simple, it was
sufficient for investigating how 2FA tangibles integrate into
daily life from an HCI perspective. To create secure items,
the following challenges need to be solved:
Completely 3D-printed tangibles: We 2FA tangibles should
be completely 3D-printed, we need a way to increase the
resolution of the authentication pattern to offer a large pass-
word space by encoding a more significant number of differ-
ent interactions. This requires access to the capacitive raw
data [27, 28] which currently is not possible on non-rooted
devices. The tangibles used in our study were limited to the
Android API that only offers access to ten touchpoints – one
for each finger – at once. Having access to this data allows
the recognition of a larger number of smaller dots in closer
distances to each other. Hence, device manufacturers need to
provide more powerful APIs that give more options to devel-
opers. While this challenge may be technologically solvable
in the long run with device manufacturer support, the question
arises whether fully 3D-printed tangibles are indeed an ideal
solution for realising 2FA. Having fully 3D-printed tangibles
has several benefits: (1) tangibles can be printed in one pass
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without the need to configure any electronics, (2) the tangibles
are passive, removing the need for energy sources, and (3)
shapes can be personalised. The second two aspects were also
mentioned by our study participants, with one person even
liking the idea of 3D printing the tangible at home because
it provides independence from suppliers. Since the current
recognition technology is not yet accurate enough, we would
also like to argue for partially 3D-printed tangibles.
Partially 3D-printed tangibles: The personalisation benefits
from 3D-printing could be combined with other technology,
e.g., NFC tags or passive tokens [35]. The general idea is that
tangible interactions are used to activate the token. Currently,
YubiKey tokens need a simple touch making the possession
of the token sufficient to impersonate the user. To address this
issue, we envision a series of more complex interactions to
trigger authentications. Even though this has to be verified by
future work, such tangibles would likely have similar security
perceptions as those in our study. Further, they would solve
the interoperability issues voiced by several participants since
such tags are not limited to touchscreens.

In summary, the security of 2FA has priority but has yet
to be realised by standalone 3D printing. Therefore, we
recommend combining the usability and UX benefits of
3D-printed 2FA tangibles with the security benefits of other
technology, such as NFC tags.

Addressing Portability Issues. Many participants voiced
concerns about the portability of 2FA tangibles. Some partici-
pants even forgot the tangibles at home and could not access
them for some time during our study. These concerns were
mainly linked to standalone tangibles (the cube in Study II)
that can neither be connected to another object nor fit into a
wallet or pocket. Moreover, several participants stated they
were unwilling to do security-critical interactions, like bank-
ing transactions, on the go unless it is urgent. Consequently,
they would not need tangibles with great portability. Based
on that, we recommend integrating the location of intended
tangible use in the design pipeline, such that portability can be
considered. Portable tangibles should either be small enough
to easily fit in a pocket or wallet or offer an option to be con-
nected to another object, like a key chain. Shape properties
should be considered, such that users do not get injured from
too sharp edges while having a tangible in the pocket.

Another interesting aspect is that users are not limited to a
specific material that works in any environment. As suggested
by one of our participants, users might have a static tangible
on their desk or at another place at home for most interactions
and a mobile tangible that they keep in their wallet in case
they have to authenticate on the go. Since this contrasts study
results in the literature where study participants did not want
multiple items [31], future work has to validate this. How-
ever, related work specifically investigated one-time password
generators with a specific form factor and size. Hence, these
results might not transfer to 2FA tangibles.

Tangible Shapes and Sizes. The majority of the over 200
participants in our first study chose simple geometric shapes.
Animals, like cats or dogs, formed the most complex shapes.
The participants of the main study revealed more in-depth
considerations of that. Tangibles with sharp edges might
hurt users when they sit on them or look for them in their
pockets. Further, complex shapes might be more likely to
break and do not fit well into pockets or wallets. The sizes of
tangibles were also closely connected to portability. Highly
portable tangibles should be small, but those used at home
could be bigger, with some participants in the online study
even designing tangibles of 10 cm size that could cover their
entire smartphone screen. Based on that, we conclude that the
shape of 2FA tangibles should be simple. This does not mean
that simple geometric shapes are the only solution; animals
and other shapes that people like could also be simplified. As
for the size, again, the environment in which the user intends
to use the tangible should be carefully considered.

What About the Friction? Friction [20] is a construct from
habit research denoting anything that might constrain a human
in doing a specific task. Friction might be beneficial to get rid
of unhealthy habits but might be an obstacle to creating new
ones. Throughout the reports of the participants, we found
two ways how 2FA tangibles impact the participants’ habits.
Either the tangibles resulted in more friction because they did
not match user habits, or they helped them establish new and
helpful security habits that they have not had before.

We further investigated the usage over the course of a week
to also find out whether participants could establish a habit
of using the tangibles and how the tangibles might interfere
with other habits. As detailed in the results section, only two
participants struggled with bringing the tangible with them
because it was their habit to carry only their smartphones
and wallets. Both participants interacted with the cube that
neither fits in a wallet nor can it be attached to another object.
When confronted with the other models during the interviews,
the participants were more positive, yet honestly stated that
their habits would likely prevent them from using external
devices for authentication for two reasons: First, participants
stated to prefer performing security critical tasks in a static
environment, for instance, at home. Second, they were used
to purely digital solutions, e.g., one-time passwords by text
messages, that they would need more time to create the habit
of interacting with 2FA tangibles. The remainder of the par-
ticipants struggled less. They either had the tangibles all the
time in their pockets, on their key rings, in their wallets or
placed them in a dedicated spot, for instance, on their desk to,
be available for authentication. They were used to carrying
more when they left home, so the additional tangible did not
add more friction. Two participants even went on vacation
during our study and brought the tangibles with them without
issues. Since the tangibles better matched the habits of these
participants, they had fewer issues in performing the study
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tasks on the go and even welcomed this new security habit.
In sum, if users have the habit of not carrying any spe-

cific objects besides their smartphones regularly, then 2FA
tangibles create more friction. For users that already carry
additional objects, like a purse or key rings, 2FA tangibles are
connected to an existing habit and are available when needed.

9 User-Centred Fabrication Pipeline

Based on our results and the discussion, we envision a
user-centred fabrication pipeline where the users design
personalised 2FA tangibles. Per step, we highlight either
possible realisations or provide guidance for future work.

1) Usage Type. First, the users choose whether they want to
use their 2FA tangible in a static or mobile fashion because
this has implications for the tangible design, shape, and size.
This step does not require further investigations, however,
future work should investigate what users primarily choose
as environment type.

2) Usage Context. Next, users indicate the specific surround-
ing environment. E.g., static environments might be their
home which has other implications for security compared
to a shared workspace. Here, a list of possible specific
environments is required. Our study participants stated to use
the tangibles at home, at work, on the go, or in other private
environments. Further, security implications of these specific
environments are needed. At home, for instance, shoulder
surfing might be less of an issue. These security implications
should be the basis for an environment-specific security
model that helps users choose suitable interactions later on.

3) Device. The device the user wants to use the tangible
for impacts the tangible’s shape and further properties.
For instance, if the tangible needs to be recognised on a
touchscreen, the tangible requires at least one flat surface. If
the tangible would be used with a PC, it might need a USB
connector. While the requirements for standalone 3D-printed
devices and USB keys are partly known, future work should
investigate the requirements for mixed tangibles that allow a
custom shape with integrated sensors.

4) Interactive Choice of Tangible Shape & Size. Since
the shape impacts the tangible size, users should be able to
choose these two properties at the same time interactively.
The pipeline should have a list of suggested shapes based
on the previous two choices. For static environments, a
standalone tangible might be the first suggestion, whereas
wallet-fit or connectable tangibles might be better for mobile
users.

5) Interaction(s). Once the shape and size are known, users
suggested that they want to first decide on the number of

authentication interactions. For this, the pipeline should give
a recommendation based on the security properties of the
specific environment. Using this information, the pipeline
can automatically calculate possible interactions that can be
performed with the chosen shape. Especially the last step
requires an algorithm that takes a 3D shape as input and
calculates possible interactions based on it, offering another
opportunity for future work.

6) Manufacturing. The users now choose to fabricate
the tangible themselves, go to a public maker space or
order it from a manufacturer. This is based on the specific
components required to fabricate a tangible.

7) Backup. Finally, all design decisions are stored in an
encrypted file to allow revoking and recreating the 2FA
tangible in case it was lost or broken.

Exploration of this fabrication pipeline and its evaluation
with users is a mission for future research toward user-friendly
tangible 2FA that can be customised to the user and use case.

10 Conclusion

2FA tangibles are a potentially viable alternative for solv-
ing UX and security issues of currently available 2FA mech-
anisms. To investigate 2FA tangibles, we first simulated a
simple fabrication pipeline where 226 participants designed
tangibles by describing their size, colour, shape, and possible
interaction. Participants’ designs mainly consisted of simple
geometric shapes that either described a) standalone objects,
b) tangibles that can be connected to another object, or c)
tangibles that fit into wallets or pockets.

For each of those categories, we prototyped one tangible
and let 15 participants use our tangibles in the wild to perform
authentications over one week. From our study, we learned
that the participants welcome the security benefit provided
by the 2FA tangibles. Further, they considered the specific
tangible design as a metaphor that could support security
perceptions or obscure the connection to security. The main
issues that participants experienced during the study were
connected to portability, but those participants would prefer
using a tangible in a static environment, such as their desk
at home. Based on the results of our investigations, we first
discussed possibilities to address the shortcomings and how
2FA tangibles impact user habits. Finally, we proposed a user-
centred fabrication pipeline that can be used by the users to
design personalisable 2FA tangibles. Overall, 2FA tangibles
are a promising solution to make 2FA easier to use, fun and
more secure, but future work is needed to realise fabrication
pipelines and investigate them with users.
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A Material Study II

A.1 In-App Questions
When login was successful:

• Where are you at the moment?

– at home
– at work
– in transit (e.g., bus or train)
– in a public place (e.g., restaurant, park)
– in a private place (e.g., home of a friend)
– other (please specify)

• Did you experience any issues with authentication?

– yes
– no

• What kind of issues did you experience?

– I had to look for the item
– I needed multiple attempts
– The timing of authentication was not convenient
– Other (please specify)

• Would you like to perform 3D authentication in a similar set-
ting in your daily life?

– yes –> why?
– no –> why not?

• Do you have any additional feedback? (free text)

When login was not successful:

• Where are you at the moment?

– at home
– at work
– in transit (e.g., bus or train)
– in a public place (e.g., restaurant, park)
– in a private place (e.g., home of a friend)
– other (please specify)

• What kind of issues did you experience?

– I had to look for the item
– I needed multiple attempts
– The timing of authentication was not convenient
– Other (please specify)

• Would you like to perform 3D authentication in a similar set-
ting in your daily life?

– yes –> why?
– no –> why not?

• Do you have any additional feedback? (free text)

When login had to be skipped (when pressing the skip login
button):

• Where are you at the moment?

– at home
– at work
– in transit (e.g., bus or train)
– in a public place (e.g., restaurant, park)
– in a private place (e.g., home of a friend)
– other (please specify)

• What kind of issues did you experience?

– I had to look for the item
– I needed multiple attempts
– The timing of authentication was not convenient
– I accidentally skipped
– Other (please specify)

• Would you like to perform 3D authentication in a similar set-
ting in your daily life?

– yes –> why?
– no –> why not?

• Do you have any additional feedback? (free text)

A.2 Interview Script
Thanks for participating in our study. During the past week,
you have used one of the 3D-printed authentication items. In
this interview, we would like to learn about our experience to
improve the items to create better authentication mechanisms
in the future. We are interested in your opinion, there are no
right or wrong answers.

• How was the last week when you interacted with the
items?

• Were there any issues? If yes, which ones? (Talk about
each issue and ask what could be improved, separate
between app and item)

• What did you like about the items?
• What didn’t you like? How could that be made better in

your opinion?
• Here are two alternatives that we designed, have a look

at them. Compared to your item, would you prefer one
of the alternatives? Why (not)?

• The 3D printed items can be printed in any shape, if you
could decide, what would you prefer and why?

• Assuming that your dream item would be possible,
would you like to use it in your daily life or rather some-
thing else like SMS notifications or a USB Key? Why
(not)?

• Is there anything else that you would like to tell us?

USENIX Association Nineteenth Symposium on Usable Privacy and Security    259

https://www.yubico.com/products/yubikey-5-overview/
https://www.yubico.com/products/yubikey-5-overview/


A.3 Codebook

Table 1: Codebook used to analyse the interviews.
Category Code Description

Security Perceptions

separated_token security benefit by a separated token
metaphor security consideration of a metaphor
eyes_free_interaction tangibles might be used in secret without looking at it
observing considerations based on presence of bystanders
scalability secures many devices

Positive Aspects

customisation tangibles can be customised or self-fabricated
interaction_fun tangibles are fun to use
ease_of_use tangibles are easy to use
memorability interactions are easy to remember

Experienced Problems

tangible_forgotten tangible was forgotten, e.g., at home
tangible_size problems based on size
tangible_design problems based on shape
no_recognition tangible was not recognised by app
usability Manufacturer is responsible

Considered Issues

tangible_might_be_forgotten tangible might be forgotten
reset_needed tangible needs reset after login
tangible_too_big tangible perceived too big
tangible_design design not liked
interoperability tangible limited to touchscreen device

Ideal Tangible

thin tangible should be thin
small tangible should be small
everyday_item tangible should be everyday item
durable tangible should be durable
connectable tangible should be connectable
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A.4 Prototypes and Screenshots
In this section, we provide screenshots of the app used in Study II and pictures of the 2FA tangibles.

Figure 3: This figure depicts our three developed prototypes as well as screenshots of the app used in the study. Part A shows the
specific login screen for each tangible whereas part B shows the screen of the survey after the authentication.
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Abstract
User-chosen passwords remain essential to online security,
and yet users continue to choose weak, insecure passwords.
In this work, we investigate whether prospect theory, a behav-
ioral model of how people evaluate risk, can provide insights
into how users choose passwords and whether it can moti-
vate new designs for password selection mechanisms that will
nudge users to select stronger passwords. We run a pair of
online user studies, and we find that an intervention guided by
prospect theory—which leverages the reference-dependence
effect by framing a choice of a weak password as a loss rela-
tive to choosing a stronger password—causes approximately
25% of users to improve the strength of their password (sig-
nificantly more than alternative interventions) and improves
the strength of passwords users select. We also evaluate the
relation between feedback provided and password decisions
and between users’ mental models and password decisions.
These results provide guidance for designing and implement-
ing password selection interfaces that will significantly im-
prove the strength of user-chosen passwords, thereby leverag-
ing insights from prospect theory to improve the security of
systems that use password-based authentication.

1 Introduction

User-chosen passwords remain a critical component of secu-
rity. Many efforts have been made to nudge users towards
choosing stronger passwords, including password rules [33]
and password meters [20], but these efforts have met with
only partial success. Password rules are ineffective at enforc-
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copies of all or part of this work for personal or classroom use is granted
without fee.
USENIX Symposium on Usable Privacy and Security (SOUPS) 2023.
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ing strong password choices [33, 69], many password meters
are ineffective [13] especially for accounts users consider
unimportant [20], and users continue to select and use weak
passwords [45]. In this work, we investigate the extent to
which insights from behavioral economics apply to users’
password selection decisions and how those insights might
be leveraged to enhance security by nudging users to select
stronger passwords.

Prospect theory [32, 60–63] is an empirically-grounded be-
havioral model of how people make decisions in the presence
of risk. Prospect theory has been applied to various different
areas of economics; it has proven a successful model both for
explaining observed behaviors [8, 12, 16, 28, 37,38, 44, 54, 55]
and for prescriptively nudging people towards higher-utility
choices [24, 29, 39, 59].

Interactions between humans and systems that affect secu-
rity and privacy can be framed as decisions in the presence of
risk. For example, password selection requires users to evalu-
ate the risk associated with each possible password they con-
sider (how likely is it that their account will be compromised if
they select that password and how bad will the consequences
be if that occurs) and balance that risk against other compet-
ing factors (e.g., memorability and easy of typing, including
on mobile devices) in order to decide which password to use.
However, prior work has thus far explored the intersection
between prospect theory and security and privacy only in lim-
ited specific domains, such as investment in security [53, 66],
adoption of two-factor authentication [48], disclosure of per-
sonal information [3,4,27], cookie consent [42], and tracking
authorization [18]. In this work, we explore the connection
between prospect theory and password selection through a
pair of online user studies.

Our first study explores the connection between two effects
identified in the prospect theory literature—the reference-
dependence effect and the source-dependence effect—and
password selection. We ran an online user study on Amazon
Mechanical Turk with 762 participants in which we asked
people to create an account on an experimental website. Users
who initially selected weak passwords or moderate passwords
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were presented with an interactive prompt asking whether
they wanted to go back and choose a stronger password; there
were six different versions of the interactive prompt corre-
sponding to three different framings (positive, neutral, and
negative) and two different prompt phrasings (specific and
vague). Participants also completed a follow-up survey about
their beliefs regarding passwords and password-related risks.
We found that the reference-dependence effect applies to pass-
word selection decisions—i.e., an interaction with negative
framing resulted in significantly higher rates of improvement
compared to neutral framing (p < .001) or positive framing
(p = .027). However, the source-dependence effect did not
appear to apply; the phrasing of the prompt (specific of vague)
did not have a significant impact on whether user went back
and selected a stronger password.

To validate the reference-dependence effect and to further
understand how it influences password selection, we con-
ducted a second user study through Prolific (n = 607) in
which we recorded fine-grained measurements about pass-
word strength—as measured by the zxcvbn password meter’s
estimate of the number of guesses it would take to crack each
password—along with information about how people modi-
fied their passwords. We also explored the impact of feedback
and suggestions by including a condition with no meter and
conditions in which the interactive prompt included sugges-
tions for improving the password. Our results validated the
reference-dependence effect for password selection decisions
and provided insight into how people change their passwords
in response to such interventions. We did not observe any
significant differences due to feedback or suggestions.

Finally, we investigated whether mental models of security
affected how users responded to our interactions. We found
that perceptions about likely targets are correlated with pass-
word selection decisions but that decisions were consistent
across different models of risks.

Our results suggest that some prospect theory effects can
provide a model for understanding users’ password selection
decisions. In particular, we found that an intervention that
leverages negative framing can significantly strengthen pass-
words. We believe that this insight from prospect theory can
form the foundation for designing and implementing pass-
word selection mechanisms that enhance security by nudging
users to select stronger passwords.

2 Background: Prospect Theory

Prospect theory [32,60–63]—first introduced in the 1970s as a
critique of the then-dominant expected utility theory [23,67]—
is a descriptive model of decision making in the presence of
risk. Expected utility theory—which asserts that a principal
faced with a choice between two options will evaluate the
expected utility of each outcome and then select the option
with the higher expected utility—does not accurately predict
human behavior observed in many experimental settings.

(a) Decision weight function w (b) Subjective value function ν

Figure 1: Example functions matching empirically-observed
behavior proposed by prior work [7, 63].

Prospect theory instead posits that decisions are comprised
of two phases: an editing phase and an evaluation phase. In
the editing phase, humans apply a set of simplifying heuris-
tics to reduce the complexity of the decision problem. In the
evaluation phase, probabilities and utilities are weighted by
a decision weight w and a subjective value ν, respectively;
example functions capturing empirically-observed behavior
are shown in Figure 1. Humans are then presumed to ratio-
nally evaluate the options based on the weighted expected
subjective value of the edited prospects.

The interactions between the editing phase and the weight-
ing functions w and ν result in several effects that have been
empirically validated through a series of experimental studies:

1. Isolation Effect: People simplify decision problems by
disregarding components shared between alternatives
and focusing exclusively on components that distinguish
the options.

2. Pseudocertainty Effect: People simplify decision prob-
lems by treating extremely likely (but uncertain) out-
comes as though they were certain.

3. Reference-dependence Effect: People simplify decision
problems by defining outcomes relative to a neutral base-
line. The framing of a problem can effect which baseline
is used.

4. Certainty Effect: People overweight the probability of
outcomes that are certain relative to outcomes that are
merely probable.

5. Source-dependence Effect: People have different deci-
sion weights depending on the type of risk. For example,
people have higher decision weights for contingent risks
than for equivalent probabilistic risks (e.g., they prefer
an insurance policy that provides certain coverage of spe-
cific types of damages to one that provides probabilistic
coverage of all types of damages). Similarly, people are
ambiguity averse—they prefer to bet based on precisely
defined odds rather than on unknown odds.
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6. Loss Aversion Effect: People subjectively dislike losses
more than they value gains. That is, the value function
is steeper for negative values (losses) than for positive
values (gains).

More than 40 years later, prospect theory is still widely
viewed as the best available model for how people make
decisions in the presence of risk. It has been applied as a
descriptive model to explain observed behavior in various
different areas of economics including finance [6, 19, 44, 54],
insurance [8,30,37,56], savings [38], price setting [28], labor
supply [12, 16], and betting markets [55]. Within the domain
of computer science, prospect theory has been applied to ex-
plain decisions relating to investment in security [53, 66],
adoption of two-factor authentication [48], disclosure of per-
sonal information [3,4,27], cookie consent [42], and tracking
authorization [18].

Prospect theory has also been applied prescriptively in cer-
tain domains to nudge people towards certain “desirable” be-
haviors, including nudging employees to increase their retire-
ment contributions [59], encouraging teachers to improve stu-
dent outcomes [24], and incentivizing teams in high-tech fac-
tories to increase their productivity [39]. However, prospect-
driven interventions have not been uniformly successful: a
2012 study did not see any increase in effort when financial
or non-financial incentives for students were framed as losses
compared to equivalent incentives framed as gains [29], and a
2021 study found that framing did not significant effect user
decisions about whether to authorize tracking by iOS apps.

3 Related Work

Improving Password Selections. Given the prevalence of
password-based authentication and the ongoing dependence
on user-chosen passwords, a large body of work has been
dedicated to improving the strength of passwords that users
select.

Early work on estimating password strength generally fo-
cused on entropy-based metrics [36]. However, entropy has
since been criticized as been a poor measure of password
guessability [33, 69, 70]. More recent efforts use dictionaries
of words, lists of leaked passwords, and variants of words in
those dictionaries and lists (e.g., L33t-style substitutions or
addition of common suffixes) to define classes of weak or
prohibited passwords [25, 43, 70].

Studies have found that users exhibit misconceptions about
password strength [65], which has resulted in increasing adop-
tion of password meters across the most popular websites [20].
In general, having a password meter improves password
strength, especially for accounts that users consider impor-
tant [20]. However, some websites continue to use metrics
that rely on entropy-based metrics and are thus inconsistent
at effecting strong password selections [69]; one study found
that most password meters deployed on actual websites are

ineffective [13]. Careful calibration is also required to ensure
that usability considerations do not undermine the benefits
of a password meter: meters that are too strict can annoy
users, while meters that are too lenient can result in weaker
password selections [64].

Applications of Prospect Theory to Security. Despite the
success of prospect theory in economics, there has been lim-
ited work applying prospect theory to security decisions, and
only in limited domains. Verendel [66] developed a prospect
theory model for decisions about buying versus skipping secu-
rity protections (e.g., anti-virus software), although that work
did not include any experimental validation. Schroeder [53]
conducted a lab-based survey of IT officers in the U.S. mil-
itary and found that prospect theory predicted hypothetical
decisions about investment in information security. Sawicka
and Gonzalez [51] explored the extent to which prospect the-
ory can explain behavioral dynamics in IT-based work envi-
ronments; they found the model matched choices observed in
a short experimental run, but that it was not likely to account
accurately for behavior over longer time periods. Sanjab et
al. [50] explored how the decision weight function and value
function impact principals’ decisions in adversarial games in
the context of attacks on Unmanned Aerial Vehicles (UAVs);
they found that these subjective functions led to the adoption
of riskier strategies, which cause delays in delivery. Most re-
cently, Qu et al. [48] investigated the reference-dependence
effect and the pseudocertainty effect in the context of two-
factor authentication; they found that both effects explained
whether or not users choose to enable two-factor authentica-
tion for a game in a laboratory setting. However, other security
decisions—notably including password selection—have not
been previously studied.

Applications of Prospect Theory to Privacy. In 2007,
Acquisti et al. posited that several prospect theory effects—
notably ambiguity aversion—might significantly impact pri-
vacy decision making [2]. Follow-up work found that people
were more willing to sell personal information than to buy
back previously-disclosed information [3, 27], and that the
framing of notices affected whether or not users disclosed per-
sonal information in a survey [4]. Chloe et al. [14] also found
that visual signals of an app’s trustworthiness were affected by
framing, but found that positively framed signals were more
effective at nudging users away from low-privacy apps. More
recent work has looked at developing and validating a theory
for how context and personality affect decisions about disclos-
ing personal information [5] and at the mechanism-design
problem of how to calibrate noise in privacy-preserving mech-
anisms [40, 41].
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(a) Account creation page (b) Example interactive prompt

(c) Website home page

Figure 2: Screenshots of the account creation process on the example site

4 Methodology

To investigate how well prospect theory effects apply as a de-
scriptive model of password selection, we conducted a pair of
online user studies to evaluate the impact of two prospect the-
ory effects—the source-dependence effect and the reference-
dependence effect—on password selection decisions. These
studies also explored the impact of feedback and mental mod-
els on password selection.

4.1 Experimental Setup

We developed an experimental aggregated news site that is
accessible only to authenticated users. When visiting for the
first time, each user is pseudorandomly assigned to a condi-
tion based on a hash of their current IP address. The user is
then redirected to a condition-specific version of the account
creation page (Figure 2a).

The initial account creation page had two different versions:

1. Password Meter: In these conditions, the password
strength is classified in real time using the zxcvbn pass-
word strength estimator [70], and this information is
displayed to the user by a password meter. Each pass-
word is classified as weak if it has a zxcvbn total score
of 0 or 1 and moderate if the password has a total score
of 2. Passwords with a total score of 3 or 4 are consid-
ered strong. Screenshots showing examples of how this
meter looks with weak, moderate, and strong passwords
are shown in Figures 3a, 3b, and 3c.

2. No Meter: In this condition, no information is displayed
to the user about the strength of their password. This
condition is shown in Figure 3d.

All participants in User Study 1 and most participants in User
Study 2 saw an account creation page with a password meter.
To provide a baseline for exploring the impact of feedback on
password selection decisions, User Study 2 also included a
condition with no meter.
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(a) Meter (weak password) (b) Meter (moderate password) (c) Meter (strong password) (d) No Meter

Figure 3: Screenshots depicting the initial account creation page in different conditions with different strength passwords.

After initially selecting a password, users who select a
strong password are redirected to the home page of the ag-
gregated news site (Figure 2c). Users who select a weak or
moderate password are instead presented with an interactive
prompt that states that weak (resp., moderate) passwords put
their account at risk and asks whether they would like to
choose a stronger password (Figure 2b).

This prompt was presented using one of four possible word-
ings:

1. Vague Prompt: The password you selected is ⟨strength⟩.
Would you like to choose a stronger password?

2. Specific Prompt: ⟨strength⟩ passwords can be guessed
or learned by attackers in ⟨time⟩, which may lead to the
loss of personal information, including credit card info,
and identity theft. Would you like to choose a stronger
password?

3. Moderate Prompt: The password you selected is
⟨strength⟩. This password can be guessed by attackers in
⟨time⟩. Would you like to choose a stronger password?

4. Moderate Prompt + Suggestions: The password you
selected is ⟨strength⟩. This password can be guessed
by attackers in ⟨time⟩. Would you like to choose a
stronger password? Suggestions to improve password:
⟨suggestions⟩

Here ⟨strength⟩ is the classification based on the zxcvbn total
score of the password the user submitted: “Weak” or “Moder-
ate”. (Recall that users who submit a strong password are au-
thenticated immediately and are not presented with a prompt.)
For the moderate and specific prompts, ⟨time⟩ is the zxcvbn
estimate for how long it would take to crack the password
with an offline guessing attack if passwords are hashed and
salted using a slow hashing algorithm with a moderate work

factor (e.g., bcrypt, scrypt, or PBKDF2). We used the human-
readable text generated by zxcvbn, for example, “less than a
second”, “20 seconds”, or “5 minutes”. ⟨suggestions⟩ used the
the natural-language text suggestions generated by zxcvbn,
which provided password-specific suggestions such as “Avoid
repeated words and characters”, “Add another word or two.
Uncommon words are better”, and “Predictable substitutions
like ‘@’ instead of ‘a’ don’t help very much”. Participants in
User Study 1 were shown either a vague prompt or a specific
prompt. All participants in User Study 2 were shown a moder-
ate prompt, with some conditions including suggestions and
some not.

As shown in Figure 2b, the prompt has two buttons: one to
go back (and choose a different password) and one to continue
creating the account with the current password. This pair of
buttons is labeled with one of three possible framings:

1. Positive Framing:
Go Back: Choose a stronger password to reduce the
risks of financial loss and identity theft
Continue: Create account with current password

2. Neutral Framing:
Go Back: Yes
Continue: No

3. Negative Framing:
Go Back: Choose a stronger password
Continue: Ignore potential risks of financial loss and
identity theft and create account with current password

The identified threats—financial loss and identity theft—were
selected to maximize the appearance of risk within the pass-
word selection decision. However, we believe these risks are
appropriate to this context. Prior work has established that
password reuse attacks—in which attackers use leaked cre-

USENIX Association Nineteenth Symposium on Usable Privacy and Security    267



Study Meter? Prompt Framing
1 Yes Vague Positive
1 Yes Vague Neutral
1 Yes Vague Negative
1 Yes Specific Positive
1 Yes Specific Neutral
1 Yes Specific Negative
2 No Moderate Neutral
2 Yes Moderate Positive
2 Yes Moderate Neutral
2 Yes Moderate Negative
2 Yes Moderate+Suggestions Positive
2 Yes Moderate+Suggestions Neutral
2 Yes Moderate+Suggestions Negative

Table 1: Conditions included in the two user studies.

dentials from low-value accounts such as news websites to at-
tempt to access high-value accounts such as back accounts and
emails—commonly occur online [9]. These attacks, which
take advantage of the common practice of reusing creden-
tials across multiple websites—are suspected behind several
high-profile account compromises [31].

Each condition is defined by its meter setting (no meter vs.
password meter), the wording of its interactive prompt (vague,
specific, moderate, or moderate + suggestions), and its fram-
ing (postive, neutral, or negative). The conditions included in
each of our two user studies are summarized in Table 1.

Users who elect to continue are redirected to the site home-
page. Users who choose to go back stay on the account cre-
ation page until they select and submit a second password;
they are then redirected to the site home page (no matter how
strong their second selected password is). After spending a
short time on the site, study participants returned to Qualtrics
and completed a follow-up survey. Participants in the second
user study were also asked to re-authenticate on the web-
site after completing the survey. The full sets of questions
for the follow-up surveys are provided in Appendix A and
Appendix B.

The precise information recorded varied between the two
studies. In the first user study, the experimental site logged
the coarse-grained strength of each user’s initial password
choice (weak, moderate, or strong), how they interacted with
the interactive prompt (if applicable), and the coarse-grained
strength of their second password choice (if applicable). In
the second user study, the site additionally logged the number
of guesses it would take to crack each password (as estimated
by zxcvbn), the length of each password, and (for users who
selected a second password) the edit distance between the two
passwords. In the second study, the site also stored the salted
hash of the final password selected; this information was
deleted after data collection was complete. Due to ethical and
security concerns, we did not record any plaintext passwords.

4.2 Participant Recruitment
We recruited participants for both user studies online. All
participants were presented with a consent form that informed
them about what data would be collected and how that data
would be used; only people who consented to these practices
participated in a study. Our user studies, including all consent
forms and survey instruments, were reviewed and approved in
advance by the Pomona College Institutional Review Board.

User Study 1. For our first user study, participants were
recruited through Amazon Mechanical Turk. Participation
was restricted to United States residents who had completed
at least 50 HITs with an approval rate of at least 95%.

The task was advertised as beta-testing an aggregated news
site. Each participant was asked to (1) spend 1-2 minutes
exploring the website as they would normally behave as an
Internet user, (2) enter the unique confirmation code displayed
when they visited the site, and (3) complete the follow-up
survey questions. To avoid the appearance of collecting any
personal information, users were given an email address to
use during account creation.

Participants who did not enter a valid confirmation code,
for whom we had no recorded log data, or who submitted ir-
relevant or incoherent responses to our free-response attention
check question were excluded from the study. The 762 partic-
ipants who completed the full study were compensated $1.20.
Median completion time for this study was 5.15 minutes.

User Study 2. Due to increasing concerns about the ex-
ternal validity of studies conducted on Amazon Mechanical
Turk [57], we elected to recruit participants for our second
user study through Prolific. We recruited a gender-balanced,
U.S. sample; following the methodology of Tang et al. [57],
we did not further restrict participation.

Because Prolific is exclusively a platform for conducting
studies, we advertised our second user study as a study about
how people interact with websites instead of framing it as
beta testing. Participants were given the same instructions as
in User Study 1. However, since Prolific provides all users
with an anonymous email tied to their Prolific ID—through
which messages can be sent to the internal Prolific messaging
system—we asked participants to use that email address to
create their account.

We applied the same exclusion criteria in both studies. The
607 participants who successfully completed User Study 2
were compensated $2.50. The median completion time for
the full task was 7.07 minutes. The higher compensation
compared to User Study 1 was due to a longer estimated
completion time combined an increase in California’s
minimum wage between the two studies.

The demographics of our study populations are summarized
in Table 2.
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Demographic Study 1 Study 2 U.S.
Age 18-24 7.3 19.1 11.9

25-34 33.6 35.3 17.9
35-44 33.4 23.4 16.4
45-59 19.8 16.5 24.4
60-74 5.7 5.4 20.6
75+ 0.2 0.2 8.8

Race White 76.1 77.8 74.4
Black 10.4 11.4 13.9
Asian 12.1 12.2 6.6
Native Am. 3.1 2.4 1.5
Other 2.3 2.3 5.2

Gender Male 53.4 49.9 48.7
Female 45.6 46.8 51.3
N.B./other 1.0 3.3 -

Table 2: Study population demographics compared to the de-
mographics of the United States, as published in the American
Community Survey (ACS).

4.3 Study Limitations

In this study, our participants selected passwords for an ex-
perimental news site—one that they would likely not access
or use beyond the scope of the study—rather than select pass-
words for a real-world account. This lack of realism might
have affected password selection decisions. While prior work
has shown that people select similar passwords in online stud-
ies compared to passwords selected for real accounts [21, 43],
that work was conducted 10 years ago and focused exclusively
on Amazon Mechanical Turk.

Moreover, this work looks specifically at the impact of re-
phrasing and re-framing risks incurred by password selection
decisions. However, participants did not use personal email
addresses in our studies; participants might therefore not have
felt that their password selection decision put them at risk.

Finally, the particular threats emphasized in the experimen-
tal design—threats of financial loss and identity theft—might
not have resonated with all participants, since the experimen-
tal website was an aggregated news site that did not direct
collect and personal or financial information.

We discuss the validity of our results further in Section 6.

4.4 Hypotheses

To explore how prospect-driven interventions impact pass-
word selection, we identified and evaluated six hypotheses.

Source-dependence effect. When presented with the vague
prompt, a user is required to evaluate options in the presence
of multiple different sources of risk: in addition to reason-
ing about how likely it is that an attacker would target this
site or this user, the user must evaluate uncertainties about

how hard it would be for an attacker to guess their password
and about what the potential consequence of password com-
promise might be. When presented with the specific prompt,
some of these uncertainties—in particular how hard it would
be for an attacker to guess their password and what attack-
ers might do after they have learned a user’s password—are
eliminated in favor of more concrete risks.

The source-dependence effect observes that users evaluate
different types of risk differently, and in particular that
ambiguities are evaluated differently than more concrete
risks. We therefore hypothesize that users will evaluate the
the option to continue with their current (weak or moderate)
password more negatively when presented with the specific
prompt than with the vague prompt, resulting in stronger
password selection after interacting with the specific prompt
compared to the vague prompt.

Hypothesis 1: Users’ password selection decisions exhibit
the source-dependence effect, that is users assigned to the
specific prompt conditions are more likely to strengthen their
password and will ultimately select stronger passwords com-
pared to users assigned to the vague prompt conditions.

Reference-dependence effect. In the conditions with pos-
itive framing, the option to go back is labeled as “Choose a
stronger password to reduce the risks of financial loss and
identity theft”. By emphasizing the benefits of going back,
this framing implicitly nudges the user to consider the option
to continue as the neutral reference point and the option to go
back as a choice with higher utility relative to that reference
point. By contrast, the negative framing emphasizes the loss
of utility (“potential risks of financial loss and identity theft”)
associated with continuing with the current password, thereby
implicitly nudging the user to treat the option to go back as
the neutral reference point and to evaluate continuing as a
loss of utility relative to that reference point.

The reference-dependence effect implies that this dif-
ference in framing will cause users assigned to a positive
framing condition to evaluate the difference between going
back (i.e., choosing a stronger password) and continuing (i.e.,
submitting a weak password) as a positive gain in utility,
whereas users assigned to a negative framing condition will
evaluate the difference between continuing (i.e., submitting
a weak password) and going back (i.e., choosing a stronger
password) as a loss of utility. The loss aversion effect
suggests that the subjective value function is steeper for
(relative) losses than for (relative) gains. We therefore
hypothesize that users will evaluate the option to continue
with the current (weak) password more negatively in the
negative framing conditions than the positive framing
conditions—even though the two options have the same
absolute utility in all conditions—resulting in stronger
passwords selected after interacting with the negative framing
prompt compared to the neutral and positive framing prompts.
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Hypothesis 2: Users’ password selection decisions exhibit
the reference-dependence effect, that is users assigned to a
negative framing condition—which frames going back as the
neutral baseline and continuing as a loss relative to that
baseline—are more likely to strengthen their password and
will ultimately select stronger passwords compared to users
assigned to neutral or positive framing conditions.

Feedback and Suggestions. Even after users decide
to improve the strength of their password, the ability to
successfully do so depends on knowing what constitutes a
stronger password. The presence of a real-time, interactive
password meter—which gives users course-grained feedback
about the strength of their password—is one way to enable
users to discover what might constitute a stronger password.
Another approach would be to provide users with concrete
suggestions for how they might strengthen their password.

Hypothesis 3: Users who are shown a real-time password
meter—which rates the current strength of their password—
are more likely to strengthen their password and will
ultimately select a stronger password compared to users who
have no real-time information about their passwords strength.

Hypothesis 4: Users who are given concrete sugges-
tions for how to improve their password are more likely to
strengthen their password and will ultimately select a stronger
password compared to users who are not shown suggestions.

Mental Models of Hacking. Our user study concluded
with a series of questions about participants’ mental models
of hacking and password security. One question we asked was
who participants believe are the primary targets of password
stealing attacks. Drawing on Wash’s taxonomy of hacker
mental models [68], we provided three possible answer:
hackers target everyone equally, hackers primarily target
rich people, and hackers primarily target users with special
privileges (e.g., system administrators). We hypothesized that
users who believe that hackers target everyone equally will
consider themselves to be a more likely target compared to
users with other mental models and will therefore be more
sensitive to risks associated with password compromise.

Hypothesis 5: Users who believe everyone is equally likely
to be targeted by a password stealing attack will be more
likely to strengthen their password and will ultimately select
stronger passwords.

We also asked participants questions designed to under-
stand how they evaluated password-related risks. In particular,
we asked how likely they believed a password attack would
be to compromise their password if they selected a weak
(resp., moderate, strong) password. We hypothesized that

Figure 4: Percentage of users who improved password
strength after interacting with vague and specific prompts.

users’ beliefs about risks associated with passwords would
correlate with users’ password selection decisions.

Hypothesis 6: Users who believe that weak passwords are
more likely to be guessed by attackers will be more likely
to initially choose a strong password, will be more likely to
strengthen their password after seeing an interactive prompt,
and will be more likely to ultimately choose a strong pass-
word.

5 Results

To evaluate our hypotheses, we focused on users who initially
selected weak or moderate passwords (i.e., users who saw
the interactive prompt), and measured how many of those
users (1) decided to go back and (2) selected a stronger pass-
word. We used χ2-contingency tests to test for statistically
significant differences.

5.1 Source-dependence Effect

To evaluate Hypothesis 1, we compared behavior in the condi-
tions with vague wording to conditions with specific wording
using data collected in User Study 1. We did not include
conditions with moderate wording to avoid introducing con-
founding effects due to differences between study populations.
We found that the specificity of the prompt had no significant
effect on password selection. Of the users who saw a vague
prompt, 15.6% opted to go back and ultimately selected a
stronger password, compared to 18.2% of users who saw the
specific prompt. This difference, depicted in Figure 4, was
not statistically significant (χ2 = .3, p = .573).
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Figure 5: Percentage of users who improved password
strength after seeing prompts with various framings.

This negative result might be an indication that the source-
dependence effect does not apply in the context of password
selection decisions. However, it is also possible that the lan-
guage of our prompts was insufficient to transfer uncertainty-
based risk into probability-based risk in a manner that would
trigger the source-dependence effect. Finally, it is possible
that many of our users simply did not read the prompt, pre-
cluding the possibility of observing statistically significant
effects due to the source-dependence effect.

Regardless of the underlying mechanism, these results sug-
gest that utilizing more specific language about the nature of
risks due to weak passwords—including notifying users of
how long it would take an attacker to crack a password—is not
an effective way to nudge users to select stronger passwords.

5.2 Reference-dependence Effect
To evaluate Hypothesis 2, we measured how many people
strengthened their password after an intervention with nega-
tive framing compared to an intervention with positive fram-
ing (resp. neutral framing) using data collected in User Study
1. We conducted pairwise χ2 tests to determine whether dif-
ferences were significant. 25.9% of participants who saw a
banner with negative framing went back and improved the
strength of their password. This was significantly higher than
the 14.2% who improved their password after seeing a ban-
ner with positive framing (χ2 = 4.9, p = .027) and the 9.5%
who improved their password after seeing a banner with neu-
tral framing (χ2 = 11.5, p < .001). There was no significant
difference between the neutral framing and positive framing
conditions (χ2 = 1.0, p = .323).

To validate that an interaction with negative framing
improves password strength, we compared fine-grained
strength—as measured by the estimated number of guesses it

Figure 6: Strength of final password chosen by users who saw
prompts with positive and negative framings, as measured
by the percentile of final passwords in each condition that
could be cracked with various numbers of guesses. Fewer
passwords cracked corresponds to stronger passwords.

would take to crack that password—of the final password for
our positive and negative framing conditions in User Study
2. We found that participants who saw a prompt with neg-
ative framing ultimately selected stronger passwords—i.e.,
passwords that would take more guesses for an attacker to
crack—relative to participants who saw a prompt with posi-
tive framing (Figure 6).

These results suggest that the reference-dependence ef-
fect occurs in the context of password selection decisions.
While further work will be required to validate this result in
real-world systems, prior work has found that the results of
password studies conducted online generally do extend to real-
world systems [21]. The insight that the reference-dependence
effect models users’ password selection decisions therefore
provides guidance for how authentication mechanisms de-
signers might prescriptively enhance security: by adding a
confirmation page and framing the option to go back and
select a strong password as the “baseline” (and framing the
option to continue with a weak or moderate password as a loss
of utility relative to that baseline), we might be able to nudge
users to enhance the security of their accounts by selecting
significantly stronger passwords.

5.3 Feedback and Suggestions
To evaluate Hypothesis 3 and 4, we analyzed data from User
Study 2 and compared conditions with a password meter
and no suggestions to (1) our condition with no password
meter and (2) our conditions that provided concrete sugges-
tions for how to strengthen the initial password. In all cases,
the fraction of participants who successfully strengthened
their password was 22-26% (shown in Figure 7). There was
no significant difference from removing the password meter
(χ2 < .1, p = .994) or adding suggestions (χ2 = .3, p = .606).
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Figure 7: Percentage of users who improved passwords based
on information provided about how to improve it.

To further understand this surprising negative result,
we looked at data collected about fine-grained password
strength—as defined by the number of guesses estimated to
crack the password—both for the initial password selected
and for the final password selected by participants in User
Study 2. Like much prior work, we found that providing a
password meter improved the strength of the initial password
selected. Although final passwords selected in the no-meter
condition were ultimately weaker than those selected in the
conditions with a meter or a meter and suggestions, this dis-
tinction seems to be due to those weaker initial passwords
rather than decreased ability to improve passwords without
a password meter. We did not observe any significant differ-
ences between the conditions with and without suggestions,
either in the strength of the initial password or in the strength
of the ultimate password selected. These results are depicted
in Figure 8.

Although we did not record plaintext passwords in either
study, we did record password length and the edit distance
between the two passwords (for people who selected a second
password) for participants in User Study 2. We looked at this
data to better understand the types of changes people made to
their passwords. Overall, we found that 71% of people who
decided to go back were successful at improving password
strength. 8% stuck with their original password despite going
back. 5% made small edits (defined as and edit distance of 3
or less) that did not improve strength. 13% made large edits
that did not yield a stronger password; many of these large
edits constituted selecting a completely new password. These
results suggest that suggestions and feedback might be help-
ful for a minority of users; however, most people appear to
already know how to strengthen their password and simply
have to make the decision to do so. Definitively determin-

Figure 8: Impact of feedback and suggestions on password
strength, measured by the percentile of passwords that could
be cracked with various numbers of guesses. Fewer passwords
cracked corresponds to stronger passwords.

ing whether suggestions make prospect-driven interventions
more effective will therefore require further work with larger
sample sizes.

5.4 Mental Models

In our follow-up survey, we asked about users’ mental models
of password risks in order to explore whether there was a
correlation between how users thought about password attacks
and how users responded to our interactive prompts.

Hacking Targets. We asked participants in both user stud-
ies to identify who they thought hackers would target: ev-
eryone equally, primarily rich people, or primarily privileged
users (e.g., system administrators). Overall, we found that
69.9% of participants believed that hackers target everyone
equally and anyone is equally likely to have their password
stolen, 10.6% of participants believed that hackers primarily
target rich people, and 15.7% of participants believed that
hackers primarily target privileged accounts (Figure 9).

A small number of participants opted instead to provide a
free-form response. Some of these responses identified alter-
nate groups as primary targets, including “gullible people”,
“weak links”, and “older people”. Other responses provided
more nuanced variants of the options provided, e.g., “It de-
pends on the hacker. Botnets attack everyone while social
engineering attacks focus on special privileges” or identified
all of the above as the best description of who is likely to be
the target of a password attack.

Users who believed that hackers primarily target adminis-
trators during such attacks were significantly less likely to
improve the strength of their password after exposure to the
interactive prompt compared to users who believed that ev-
eryone is targeted equally (χ2 = 4.9, p = .027). We believe
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Figure 9: Password selection decisions broken down by per-
ceived target of attacks.

this difference occurs because users with this mental model
are less likely to believe they will be the target of an attack.
To our surprise, users who believed that hackers target every-
one equally were no more likely to improve the strength of
their password compared to users who believed that hackers
primarily target rich people (χ2 = .1, p = .797). This might
be due to the fact that Americans consistently underestimate
income inequality [17, 46, 47] and the income of top earners
relative to the median worker [34] and thus might consider
themselves to be a high-priority target even if they hold that
mental model. Prior work has also found that participants re-
cruited through Mechanical Turk and Prolific are more highly
educated than the overall population [49, 57], a demographic
that correlates with income and wealth.

Risk Evaluation. We also asked survey participants to rate
how likely an attack would be to successfully compromise a
password if a user selected (1) a weak password, (2) a moder-
ate password, or (3) a strong password. We found that 88.1%
of participants considered a weak password to be somewhat
or very likely to be successfully attacked, compared to 53.7%
of participants for a moderate password and 17.8% of par-
ticipants for a strong password. These responses, which are
depicted in Figure 10, were statistically significantly differ-
ent between all the different password strengths (χ2 ≥ 382.4,
p < .001). These results suggest that most users believe that
stronger passwords are in fact less likely to be vulnerable to
password guessing attacks. However, there was no significant
correlation between whether a user believed stronger pass-
words had less risk of being compromised and whether that
user improved the strength of their password after seeing the
interactive prompt.

Figure 10: Perceptions of how likely a password guessing
attack is to succeed based on the strength of a user’s password.

6 Discussion and Limitations

Our results suggest that it might be possible to significantly
improve the strength of user-chosen passwords by leveraging
insights from prospect theory—in particular the reference-
dependence effect—through a negatively-framed interactive
prompt after users select an initial password. However, further
work and careful consideration will be required to determine
whether and how we should leverage these effects.

Ecological Validity. The major limitation of this work
arises from the fact that we recruited participants through
online crowdsourcing platforms to select passwords for an
experimental account. Prior work has found that online study
participants select slightly weaker passwords in experimental
settings compared to real accounts. For example, one study
found that 44.0% of users selected guessable passwords for
their real account compared to 47.5% of Mechanical Turk
users who were asked to select a password for an experimen-
tal study account given identical constraints [43]; in our first
user study (also conducted on Mechanical Turk), we similarly
found that 47.0% of our users initially selected a weak pass-
word (Figure 11). Despite these slight discrepancies, prior
work has found that results from laboratory and online studies
about passwords correspond to patterns in behavior for real
accounts [21].

In addition to general threats to validity common to all
online password studies, our focus on prospect theory—and
the resulting need for participants to feel that their decisions
might incur risk—introduces additional threats to validity.
For ethical reasons, we did not collect any personal infor-
mation (including personal email addresses) and instead had
participants use dummy email addresses (User Study 1) or
anonymous Prolific addresses (User Study 2), so participants
might have realized that there was no actual risk incurred.
This (lack of) realism might have influenced participants’
decisions. Moreover, the choice of language in the warnings
might have influenced how people reacted; some people might
have disbelieved that weak passwords on news websites might
incur financial risk. To explore how such confounding effects
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Figure 11: Strength of passwords initially selected by users.

might have affected our results, we asked participants in User
Study 2 why they made the decision they made. About half of
our participants responded in ways that suggested they were
acting as though there were real risks (e.g., “Because I don’t
want to be at risk”, “I didn’t want my password to be too easy
to guess”, and “Its better to be safe than sorry”). However,
other participants mentioned lack of realism (e.g., “This was
not a real account and will not be using it again”) or disbe-
lief about the alleged risks (e.g., “Because I don’t have any
banking information on the website”).

These results emphasize the importance of validating these
effects (and their magnitude) in real-world contexts with
actual risks. However, we hypothesize that the observed
reference-dependent effect will extend to real-world password
selection decisions, perhaps even with a larger effect size.

MTurk vs. Prolific. Recent work found that external va-
lidity of security and privacy surveys on Mechanical Turk
has degraded over the last five years and that surveys con-
ducted through Prolific now have higher external validity [57].
However, to our knowledge, this is the first work to conduct
comparable experimental studies on both platforms.

Most results from our studies were consistent. People be-
haved similarly in both studies, e.g., significantly more people
improved their password after seeing an intervention with neg-
ative framing (14.2% in User Study 1, 12.8% in User Study 2)
than after seeing an intervention with negative framing (25.9%
in User Study 1, 33.3% in User Study 2). Survey responses
were also similar; e.g., 70.7% of participants in User Study 1
believed that attackers target everyone equally compared to
68.7% in User Study 2.

However, there was one notable difference between the
studies: the strength of password people initially selected.
Only 30.9% of participants in User Study 2 selected a weak
password when presented with the same account creation
interface used in User Study 1 compared to 47.0% in User
Study 1 (Figure 11). This difference, which is statistically
significant (χ2 = 40.5, p < .001) might be due to population
differences between the two online platforms. Alternatively,
it might be due to differences in how the study was presented.
Since Prolific is a dedicated research study platform, partic-
ipants in User Study 2 were aware all along that they were
participating in a study rather than beta testing a website,
which might have resulted in users selecting less realistic

passwords. On the other hand, participants recruited through
Prolific used a valid (albeit anonymous) email to create their
account, perhaps resulting in participants selecting more re-
alistic passwords. Differences between the observed rate of
weak passwords in User Study 2 and that observed by prior
work with real-world accounts might be symptomatic of low
validity or might reflect temporal shifts in password selection
behavior. Further research will be required to quantify the
validity of experimental studies conducted on Prolific com-
pared to Mechanical Turk and to validate password selection
behavior in such studies today.

Memorability. The risk of account compromise due to pass-
word cracking and other attacks is not the only risk that users
consider when selecting a password: users also need to weigh
risks associated with other factors such as memorability. For-
getting a password is inconvenient in the best case; in the
worst case, users can lose access to accounts. Future work
will be required to determine the effect of framing on the
memorability of passwords that users select.

Concerns about memorability might motivate users to em-
ploy memory-assistance techniques. This could lead to im-
proved security practices—such as increased adoption of pass-
word managers—or to bad security practices—such as writing
down passwords and leaving them in accessible locations. Fur-
ther work will be required to evaluate the impact of framing
on these other password-related practices.

Ethical Considerations. Leveraging the reference-
dependence effect through negative framing of decisions
has the potential to enhance security by encouraging users
to adopt stronger passwords. However, this effect is an
example of nudging [1]. While nudging is often associated
with manipulative design elements that nudge users to make
decisions that are inimical to their interests [10, 11, 15, 26],
nudging can also be used towards making decisions that the
mechanisms designer views as “better”, a form of nudging
sometimes called soft paternalism [22, 35, 52, 58]. Since
nudging inherently leverages subconscious patterns in human
behavior, care and consideration will be required to ensure
that any prescriptive application of nudging and prospect
theory effects with real-world impact—including leveraging
the referenced-dependence effect to improve password
selection—is handled ethically and responsibly.

Recommendations. Based on our results, we recommend
adoption of password selection interfaces that present strong
passwords as the default choice and follow-up prompts that
emphasize risks associated with weak passwords. However,
care will be required to ensure that this is ethically and ef-
fectively done without compromising memorability or other
priorities. We recommend further research to to validate these
results within real-world deployments and to ensure that the
potential benefits to security outweigh any potential harms.
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A Follow-up Survey Questions: User Study 1

1. Provide a brief description of the website you visited. (A
few words or 1 sentence is sufficient.)

[free response]

2. How strong was the password you chose when you cre-
ated your account on the site?

• Strong

• Moderate

• Weak

3. How much do you agree with the statement: A hacker
would be likely to try to hack this site.

• Completely agree

• Somewhat agree

• Neither agree nor disagree

• Somewhat disagree

• Completely disagree

4. How much do you agree with the statement: A hacker
would be likely to successfully guess the password I
used on this site.

• Completely agree

• Somewhat agree

• Neither agree nor disagree

• Somewhat disagree

• Completely disagree

5. Is the password you used on this site a password that
you also use on other sites?

• Yes

• No

6. How common are password stealing attacks?

• Extremely common

• Somewhat common

• Neither common nor uncommon

• Somewhat uncommon

• Extremely uncommon

7. How could hackers potentially learn your password?
Choose all that apply.

• It is impossible for a hacker to learn my password.

• If I accidentally download a virus, a malicious app,
or a malicious attachment.

• If I visit a sketchy or malicious website.

• If I accidentally click on a phishing link and enter
my credentials on a fake website.

• If a hacker (or a program run by a hacker) guesses
my password on the website.

• If a hacker steals the files storing all passwords for
the website.

• Other:

8. How likely would it be for a password stealing attack to
succeed if you use a weak password?

• Extremely likely

• Somewhat likely

• Neither likely nor unlikely

• Somewhat unlikely

• Extremely unlikely

9. How likely would it be for a password stealing attack to
succeed if you use a moderate password?

• Extremely likely

• Somewhat likely

• Neither likely nor unlikely

• Somewhat unlikely

• Extremely unlikely

10. How likely would it be for a password stealing attack to
succeed if you use a strong password?

• Extremely likely

• Somewhat likely

• Neither likely nor unlikely

• Somewhat unlikely

• Extremely unlikely

11. Do you think upgrading your passwords can prevent
password guessing?

• Yes

• Maybe

• No

12. What could a hacker do if they successfully learn your
password? Choose all that apply.

• They could cause bugs (viruses can cause com-
puters to crash, quit applications, erase important
system files).

• They could steal personal and financial information
from individual computers, and send the informa-
tion to criminal.

• They could resell personal information.
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• They could display annoying visual images on com-
puters (a skull, advertising popups, or pornogra-
phy).

• They could control the computer and use the com-
puter to send information to others.

• They could use the computers to cause problems
for third parties.

• Other:

13. Which of the following are likely to try to steal pass-
words? Choose all that apply.

• A young computer geek who wants to show off or
explore the internet

• Criminals

• Organizations and institutions

• Other:

14. Which of the following best describes who is likely to
be the target of a password stealing attack?

• Hackers target everyone equally, and anyone is
equally likely to have their password stolen

• Hackers primarily target rich people

• Hackers primarily target people with special privi-
leges (e.g, system administrators)

• Other:

15. What is your current age?

• 18-24

• 25-34

• 35-44

• 45-59

• 60-74

• 75+

16. What is your gender?

• Man

• Woman

• Non-binary person

• Other:

17. Choose one or more races that you consider yourself to
be:

• White

• Black or African American

• American Indian or Alaska Native

• Asian

• Pacific Islander or Native Hawaiian

• Other:

18. Do you consider yourself to be Hispanic?

• Yes

• No

B Follow-up Survey Questions: User Study 2

1. Provide a brief description of the website you visited. (A
few words or 1 sentence is sufficient.)

[free response]

2. After you initially entered your Prolific ID and password,
did you see a notice that looked like this (see picture
above)?

• Yes

• No

• I don’t remember

[Questions 3-8 were displayed only if participant an-
swered yes to Question 2.]

3. In your opinion, how high would the risk of account
compromise, financial loss, or identity theft be if you
continued with your initial password?

• Very high risk

• High risk

• Moderate risk

• Low risk

• Very low risk

4. In your opinion, how high would the risk of forgetting
your password or losing access to the account be if you
continued with your initial password?

• Very high risk

• High risk

• Moderate risk

• Low risk

• Very low risk

5. In your opinion, how high would the risk of account
compromise, financial loss, or identity theft be if you
went back and chose a stronger password?

• Very high risk

• High risk

• Moderate risk
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• Low risk

• Very low risk

6. In your opinion, how high would the risk of forgetting
your password or losing access to the account be if you
went back and chose a stronger password?

• Very high risk

• High risk

• Moderate risk

• Low risk

• Very low risk

7. Which choice was presented as the default option?

• [Option to choose a stronger password. Exact word-
ing depended on condition.]

• [Option to continue with current password. Exact
wording depended on condition.]

• I don’t remember.

8. Why did you choose that option?

[free response]

[Questions 9-16 were displayed only if participant an-
swered selected the option to choose a stronger password
for Question 7.]

9. In your opinion, how strong was the first password you
chose?

• Strong

• Moderate

• Weak

10. In your opinion, how likely is it that a hacker would be
able to guess the first password you chose?

• Very likely

• Somewhat likely

• Neither likely nor unlikely

• Somewhat unlikely

• Very unlikely

11. In your opinion, how likely is it that you would forget
the first password you chose?

• Very likely

• Somewhat likely

• Neither likely nor unlikely

• Somewhat unlikely

• Very unlikely

12. Is the first password you chose one that you use on
another website or account?

• Yes

• No

• No, but I use similar passwords for other websites
or accounts

• Prefer not to say

13. In your opinion, how strong was the second password
you chose?

• Strong

• Moderate

• Weak

14. In your opinion, how likely is it that a hacker would be
able to guess the second password you chose?

• Very likely

• Somewhat likely

• Neither likely nor unlikely

• Somewhat unlikely

• Very unlikely

15. In your opinion, how likely is it that you would forget
the second password you chose?

• Very likely

• Somewhat likely

• Neither likely nor unlikely

• Somewhat unlikely

• Very unlikely

16. Is the second password you chose one that you use on
another website or account?

• Yes

• No

• No, but I use similar passwords for other websites
or accounts

• Prefer not to say

[Questions 17-20 were displayed if participant answered
No to Question 2 or selected the option to choose a
stronger password for Question 7.]

17. In your opinion, how strong was the password you
chose?

• Strong

• Moderate

• Weak
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18. In your opinion, how likely is it that a hacker would be
able to guess the password you chose?

• Very likely

• Somewhat likely

• Neither likely nor unlikely

• Somewhat unlikely

• Very unlikely

19. In your opinion, how likely is it that you would forget
the password you chose?

• Very likely

• Somewhat likely

• Neither likely nor unlikely

• Somewhat unlikely

• Very unlikely

20. Is the password you chose one that you use on another
website or account?

• Yes

• No

• No, but I use similar passwords for other websites
or accounts

• Prefer not to say

21. How much do you agree with the statement: Having
strong passwords is important to me.

• Strongly disagree

• Disagree

• Neutral

• Agree

• Strongly agree

22. How much do you agree with the statement: Having
passwords I will remember is important to me.

• Strongly disagree

• Disagree

• Neutral

• Agree

• Strongly agree

23. In general, how likely is it that a hacker would be able
to guess a strong password?

• Very likely

• Somewhat likely

• Neither likely nor unlikely

• Somewhat unlikely

• very unlikely

24. In general, how likely is it that a hacker would be able
to guess a moderate password?

• Very likely

• Somewhat likely

• Neither likely nor unlikely

• Somewhat unlikely

• Very unlikely

25. In general, how likely is it that a hacker would be able
to guess a weak password?

• Very likely

• Somewhat likely

• Neither likely nor unlikely

• Somewhat unlikely

• Very unlikely

26. Which of the following best describes whose passwords
a hacker would try to learn?

• Hackers target everyone equally, and anyone is
equally likely to have their password stolen

• Hackers primarily target rich people

• Hackers primarily target people with special privi-
leges (e.g, system administrators)

• Other:

27. What could a hacker potentially do if they successfully
learn your password? Choose all that apply.

• They could cause bugs (viruses can cause com-
puters to crash, quit applications, erase important
system files).

• They could steal personal and financial information
from individual computers, and send the informa-
tion to criminal.

• They could resell personal information.

• They could display annoying visual images on com-
puters (a skull, advertising popups, or pornogra-
phy).

• They could control the computer and use the com-
puter to send information to others.

• They could use the computers to cause problems
for third parties.

• Other:

[Participants were then asked to return to the website
and log-in again.]
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28. Were you able to successfully log-in to your account on
the website?

• Yes, I remembered my password

• Yes, but it took me multiple tries to remember my
password

• No, I was unable to log-in to my account

[Question 29 was only displayed if the participant said
they were able to log-in to their account in Question 28.]

29. How did you remember your password for this account?

• I wrote it down

• I used a password manager

• I have used this password before

• I just remembered it

• Other:

30. How much do you agree with the statement: I am profi-
cient with the Internet and computers?

• Strongly disagree

• Disagree

• Neutral

• Agree

• Strongly agree

31. How much do you agree with the statement: I am knowl-
edgeable about security and privacy?

• Strongly disagree

• Disagree

• Neutral

• Agree

• Strongly agree

32. What is your current age?

• 18-24

• 25-34

• 35-44

• 45-59

• 60-74

• 75+

33. What is your gender?

• Man

• Woman

• Non-binary person

• Prefer not to say

• Prefer to self-describe:

34. Choose one or more races that you consider yourself to
be:

• White

• Black or African American

• American Indian or Alaska Native

• Asian

• Pacific Islander or Native Hawaiian

• Other:

35. Do you consider yourself to be Hispanic/Latinx/Latine?

• Yes

• No
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Abstract

Users have a wealth of available security advice — far too
much, according to prior work. Experts and users alike strug-
gle to prioritize and practice advised behaviours, negating
both the advice’s purpose and potentially their security. While
the problem is clear, no rigorous studies have established the
root causes of overproduction, lack of prioritization, or other
problems with security advice. Without understanding the
causes, we cannot hope to remedy their effects.

In this paper, we investigate the processes that authors fol-
low to develop published security advice. In a semi-structured
interview study with 21 advice writers, we asked about the
authors’ backgrounds, advice creation processes in their orga-
nizations, the parties involved, and how they decide to review,
update, or publish new content. Among the 17 themes we
identified from our interviews, we learned that authors seek to
cover as much content as possible, leverage multiple diverse
external sources for content, typically only review or update
content after major security events, and make few if any con-
scious attempts to deprioritize or curate less essential content.
We recommend that researchers develop methods for curating
security advice and guidance on messaging for technically
diverse user bases and that authors then judiciously identify
key messaging ideas and schedule periodic proactive content
reviews. If implemented, these actionable recommendations
would help authors and users both reduce the burden of ad-
vice overproduction while improving compliance with secure
computing practices.

Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
without fee.
USENIX Symposium on Usable Privacy and Security (SOUPS) 2023.
August 6–8, 2023, Anaheim, CA, USA

1 Introduction

Most users of technology receive advice from experts to keep
themselves and their devices safe. The overarching goal of
security advice is to provide reliable and up-to-date security
awareness and recommendations to end users so that they
can practice secure behaviors. Employees of organizations
may receive regular security advice and training from their
employers, students may receive security advice from their
schools and/or universities, and multiple government organi-
zations including the US Department of State offer security
advice to the general public [35]. “Second-hand” security
advice abounds, proliferated by media outlets [17, 33], web-
sites [22, 40, 44, 48], and peer users [36, 39].

End users are thus exposed to a sea of security advice and
are unsure which advice is best suitable for them [38, 41, 44].
Experts also struggle to agree on which security advice should
be prioritized. Previous related work demonstrated that ex-
perts list a total of 118 studied security behaviors as being
the “Top 5” things users should do to protect themselves on-
line [44]. A lack of consensus on the most important security
imperatives leaves end users to themselves to prioritize and
implement security advice. Authors who write security advice
thus have to decide which advice is most important for their
target audience, who already struggle to prioritize security
advice.

In this paper, we seek to identify ground truth and root
causes for why security advice varies in quality and prioriti-
zation by going to the source: authors themselves. We report
findings from a semi-structured interview study with 21 au-
thors of general security advice where we discussed the full
process of advice creation from beginning to end. By “gen-
eral security advice“, we mean security advice just for the
general public, or end users with a “general public level knowl-
edge” of security. We investigated authors’ backgrounds and
motivations, asked about individual and organizational pro-
cesses surrounding advice, and asked what they felt were the
most challenging aspects of advice creation. In reporting the
outcomes of these interviews, we present the following key
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findings:

Content Creation Authors overwhelmingly perceive set-
ting advice scope and technical level as a central challenge.
Decisions about scope have major consequences on every
other aspect of advice creation. Advice writers also report
revising content when novel security threats or events prompt
ad hoc additions. These challenges partially explain the over-
production and undercuration of security advice [44].

Internal and External Influences Authors reported input
or oversight from a wide variety of stakeholders in their or-
ganizations, including technical and operational staff, legal
departments, and even C-level executives. Legal regulations
and technical standards also heavily influence advice content,
with some organizations seeking comprehensive compliance
or congruence with multiple sources. Authors consult a wide
array of authoritative sources, with little consistency from
author to author.

Recommendations Section 5.1 discusses implications of
our findings and provides future recommendations. These rec-
ommendations include research on sound methodologies for
curating and prioritizing advice, research establishing guid-
ance on advice communication for users with varying levels of
technical expertise, and for authors to proactively plan advice
reviews to improve focus and not just augment advice.

2 Related Work

Security communications towards non-expert computer users
comprise of more than just advice style communications.
Informal sources of such communications consist of media
[17, 26, 33], stories from peers [39, 50], and web pages con-
taining computer security advice [22,40,48]. Formal sources
of information that provide general security advice consist
of security games [13, 47], nudges [4], training programs
[24, 25, 25, 47, 51], and literature [29, 53]. The sources from
which users retrieve general security advice impact their secu-
rity mental models and then ultimately their decision making
[7, 8, 33, 38, 41, 42]. Redmiles et al. suggest that user security
decisions can be modeled as a function of past behavior and
knowledge of costs, risks, and context of potential security
decisions [43]. Understanding the prior work on how security
knowledge is communicated to users, we look to investigate
a specific but popular medium for end user security commu-
nications in security advice.

Since formal security guidance is not as widespread, online
general security advice has been crafted to help users practice
secure online habits. However, the general public is supplied
with an overabundance of security advice and therefore has
to prioritize which advice they will follow [21, 22, 33, 40, 42].
Prior work has suggested that users typically perform a cost-
benefit analysis to determine if the benefits of the advice
found are worth the cost of implementing the advice [6,9,10,
12, 15, 20, 21, 44, 45]. Herley et al. analyzed the cost-benefit

tradeoff through various forms of security advice to determine
much of the available security advice offers a poor cost-benefit
tradeoff, therefore prompting users to reject advice [21].

The general public and technical experts have conflicting
perceived responsibilities as to who is responsible for security
advice implementations [19, 23, 52]. For example, Haney et
al. found that smart home device users have perceived break-
downs in the relationship among who is responsible for the
security of their devices between consumers, manufacturers,
and relevant third parties such as the government [19]. We
build from this prior work to investigate how advice writers
determine their perceived set of responsibilities in writing
security advice to their intended audience.

In recent years, many researchers have analyzed the quality
of security advice for expert [2, 3, 18] and non-expert [5, 30,
31, 44] computer users. Prior work from Acar et al. evaluated
the state of security practices from popular web resources
that developers use for programming [2, 3]. They found a
prevalence of security bugs within current guidance systems,
therefore identifying insecure programming practices being
advised to developers who seek these web resources [2, 3].

The work closest to ours is by Redmiles et al. [44], in which
they investigate the quality of security and privacy advice on
the web. Their work breaks down the quality evaluation by
examining if security advice on the web is comprehensible, ac-
tionable, and effective. Their work concludes that the majority
of the advice they investigated is perceived as actionable and
comprehensible by both users and experts. However, users
and experts both failed to come to a consensus as to what
specific advice should be prioritized [44]. Not only did ex-
perts consider 89% of the 374 identified pieces of advice to
be useful, they also struggled with internal consistency and
alignment with the latest security guidelines.

The key challenges in addressing the volume and prioritiza-
tion of security advice, as identified by Redmiles et al. [44],
serve as motivations for our work. In this paper, we seek to
understand what processes are implemented to write general
security advice, as well as what decisions are considered when
constructing the advice. We also seek to learn the challenges
faced during the advice writing process that impacts the ad-
vice content. In doing so, we discover how advice writers
gather information to draft advice content, how advice con-
tent is prioritized by the writers, and how procedural decision
making and responsibilities are perceived by the writers.

3 Methods

We conducted 21 semi-structured interviews with authors of
online security advice between September 2021 and March
2022 to understand the processes and decision-making that
go into writing general security advice. We obtained written
transcripts of audio interview recordings and analyzed the
transcripts through deductive and inductive coding. Written
transcripts were de-identified by replacing personally identifi-
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able information (participant names, organizational names)
with pseudonyms such as F001 for freelance workers, I002
for industry workers, and U007 for university IT and security
workers. Participants were informed of the research goals and
how their information would be protected in our screening
survey consent forms. Our study protocol was approved by
our University’s Institutional Review Board (IRB).

3.1 Participant Recruitment

This project focuses on a specific expert population: authors
of general security advice. We define such authors as those
with professional experience in drafting content for general
security advice. We recruit participants through purposive
sampling of those who qualify through various recruitment
channels, namely personal and professional contacts, social
media advertising, recruitment on the freelancer platform Up-
work, and directly emailing those who manage university se-
curity advice websites. We first directly recruited qualifying
personal and professional contacts, then we posted messages
on professional social media (Twitter, LinkedIn, and industry
mailing lists) to solicit potential participants. We also adver-
tised our study on the popular freelancer website Upwork [49]
to recruit freelancers with professional experience in writing
general security advice. After every interview, we asked par-
ticipants if they knew other individuals that might qualify for
our interview study. Finally, we reached out to IT help desks
and information security or technology departments from U.S.
universities found through a top national universities rank-
ings website [32]. Here, we contacted 109 universities that
provided both general security advice on their website and an
email contact to either their IT help desk, information tech-
nology department, or security department. We contacted all
potential participants with a recruitment email, linking to our
public website which presented a study overview, supplemen-
tary information, and a link to the screening survey consent
form.

Once we identified a potential participant and they replied
with interest, we sent them a screening survey and informed
consent form through Qualtrics [37]. The screening survey
described our research goals at a high level, asked for consent
to be video and/or audio recorded for the interview, and re-
quested basic demographic information from the participant
[37]. The survey also acted as a qualifier to ensure that the par-
ticipant had prior professional experience with writing general
security advice. Our screening survey asked participants to
report on their security experience, such as how long they had
been writing security advice, for what companies, and how
they learned to write advice. Once eligible participants filled
out the screening survey, we scheduled a one-hour interview
with them. Participants were compensated with $30 per half
hour for their participation in the interviews.

We concluded recruitment when we reached theoretical
saturation; i.e., we discovered that participant responses were

Table 1: Participant Demographics.

not presenting new information beyond data we had already
collected [46]. Of the 21 participants, 12 were freelance work-
ers, 6 were university security department staff, and 3 were
industry workers. 9 of the freelancer workers wrote general
security advice for external organizations, similar to a con-
sulting role. 3 of the freelancer workers and 1 of the industry
workers wrote general security advice for entities within their
own organization or subsidiary organizations. The remaining
2 industry workers and 6 university employees wrote general
security advice for the public consumer associated with their
networks. Participants of different roles held different levels
of involvement for specifically prioritizing the advice con-
tent. Awareness experts are communication specialists who
reported “translating” advice from security employees to the
general public, where security experts, technical experts, and
analysts reported researching, brainstorming, or reviewing
the audience’s environment to formulate ideas for content.
Demographic information on gender, advice generation role,
and the organization type is presented in Table 1.

3.2 Instrument Creation

Our goal in this study was to investigate the processes,
decision-making, and challenges that play a role in the cre-
ation of general security advice. Based on our research ques-
tions, we drafted an initial set of high level questions. Using
this draft, we then conducted two practice interviews and one
pilot interview; our pilot was with a researcher who has expe-
rience writing general security advice. Based on these inter-
views, we revised our interview guide into three background
questions and nine high level questions corresponding to our
research questions, each with sub-question-level prompts.

Our interview guide contains questions about processes,
decision-making, and challenges, such as "Can you tell me
about how security advice gets made and distributed at your
organization?", "Are there particular areas that are priori-
tized or discussed more in depth within the general security
advice?", and "Are there any tasks completed during general
security advice creation/revisions that are challenging or time
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consuming?" The high-level version of our interview guide
can be found in Appendix 7; we provide the full version with
prompts in our replication package [1].

3.3 Interview Process
Choosing semi-structured qualitative interviews as our re-
search method allowed us to ask broad questions about advice
writing and then follow up with more specific questions where
appropriate. Once we met participants virtually to be inter-
viewed, we confirmed that they had read and understood the
consent form and began recording. We reminded participants
of the options to skip questions or terminate the interview,
and we gave them a choice of audio or video recording. All
interviews were conducted and recorded remotely via Zoom.
Recordings were backed up with Open Broadcaster Software
(OBS) [34]. All interviews were conducted in English and
lasted between 30 minutes to an hour.

3.4 Data Protection
We took multiple steps to protect participants’ privacy and
data security. First, all participants were pseudonymized.
Once interviews were completed, we saved audio record-
ings of the interviews and had them transcribed by a GDPR-
compliant transcription service. Within each transcript, we
thoroughly removed all personally identifiable participant data
such as names, organizations, and demographic information.
We also did not request identifying, confidential, or private
information about our participants or their employers in our
interviews. We used end-to-end encrypted tools in all of our
study communications and data storage components.

3.5 Data Analysis
Data analysis was performed through inductive and deductive
qualitative coding. We use coding not as a means to an end,
but as a strategy to make sense of our data [14]. Codebook cre-
ation, coding, and discussion of disagreements helped us un-
derstand the data, formulate the themes that we describe in our
results, and describe advice creation. We created our qualita-
tive codebook based on our research questions, then expanded
it with additional codes that emerged through open-coding the
transcripts. The codebook was iterated over through weekly
discussions with the team and through discussing and resolv-
ing disagreements between the first and second coder. The
high-level version of our codebook can be found in the Ap-
pendix 8. The detailed operationalized codebook is included
in our replication package. During the codebook development
process, the coders independently double-coded 5 transcripts,
with good inter-rater reliability at Krippendorff’s alpha >
0.75, and resolved all conflicts through discussion [16], af-
ter which the primary coder coded the remaining transcripts.
With Krippendorff’s alpha > 0.75 for all transcripts, we are

confident that our codebook is stable, represents our data well,
and that our coding strategy was sound [28]. Altogether, the
coders coded 21 and 5 transcripts, respectively.

3.6 Limitations

As with any interview study or self-reporting study, partici-
pant responses may be biased (e.g., self-reporting bias, social-
desirability bias) or incomplete [27]. Specifically, some par-
ticipants were not able to answer all questions we asked due
to either a lack of access to that knowledge or a lack of expe-
rience.

Over half of our participants were freelancers (57.1%) who
all reported writing advice for company employees in some
consultation role. We also do not have detailed data on the
audiences beyond what authors reported, though we feel it
reasonable to assume only relatively large organizations have
employees dedicated to this task. Some freelancers specialize
in security advice, while others work on technical writing
more broadly. Authors wrote for employees, university stu-
dents, customers, or users, but in all cases, the authors assumed
readers have a “general public level knowledge.”

In theory, it is possible that paid participants would fraud-
ulently participate in interviews. However, for participants
recruited from advice websites, we are reasonably certain
that they were genuine. For UpWork recruits, we specifically
reached out to those who listed relevant expertise on their
resumes; since writing is not UpWork’s main focus, there is
little incentive to fraudulently report this expertise. Partici-
pant pre-survey data and interview behavior also matched up.
We are therefore reasonably sure that our participants were
genuine.

Lastly, any study involving qualitative coding is subject to
author biases and different coding strategies among coders.
We address these biases in our investigation by first estab-
lishing a list of high level coding categories a priori that
represented the high level questions that we developed in
the creation of the interview, as mentioned in Section 3.2. A
second research team member double coded five of the tran-
scripts to ensure that the codebook was able to capture data
that reflected our research questions, regardless of the coder.

4 Results

In this section, we present our qualitative findings from an-
alyzing the in-depth perspectives of advice writers during
general security advice creation. We use participant quotes
to represent in their own words how participants answer our
interview questions, and ultimately our research questions.
We present exploratory findings for understanding the pro-
cesses, decision making, and challenges encountered by the
authors who write general security advice. Such volunteered
information includes the company, target audience, and advice
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Step 1:
Information Gathering

Step 2a:
Draft Advice

Step 3:
Senior Review

Step 4:
Publish Advice

Step 2b: Internal Company
Collaboration

If Update Needed,
Go to Step 1

Figure 1: How experts write general security advice.

generation role they assumed while writing general security
advice.

We find that participants followed a common advice cre-
ation for advice writing, found in Figure 1. This four-step
process reflects advice-writers gathering information, draft-
ing advice, sending the advice for review, and then publishing
the advice, with options for iteration and further information
gathering and collaboration in each stage. We also find that
authors primarily prioritize and revise their advice content
based either on current security trends or in response to se-
curity incidents. We organize the remainder of our results
around this process. In Section 4.1, we describe how par-
ticipants gather information for their advice content. Next
is Section 4.2, where we explain the decision making that
advice authors make when drafting and revising the advice.
Section 4.3 details how advice authors collaborate with dif-
ferent internal company departments on the drafted advice
before it is reviewed by senior-level employees and the com-
pany’s legal department, in the case the legal department was
involved. Lastly, Section 4.4 reports challenges participants
mentioned for writing general security advice and also what
improvements they stated could help general security advice
writing.

4.1 Information Gathering
Here we explore findings from the first phase of advice writ-
ing, and information gathering. In this phase, authors are
simultaneously gathering specific pieces of information (e.g.,
“prefer long passphrases”) and establishing the scope of the
advice more generally (e.g., “we should discuss password
strength”).

Theme 1: Advice writers research their environment to
scope their advice. Some participants indicated that clients
or stakeholders had already defined the scope of their advice
documents. In the majority of cases, though, participants were
left to figure out what advice was needed based on their own
research of the client environment or what would be compli-
ant with the organization. In these situations, authors develop
a conceptual model that identifies what issues need to be
addressed within the advice. This model is based on the orga-
nization, technology, and problems an organization currently

faces (e.g. what areas where they are weak in security).Two
broad approaches emerged from the interviews: holistic re-
view and gap analysis. The primary difference between them
is whether the advice is being written “from scratch” or to
supplement existing advice.

As an example of holistic review, F020 explained they be-
gin by determining “what are the devices, connected devices,
the architecture and design of the network as well. How the
company or how the devices are connected to each other and
how the information is being transferred and sent between
all the devices.” From there, security advice is drafted for the
elements of the system. In a gap analysis process, authors
compare their architecture and operational environment to the
advice available, and where advice is not present for an area
that motivates additional material:

“Honestly, I report directly to the CISO. We meet
every week for an hour at least, and we try to stay
in lockstep about where the gaps are with what
our incident response and governance compliance,
and all those other teams are doing that can be
addressed through getting educational materials
out there in front of people.” — U019

Theme 2: Advice writers base their own writing on mul-
tiple distinct external sources. 20 out of 21 participants
stated they refer to an external source for sample information
to include in their advice. These external sources may be regu-
lations, technical standards, or industry or government agency
documentation. Participants reported using multiple types
of source for their content. 12/21 participants refer to legal
regulations, specifically privacy regulations like GDPR(7/21
participants) and HIPAA(4/21 participants). One participant
said about regulations they refer to:

“I would even say GDPR, where it clearly mentioned
‘portal’, ‘what is personal data’, ‘what kind of con-
trols’, ‘how consent should look.’ Because, so eas-
ily, every company after the Internet boom — every
website — was collecting data randomly from users
without their consent.” — F008

Participants specifically mentioned reviewing ISO standards
(10/21), NIST publications (9/21), and PCI-DSS (8/21). In
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some cases, participants’ employers may suggest that the ad-
vice they publish should comply with regulations or standards
the company adheres to. In others, the participants rely on
these documents primarily to influence content:

“Normally, most of the companies we experienced
are starting, and for certain companies, we nor-
mally recommend starting with NIST and ISO; they
are well known, and their resources are well known,
and they are well used.” — F006

Authors also seek out external sources because the target
audience may need to understand how to use specific software
or how to mitigate a specific security issue. Sample advice in
online web postings from government agencies was also ref-
erenced by participants as additional guidance for the advice
they write, as one participant states:

“I use also some additional resources, such as
NCES.ED.gov. This is the link that I also found on
some extra information about security agreements,
about some templates, for example.” — F020

In aggregate, our participants cited a total of 20 distinct
external sources for their own work. Overall, these sources
tended to be authoritative, so the content is likely correct.
However, if these “upstream” standards documents were not
properly scoped or written solely for technical experts, those
issues may propagate “downstream” to general advice.

Some sources (e.g., GDPR, NIST publications) saw wide
usage by a plurality of participants. However, of the total
20 cited external sources, only 5 were cited by 6 or more of
participants.

4.2 Advice Drafting and Decision-Making
In the second step, advice writers draft advice based on gath-
ered information and specific decision-making. Decision-
making that impacts the advice content includes considering
what areas of advice to prioritize, perceived responsibility
authors held in advice writing, and addressing the usability
of the advice.

Theme 3: Advice writers prioritize content in response
to specific incidents or current trends. 13 participants
indicated that specific security incidents or current industry
trends were key prioritization factors. These participants form
half of the participants in each of our four advice generation
roles and form the majority of participants in each of the
six organization groups. F006 describes how remote access
became important during the COVID-19 pandemic:

“From my experience, most of the companies right
now have employed remote work for their employ-
ees. . . They have a higher risk of having their data

breached or compromised. So for me, what I would
say, the remote access policy is the most important
in this area, and we have to look into that because
it’s easy to compromise and very hard to detect
what has happened.” — F006

One participant described how incidents at other organizations
led to advice creation:

“Sometimes if they give advice, it’s based on some-
thing that’s going on. For example, in a ran-
somware attack, they say, “Okay, universities are
confronted with this type of attack, we should be
careful with this.”” — I002

Advice creation may also correspond to events within the
organization.

“I would say anything time critical is going to be pri-
oritized, so if a change is happening and there’s a
deadline by which a user is going to need to make a
change in accordance with whatever it is that’s oc-
curring, or people need to know about this change
before it occurs, something like that is certainly
going to be a priority.” — U007

Theme 4: Advice writers most commonly cover online
fraud and password security. While prioritizing advice on
current trends or incidents was common, several specific areas
were highlighted by participants. 10 participants indicated a
priority on online fraud (e.g., phishing, social engineering,
identity theft, email scams). On online fraud, U018 said:

“I’ve seen a lot of advice that we’ve been putting out
regarding job scams or email scams. Phishing is a
big one that we’ve put out a lot of general guidance
on. Those are the only big ones that really come to
mind is the job scams and the phishing.” — U018

Five participants mentioned password security and authenti-
cation. On authentication, I002 said:

“And then, of course, password security is also a very
important topic on everything that has to do with
password security, like use of password managers,
multi-factor authentication.” — I002

Theme 5: Advice updates are reactive. 16 participants re-
ported updating advice after new security trends or incidents
become prominent. This theme of revising advice to reflect
current trends or security incidents was also mentioned by at
least half of participants within all six organization groups.
A theme that indicates prioritizing content over novel or re-
curring advice topics. A majority of participants within the
analyst, awareness expert, and security expert advice genera-
tion roles responded similarly. On reacting to new security
incidents, U018 said:
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“Any new information that we find we like to provide
to the community so that they’re aware of the new
ways that these scammers or the phishers or the
bad actors are trying to get to them.” — U018

Theme 6: Advice writers cover a wide variety of less-
common topics. Outside of online fraud and password se-
curity, participants mentioned prioritizing 12 other areas of
advice, but no more than 4 participants mentioned any par-
ticular topic. Participants mentioned areas like remote access
policy management, frameworks, organizational policies, in-
cident response, and risk assessment. These trends concur
with prior work that indicated a lack of consensus on advice
prioritization [44].

A potential explanation may be that organizations have
different advice needs, and our interviews support that in-
terpretation. While fraud advice was the highest mentioned
prioritized advice, it was only mentioned by half of the partic-
ipants within only three different company types, respectively.
Every participant representing either a defense company or
internet provider mentioned prioritizing fraud advice, and five
out of six total university workers mentioned prioritizing fraud
advice. The rest of the advice areas are sparsely mentioned
among the different participant sub-groups. This finding may
also be caused by our Theme 5 findings in that new advice
topics are constantly being addressed, given whatever security
incident or trend is current.

Theme 7: Advice writers rarely curate advice by inten-
tionally deprioritizing topics. Most participants did not
provide significant responses when asked what areas of se-
curity advice were not prioritized or why. Four participants
said advice for obsolete or deprecated technology would be
removed or deprioritized. When asked, F016 replied: “There’s
a lot of old depreciated functionality in Microsoft Windows.”
(F016). Others mentioned deprioritizing impractical or overly
technical advice, though in at least one case this deprioritiza-
tion was reluctant. For example, I003 mentioned encryption
advice as a topic to deprioritize given being “too technical”
for general security advice.

.

Theme 8: Advice writers consider usability, but without a
consistent or systematic methodology. 20/21 participants
mentioned an attempt to make their general security advice
usable. However, participants mentioned 9 different methods
to address usability, none of which were mentioned by more
than 8 participants. 8 participants stated they simplify the
technical language of the advice so that the general public
can understand the advice. Participants also mentioned using
visualizations and graphics to enhance usability:

“Our job is to translate this to something less techni-
cal and comprehensible for a broad public. Make it
sometimes also a bit more visual — more attractive
for users.” — I002

Six participants determined if advice was usable by consider-
ing how they themselves would follow the advice.

“One of the things that we look at as we’re writing
the advice, how would we implement it? If we can’t
figure out how to implement our own recommenda-
tions within our own teams. . . how could we possi-
bly expect people to be able to implement this?” —
I004.

Some participants considered usability but without a specific
method for writing or evaluating advice usability.

“It’s not really a process per se that is implemented.
It’s just something that we keep in mind to make it
as user-friendly as possible.”” — U018

Theme 9: Help desks are considered a backstop for un-
clear advice. 20 participants stated their organization had
a team (such as a help desk) that could address users’ secu-
rity questions. U007 noted that they assumed that if advice is
unclear, the help desk would correct the issue.

“Our expectation in every case is if the user is look-
ing at instructional pages and they’re confused
about what they mean, or basically confused about
anything that they see on the central IT website,
that they would contact the help desk.” — U007

We believe that this perspective may be optimistic about users’
likelihood of asking questions before engaging in an unsafe
action, and in any case this would be an interesting perspective
for future work. On the other hand, if help desks receive the
same questions frequently, it may be an indicator to authors
that they should update advice on a topic.

Theme 10: Advice writers claim a wide range of responsi-
bilities when writing general security advice. Prior work
established a mismatch between users’ and manufacturers’ ex-
pectations of each other in smart homes [19]. Inspired by this
effect, we asked participants about how much responsibility
they or their company bear in advising users of secure prac-
tices. Overall, participants gave answers ranging from high
levels of responsibility to virtually no responsibility. We also
noticed that responses differed between the participants’ roles,
though we do not claim a literal correlation because this is
an initial qualitative study. One of the university participants
noted they take extreme ownership of their users’ security
education, and they stated their team’s goal is to: “help them,
guide them, and educate them, and basically be a partner
with them” (U018). On the other hand, a freelancer gave a
different perspective on perceived responsibility:

“Well, we give advice for the sake of advice. We want
to be sure that we are not promoting what we do or
represent. We are not trying to sell, like force you
to patronize or do business with us” — F011.
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An industry worker mentioned assuming varying levels of
responsibility depending on the content:

“It depends on what we’re writing and why. If I’m
writing the security advice or scoping the payment
card industry data security standards audits, I’m
just going to lean towards every time writing ad-
vice that would limit the scope of our environment
because obviously, that makes it easier for us to
pass the audit. If I am writing advice for, say, be-
ing ready to do something with data privacy, for
instance, marking data as highly confidential things
like that. I’m going to be as broad as I can be be-
cause I want everything protected” — I004.

Overall, we recorded seven different categories of responsibil-
ity suggested by participants, though none were mentioned by
more than six participants. Other levels of perceived respon-
sibility included writing advice to comply with standards,
motivating changes in security behavior, or going beyond
documents to offer security workshops.

4.3 Collaboration and Review
In step two of the writing process, advice writers collaborate
with internal company departments who review the advice.
Then, in step three, the advice is sent to senior-level employ-
ees for final review and approval. In both steps, advice writers
revise until the requested revisions are approved by the rele-
vant stakeholder. Otherwise, the advice is approved and then
published in step four.

Theme 11: Advice writing is distributed and collaborative.
16 participants stated there were multiple writers who worked
on content, and they stressed the importance of multiple writ-
ers to lessen workload and include multiple perspectives:

“Currently, I tend to get most of the cybersecurity
writing assignments in our group. I wouldn’t nec-
essarily say all, because we do have a focus on
trying to develop bench strength, and within our
group there are also people who are responsible for
the communication regarding specific IT services
offered by departments.” — U010

18 participants mentioned collaborating with internal com-
pany departments. Security (12/21), marketing and commu-
nications (7/21), and human resources (HR) (3/21) were the
most mentioned departments for advice collaboration. Partici-
pants noted that the mix of security experts and non-experts
helped create content that is technically accurate and under-
standable to a broad audience:

“The central IT communications group (none of them
have been members of the information security

group) [works] closely with information security.
So if they’re writing about something that’s a secu-
rity issue, they’re going to be corresponding with
one or more people within information security
making sure that they have the details right in their
write-up. Or they may start with a couple of para-
graphs that someone in information security sup-
plied, and then they’ll write their page around that
to make sure that they’re getting the technical de-
tails right.” — U007

Theme 12: Advice is routinely reviewed by senior person-
nel. 17 participants mentioned submitting proposed general
security advice to senior level employees (management or
advisory board) for review, feedback, and approval. The uni-
versity employees and industry workers we interviewed keep
their advice within their own group before it is sent to their
own management who then approves the advice. Freelancers
writing for other organizations submit their advice to the man-
agement of their client company for review and approval. For
example, participant F014 mentioned review by C-level exec-
utives.

Theme 13: In-house legal counsel can be heavily involved
in advice creation. We reasoned at the beginning of the
study that one cause of the overall lack of prioritization of
security advice might be organizations writing comprehen-
sively to limit liability rather than focus on the most likely
issues. Therefore, we specifically ask about the involvement
of counsel.

7 participants confirmed that their legal department was
involved to ensure that the advice met certain legal standards
and was up-to-date with the current law. As F011 explains:

“We believed that being a good lawyer does not mean
being a good security expert, . . . so [lawyers] just
review. If they feel something should be removed
on legal grounds, they advise us. nd if they feel
that we need to include some things based on legal
grounds, they let us know. We include those things
and then send that back to them for review, and then
we go back and forth until they are satisfied with
the documents.” — F011

Another seven participants stated their legal was occasionally
involved depending on the content or intended audience:

“ If it comes to data protection specifically or a
GDPR specifically, yes [legal is involved], because
they would be the experts. For the rest, no.” — I003.

The remaining seven participants indicated that they were
either uncertain of the role of legal counsel or were certain
that legal counsel was not involved. While legal counsel in-
deed influences content, we conclude that the extent of their
influence does not explain the breadth and variety of security
advice reported in the literature.
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4.4 Reported Challenges and Improvements
Theme 14: Advice writers struggle to scope advice for
broad audiences who lack fundamental security knowl-
edge. 12 participants specifically mentioned difficulty in
identifying not just the necessary topics for their intended
audience, but also explaining relevant solutions for diverse
technical settings. Simplifying advice content was recorded
in responses by participants who mentioned it as a possible
method to improve future general security advice. Through-
out the study, participants gave examples of how both the
intended audiences and teammates they worked with during
advice writing came from different backgrounds and therefore
all have different levels of security awareness. Therefore, it
is important that general security advice be simplified for all
intended audiences:

“I think not underestimating your audience, trying to
empathize, trying to put things in terms where they
understand that what we’re helping them with is
really the thing that they want the most.” — U019

This challenge is especially seen in advice for employ-
ees who need to use software but lack necessary security
awareness. Specifically, writing advice content that accounts
for accurate assumptions about the intended user’s security
knowledge. One participant stated it is easier to advise more
experienced clients who have security knowledge than those
who are less experienced. Another participant mentioned that

“The problem internally was I think mostly that our
IT teams supposed that everyone knew that we had
a password manager, and they knew how to use it.
But basically, this wasn’t the case because a lot of
people — I think also a lot of new people working
for the organization — didn’t know that it existed”
— I002

Theme 15: Advice writers value direct security training,
despite its costs. Participants perceived that rectifying gaps
in fundamental security knowledge is difficult:

“The most time-consuming task is when a company
needs to train their employees, which takes a little
time to train and give awareness to the employees.”
— F006

They also still recommend direct training.

“We believe in constant improvement. We believe in
trainings. We believe in our teleconferences. We be-
lieve in individual investments in their whole train-
ing. So we encourage our team members to learn
more. As a company, we try to find where we can
get the kinds of trainings, conferences, events and
all of that so that we can get updated on the current
trends and security.” — F011

One participant noted an alternative approach to traditional
trainings:

“During the Cybersecurity Awareness Month we
have games (particularly online, given the COVID).
I’m astounded at how many people reach out and
want to play these games for $25–$50 gift cards. So
provide more games to attract people and use that
to ask them questions. Perhaps one game session
focuses on multi-factor, and another game focuses
on strong passwords. ” — U009

Theme 16: Participants recognize the need for proactive
updates. Participants also desired to revise or audit pub-
lished advice on a regular basis, as opposed to strictly reac-
tively as discussed earlier.

“Somebody needs to be looking through the pages
and making sure that they’re still relevant and that
they still have current information, and I think that’s
an area that we’re not really that good at.” — U007

Theme 17: Collaboration and review leads to delay in
publishing advice. We previously discussed how authors
credited collaboration and review with leading to more read-
able and appropriate advice. Participants mentioned that col-
laborators who either are not consistent in their practices or
do not meet important guidelines when writing the advice
are challenging to work with. 6 participants mentioned that
collaboration leads to delay because it requires the time of
multiple busy parties. Time from senior stakeholders is even
more difficult:

“A lot of times, those stakeholders are upper manage-
ment. It’s hard to get on their schedules. So there’s
always room for improvement in that. Sometimes
the process takes too long because you’re literally
waiting for a day when you can get four people in
a room together, and it’s two weeks out. So there
would be room for improvement there. Maybe that’s
top-down buy-in where they say this is more impor-
tant than anything else; make time for it, which only
happens after a breach. I would say those are two
areas that would make things easier.” — I004

5 Discussion

In this section, we contextualize our results with prior litera-
ture on advice prioritization, procedural decision making, and
perceived responsibility in end user security. We then discuss
how these findings can promote better practices for curating
general security advice with methodological recommenda-
tions for both advice writers and their organizations.
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5.1 Identifying Lack of Consensus

Advice Prioritization Participants prioritized their advice
to reflect current security trends or respond to security in-
cidents during advice construction and revision. Prioritized
advice topics experience variable attention over time and may
undergo fluctuating cycles of prioritization. Similarly, advice
revisions exhibit a reactive manner in an attempt to constantly
keep up with the latest security incidents and trends. While it
may seem appropriate to prioritize content like this, it leads
to a possible overproduction of advice on numerous security
topics. We see this in Theme 6 as participants mention a total
of 14 topics they prioritize in their advice writing.

Differences in prioritized advice topics among our study
population may also be likely contributed by the differences
in specific target audiences, roles, and organizations. However,
even participants among the same groups sparsely agreed on
which specific topics of advice they should prioritize. Rather,
they instead looked to whatever novel security threat they
determined they needed to cover. Relying on the latest threats
and trends for advice writing also makes it more difficult to
determine which security advice should not be prioritized.
Outside of not covering obsolete or impractical advice, ad-
vice writers rarely provided significant responses to how they
would deprioritize security advice.

We believe the reluctance to curate or deprioritize content
partially explains the advice prioritization crisis documented
in prior work. To borrow a common expression, “if everything
is a priority, nothing is.” Practitioners recognize that the attack
surface for modern computing is vast and ever-changing. How-
ever, they may fail to account for the effort and opportunity
cost to users caused by comprehensive advice. Our findings
on the curation of security advice from advice writers add
context to a continued theme from prior work indicating a
lack of consensus on which general security advice should
be prioritized [44]. Our results show that content covered in
security advice is not curated to cover perennial topics, rather
it is curated to cover many novel topics. Focusing on novel
threats instead of perennial threats for security advice may
contribute to overwhelming end-users with security advice
they do not need. This implies that much general security ad-
vice found online may either be outdated or less relevant than
when it was first written. Users of varying levels of security
experience are left on their own to distinguish which security
advice they actually need or is still important. While security
experts are better equipped to make these important choices,
end users lacking proper security awareness are less likely
to understand the distinction between outdated and relevant
security advice. This increases the number of security topics
that end-users have to read through in advice and determine
which advice they should prioritize. We make recommenda-
tions for a more proactive approach to advice and improving
the lack of consensus for prioritizing general security advice
in Section 5.2.

Procedural Decision Making A lack of consensus in pro-
cedural decision making was also prevalent in our findings.
This is first observed among our Theme 1 and 2 findings
which describe how information is gathered for their advice.
We discovered that advice writers experience challenges in
identifying key aspects of the scope of the advice they are
tasked to write for their intended audience. This is a critical
challenge given that most participants in our study state that
information gathering is their first task in writing advice and
sets the foundation for the scope of the content. If advice writ-
ers then make decisions on prioritization given an insufficient
foundation, their advice will experience variable prioritiza-
tion, given their inability to consistently define a scope for
their advice. P009 stated they would prefer their advice to
“target messages to students. It’s a challenge. What we create
is available to them, but how it’s delivered and where it’s deliv-
ered should be better targeted.” Participants among all of the
recruited groups experienced this challenge regardless of their
organization or intended audience. General security advice
affects end users in universities, organizational employees,
and many other types of audiences who lack adequate general
security awareness. A lack of consistency in properly iden-
tifying how general security advice should be written leads
to a lack of consensus in advice prioritization from experts,
which then trickles down to the lack of advice prioritization
among general users.

Advice writers also refer to multiple distinct sources of
sample advice that include any legal regulations, technical
standards, or other organizational entities. In total, we identi-
fied 20 different external sources that participants mentioned
they use to influence their general security advice. Of the 20
different external sources mentioned, only four were men-
tioned by at least 30% of participants. Similar to how this
work and prior work [44] demonstrate a lack of advice con-
tent prioritization, there is also a lack of consensus among
organizations and advice writers on which external sources to
pull sample advice from. We see this lack of consensus among
participants of the same recruitment group and also between
participants of different recruitment groups. Specifically, we
observe differences in external sources cited for influencing
advice content even among participants who share both the
same intended audience and the type of organization they
worked for. An upstream usage of distinct external sources
and an inconsistent foundation for gathering information for
advice add more clarity as to why security experts differ in
security advice prioritization. As suggested in prior related
work [19], we discuss the importance of both advice authors
and organizations to formulate standards to consistently cu-
rate perennial topics for security advice in Section 5.2.

Lastly, it is evident there is no consensus on agreed-upon
methods in which advice authors consider the usability of
their general security advice. Also, it is unclear if participants
are performing appropriate usability checks in their advice for
their intended audience. This lack of consensus for methods
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in considering the usability of general security advice con-
struction may be due to the lack of experience or knowledge
about usability from both the authors and organizations. An-
other possible factor could be the pressure to release advice
for a client within a specific time frame, a challenge that is
seen more often for industry or freelancer workers. This in-
creased pressure to meet deadlines to produce content may
come at the expense of thoroughly considering the usability
of general security advice. Regardless, a lack of consensus
on which usability methods to implement to write general
security advice can create advice of variable degrees of us-
ability. Prior work has shown that end users follow or reject
advice based on perceived cost and benefit analyses of the
advice [6, 10, 15, 21]. This adds another burden that end users
have to consider when deciding what general security advice
they should prioritize. On top of deciding if advice presented
to them is relevant to their needs, they also have to consider if
that advice is worth implementing given the opportunity costs
of implementing the advice. We recommend that specific
usability tactics should become standards agreed upon by ex-
perts and authors of general security advice in order to lessen
this burden. We explain this in further detail in Section 5.2

Perceptions on Security Responsibilities Previous work
by Haney et al. [19] identified an interdependent relationship
within user perceptions of the responsibility of smart home
device privacy and security between three actors, namely the
smart home device end users themselves, device manufactur-
ers, and third parties such as government or regulatory bodies.
In that paper, it was reported that users based their actions
on that perceived interdependent relationship and therefore
would not consider themselves the sole protector of the se-
curity of their smart home devices. However, manufacturers
and regulatory third parties do not always act on this interde-
pendent relationship, thus there exist gaps in understanding
of the responsibilities for each party. In our work, we discov-
ered several different responses for how authors of general
security advice assess their perceived responsibility in ad-
vice writing. Some participants only wrote advice to comply
with standards or requirements their organization enforces
whereas other participants emphasized a need to educate their
intended audience to develop better security decision making
habits. Overall, there is no agreed upon consensus for what
levels of responsibility that authors of general security advice
or their organizations should assume in assisting their target
audience. Our findings support results from previous work
and highlight gaps in responsibility assumed not just between
the general public and entities providing content, but also be-
tween the parties responsible for generating general security
advice for users. Gaps in perceptions of shared responsibil-
ities among the experts and end users fall further than just
for smart home users, but also for both the general public and
organizations who seek assistance with general security. A
lack of agreed upon consensus on perceived responsibilities
is apparent within both end users and the experts. This leads

to increased confusion about which parties should be respon-
sible for mitigating what issues or making security decisions
for end-user software and technology. In Section 5.2, we add
onto recommendations from previous related work [19] and
make suggestions for explicit responsibility establishment for
future general security advice creation.

5.2 Methodological Improvements for Advice
Writing

We identify areas of improvement for general security advice
construction by analyzing the current state of advice construc-
tion from the lens of the writers. We suggest methodological
improvements for general security advice construction based
on our current findings and findings from previous related
work [11, 19, 44].

5.2.1 Develop the Domain of General Security Advising

A lack of consensus across multiple areas in the general se-
curity advice writing process indicates that its domain is not
fully developed. We describe six domains of focus for pro-
fessionals to consider when writing general security advice.

Resources/Technology: The biggest challenge participants
mentioned when writing general security advice was defin-
ing the scope of advice content and how the advice can be
broadly applied to all intended targeted audiences. P004 and
P021 both advocated for the creation of an open source based
repository to act as a research forum for advice writers. Both
participants recommended that such a system should contain
organized information about current general security ques-
tions or issues and that this system can be queried or allow
open discussion between advice writers. Such a tool could
be used by advice writers to both better discover what secu-
rity topics need advice on and collaborate with other advice
writers to come up with implementable solutions to commu-
nicate with their target audiences. While this is one idea of
tool creation, future research may investigate the creation of
new tools to help authors of general security advice identify
advice content. Advice writers then would not have to rely on
waiting for an incident to happen or a new trend to become
popular in order to generate ideas for general security advice.

Relationships: Multiple parties are involved in discussing
and reviewing general security advice before it is published.
Understanding differences in viewpoints and requirements
among organizational parties has been studied at a broader
scope for internal corporate communications [11]. Critical
challenges described in such work emphasized the importance
of addressing communication related management problems
between management and communications practitioners. Sim-
ilarly, we recommend that advice writing parties each receive
clear definitions on their responsibilities and roles during ad-
vice writing to reduce confusion among everyone involved.
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Participants also mentioned that meeting with every party
involved in the writing process can be time consuming since
different parties (e.g., marketing, communications, security)
have different schedules and duties to adhere to. Authors of
general security advice should consider adopting a formal
schedule and process that is agreed upon by all collaborating
parties. This may help decrease the amount of time waiting
for collaborating parties to meet and discuss advice content
and how it should be implemented.

General Security Focus: Improving the security culture
of both the intended audience and parties who write general
security advice was recommended by participants as a means
of improvement. Security awareness games, workshops, and
other events to keep authors of general security updated on
security trends help them stay connected to what issues are
affecting their target audience. Providing the same programs
for general users is also helpful for them to learn general
security advice in a non-conventional way and should be
considered by experts who write general security advice.

Content Improvement Metrics: Agreeing to a set of us-
ability practices to make general security advice more usable
can consist of the following: advice visualizations (e.g., di-
agrams, images, media, etc), and simplifications of overly
technical words or phrases or templates to organize the advice
content.

Community Support for Advice Writing: Establishing a
community for advice writers to collaborate on ways to ad-
dress common security threats through advice would greatly
help writers in earlier stages of advice writing. Such a com-
munity can communicate by sharing best practices, sample
advice from experts, or even recommendations for non advice-
based approaches (e.g. games, workshops). Methods to evalu-
ate the effectiveness of published advice over time can also be
agreed upon by a community of advice writers. Academic re-
searchers should also be involved in community collaboration
in advice writing.

Human-Centered Engagement in Earlier Writing Stages:
Advice writers in our study rarely mentioned user interaction
with their intended audience as a means to generate content.
Earlier stages in the writing process would benefit greatly
from engaging directly with their intended audience to learn
about security problems they may encounter. These direct
interactions can help inform writers on which topics to priori-
tize, as well as how understandable or actionable their advice
is. Writers should also gauge their users on whether the vol-
ume of advice is too high.

5.2.2 Proactive Advice Updates and Curation

Proactive Advice Updates: Implementing a proactive
manner of updating or reviewing general security advice
better ensures the advice is up to date. Participants mentioned
performing more frequent check ups or audits of general

security advice helps maintain the relevancy of the advice.
Without consistent content audits, there increases the chances
of advice becoming stagnant or not reflective of the current
environment. Therefore, adopting a proactive approach to
reviewing general security advice on a timely basis prevents
the presence of outdated advice.

Establish a Set of Agreed Upon Standards for Advice Cu-
ration: We advocate there be a consistent standard to deter-
mine perennial areas of general security advice to cover. We
say a set of standards since no one standard can be broadly
applied to all advice of all intended audiences. Therefore, we
suggest advice authors and industries communicate both what
advice should be perennial and what advice should not be
prioritized. Also, we suggest the research community inves-
tigate further what security advice end-users actually claim
they need and if they are receiving that advice now.

6 Conclusion

In a semi-structured interview study with 21 authors of gen-
eral security advice, we analyze the processes, decision mak-
ing, and challenges that experts face when writing general
security advice. We corroborate the lack of consensus on se-
curity advice as well as responsibility assignment from prior
work. Our contribution gives insights into the context and
reasons for this lack of consensus: advice writers struggle to
define the advice scope and prioritize the information neces-
sary to write advice, and must prioritize time-sensitive events
over curating perennial advice. Based on our findings, we
provide recommendations for how general security advice
authors can better develop the domain of general security ad-
vice writing, implement proactive approaches towards writing
and revising general security advice, and establish a set of
agreed-upon standards for advice writers to reference when
curating general security to end users. Addressing the lack of
agreement on how general security should be advised from
both the end user and advice writer side may improve the
relationship between both parties in general security advice
prioritization and perceived responsibilities.
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7 Interview Guide

1. Ice Breaker Questions:
(a) When and where did you learn to write general secu-

rity advice?
(b) What is your current occupation?
(c) Can you describe the type of company you worked

for when you wrote general security advice?
2. Can you tell me about how security advice gets made and

distributed at your organization?
(a) Is there a decision making model for the creation of

security advice?
(b) Are there any external sources used to provide sample

advice that gets posted?
3. Can you tell me about the people or roles involved in the

process?
(a) Does a chain of command or hierarchy exist within

the parties?
(b) Are all of these parties involved with the company or

external?
(c) What is typically the experience or knowledge of

parties in regards to computer security?”
4. Are there particular areas that are prioritized or discussed

more in depth within the general security advice?
(a) If so, what is the reason for this prioritization or focus

into this area?
(b) Are there any areas that are intentionally excluded

from being covered in the security advice?
(c) If so, what is the reason for not writing advice for this

specific area?
5. Is the general security advice regularly updated or re-

viewed?
(a) If so, what systems or procedures are in place to up-

date/review the advice?
(b) Were these systems/procedures always in place, or

did an event or policy create them?
(c) If possible to comment, are there legal practices or

regulations that prompt the creation and/or regulation
of the advice?

6. Is your company’s legal department involved in the cre-
ation or even discussion of the general security advice?
(a) If so and you are able to comment, are they able to edit

or create any parts of the advice, or even recommend
certain areas be covered?

7. If possible, can you comment on how much responsibility
your organization claims in assisting in general security?
(a) How much of the advice is well-meant, or meant to

limit the reliability/responsibility of the service in
security matters with general security?

8. Does your company have a team or group of individuals
that handle general security internally?
(a) Are they external workers?
(b) Do they have expert experience in computer security?

9. When creating the general security advice, is there a

thought process as to how actionable or practical the ad-
vice may be for the typical user?

10. These last questions are more so geared to your own
experiences when creating the advice.
(a) Are there any tasks completed during general security

advice creation/revisions that are challenging or time
consuming?

(b) Have you ever thought about how general security
advice for your company, or overall can be improved?
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8 Codebook

High Level Codes

Codes Code Explanations

1a. Learn to write Advice How the participant first learned to write general security advice.

1b. Occupational Role Occupations for participants during the time they wrote general security
advice.

1c. Companies Places where the participant worked for and wrote the advice.

2a. Formal Writing Process Any formal or structured process (Gap Analysis, SLA, defining scope,
etc) used for writing advice.

2b. Informal Writing Process Advice writing that is not dependent on any formal process. Rather, it is
written in an informal or non-structured writing process.

2c. Legal or Non Legal Guidelines Mandates, regulations, laws, or frameworks that were used to influence
the advice. These are not solely or specifically technical, but apply to a
wider range of compliance standards.

2d. Technical,Security Standards Advice content is influenced by technical and/or security standards.

2e. External Entities External entities (organization, group, company, etc) that authors seek
for guidance on advice writing.

3a. Background,Experience Backgrounds of fellow workers/teammates of advice authors.

3b. External Company Party
Collaboration

Parties outside the primary advice construction group that collaborate in
the advice writing process (outside or external to the company).

3c. Internal Company Party
Collaboration

Parties outside the primary advice construction group that collaborate in
the advice writing process (within the company).

3d. Writers The number of people specified by the participant who helps physically
write the advice.

4a. Most Prioritized Advice Most common/prioritized topics of advice written.

4b. Least Prioritized Advice Least common/prioritized topics of general security advice.

4c. Reasons Advice is Prioritized Reasons or events that would cause the creation of general security
advice.

4d. Reasons Advice is not Prioritized Reasons certain advice has not been covered as much or prioritized.

5a. Revision Process Processes and reasons to revise advice.

6. Company’s legal department Company’s legal department involvement within the advice writing
process.

7. Responsibilities Responsibilities claimed by participant companies when creating the
advice.

8. Internal Support Support for clients that is internal or technical (not advice).

9. Advice Usability Thought Process Though process or methods of improving actionability/usability of the
advice.

10a. Challenges Challenges with writing the advice.

10b. Improvements Authors’ opinions of how the advice writing process could be improved.
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Abstract

Research has shown that trigger-action programming (TAP)
is an intuitive way to automate smart home IoT devices, but
can also lead to undesirable behaviors. For instance, if two
TAP rules have the same trigger condition, but one locks
a door while the other unlocks it, the user may believe the
door is locked when it is not. Researchers have developed
tools to identify buggy or undesirable TAP programs, but little
work investigates the usability of the different user-interaction
approaches implemented by the various tools.

This paper describes an exploratory study of the usability
and utility of techniques proposed by TAP security analysis
tools. We surveyed 447 Prolific users to evaluate their ability
to write declarative policies, identify undesirable patterns in
TAP rules (anti-patterns), and correct TAP program errors, as
well as to understand whether proposed tools align with users’
needs. We find considerable variation in participants’ success
rates writing policies and identifying anti-patterns. For some
scenarios over 90% of participants wrote an appropriate pol-
icy, while for others nobody was successful. We also find that
participants did not necessarily perceive the TAP anti-patterns
flagged by tools as undesirable. Our work provides insight into
real smart-home users’ goals, highlights the importance of
more rigorous evaluation of users’ needs and usability issues
when designing TAP security tools, and provides guidance to
future tool development and TAP research.

Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
without fee.
USENIX Symposium on Usable Privacy and Security (SOUPS) 2023.
August 6–8, 2023, Anaheim, CA, USA

1 Introduction

Platforms like IFTTT [13], SmartThings [20], and Home As-
sistant [10] allow users to create home automations to config-
ure their smart homes. Home automations are often expressed
as trigger-action programming (TAP) rules, which are an ac-
cessible way for people without programming experience to
customize their smart-home devices [22]. A typical TAP rule
format is: “IF trigger THEN action”, where the trigger is an
event that causes the action. For example, “IF Alice leaves
home THEN lock door” locks the door whenever Alice leaves
her home. More complex TAP rules can include conditional
triggers or trigger multiple actions.

Users can accomplish more complex goals by writing mul-
tiple TAP rules, which we call TAP programs. When TAP
rules are executed, they can generate events or alter the home
environment, which may trigger other rules. For instance, con-
sider the rules: “IF the user nears home THEN unlock door”
and “IF door is unlocked THEN turn off security camera”.
Once the user reaches home, the first rule is triggered, and
the resulting action (unlock door) triggers the second rule,
causing the camera to stop recording.
Security and privacy risks of TAP Research has shown
that users struggle to write complex TAP programs [12, 28]
and reason about their behavior [12, 26], leading to problems
ranging from safety risks like leaving doors unlocked [4, 5]
to privacy risks like leaking sensitive data [3, 21]. Consider
a situation where Bob has installed the rules “IF the time is
7PM THEN lock door” and “IF Bob arrives at home THEN
unlock door”. Here, Bob might mistakenly believe that the
first rule will re-lock his door after he comes home at 8PM,
a misunderstanding that could pose a safety risk. Further,
even if Bob realizes there is a problem, he might have trouble
finding a solution.
TAP security analysis tools To address these concerns, re-
searchers have proposed tools to diagnose TAP program prob-
lems. Some tools detect TAP anti-patterns: recurring struc-
tures of TAP rules that can lead to unexpected or problematic
behaviors [4, 5, 7, 16, 18, 24, 27]. Examples of anti-patterns
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include rules that trigger conflicting behaviors in the same de-
vice, rules that might trigger each other (loops), and multiple
rules triggering the same action.

Other tools verify that TAP programs adhere to declarative
policies specified by users: the user specifies how they want
their smart home to behave, (e.g., the front door should be
locked at night), and the tool checks that no TAP rules violate
the policy [2, 4, 5, 14, 15]. A proposed approach to specify
policies are fill-in-the-blanks policy templates [16,28]. For in-
stance, Bob might write the policy “Door is unlocked should
never be active while the time is after 7PM”, where “_ should
[always/never] be active while _” is the policy template.

However, there has been little work on whether these tools
are easy to use and whether they satisfy users’ actual needs.
For example, it is not known which of the TAP anti-patterns
identified by prior work are of concern to users, or which of
the proposed templates for specifying declarative policies are
easiest for users to understand and fill out correctly.

Research questions To gain insight into which TAP analysis
tool user-interface approaches work well and which may need
more refinement, we conducted an exploratory survey. We
recruited 447 smart-home users from Prolific to study their
perceptions of the problems that TAP security analysis tools
address and the usability of the approaches proposed by these
tools. In particular, we investigate the following questions:

• RQ1: What are smart-home users’ motivations and goals
for using TAP rules?

• RQ2: Can users successfully write declarative policies
using the templates proposed in prior work? Which tem-
plates do people use most successfully, and which ones
do people most prefer?

• RQ3: Given a TAP program, can users identify the TAP
anti-patterns from prior work? Do users perceive anti-
patterns as undesirable, and would they be interested in
using a tool to find them?

• RQ4: What information should a tool provide that would
be most helpful to aid users fixing policy violations or
removing anti-patterns found in their TAP programs?

Overall, we show that smart-home users have the necessary
skills to use TAP security analysis tools, but there is room
for improvement. Participants were moderately successful
at specifying declarative policies using templates, but strug-
gled with some template formats. Participants also varied
in their abilities to identify TAP anti-patterns. While some
anti-patterns were viewed as desirable, participants generally
agreed that it would be helpful to have a tool to identify them.
Participants were most successful at repairing buggy TAP pro-
grams and completing partial programs that violated declara-
tive policies when they were given some additional context
about the state of the home when the policy violation would
occur. Based on our results, some important shortcomings of
these tools include confusingly worded policy templates and

inconsistencies between user mental models of TAP rules and
how they are modeled in the tools. Our findings provide guid-
ance for both developers of TAP security analysis tools and
researchers investigating the security and usability of TAP.

2 Background and Related Work

We broadly categorize TAP tools as ones that verify custom
declarative policies, and ones that look for high-level TAP
anti-patterns; several tools do both [4, 5, 16, 18, 27].

Tools with declarative policies Tools such as SIFT [15],
Soteria [4], Salus [14], and AutoTap [28] typically require
the user to specify which devices and TAP rules they have in
their smart home, as well as how they want their devices to
behave (a policy). The tool then checks the policy against a
formal model of the user’s home setup. Some tools perform
this verification at run time [5], notifying users of potential
violations as they interact with devices and trigger TAP rules.

The interfaces to specify policies vary in complexity be-
tween tools. Some tools require policies to be specified in a
formal logic [4,18,27]. Others allow the user to write a policy
as a series of conditions that should never happen [15] or via
fill-in-the-blanks templates [16,28], which are then translated
to a more formal language. We focus on templates, as they
require less training than writing policies in formal logic.

Chaining together smart devices through TAP programs
leads to diverse and complex functionality, but also means
that finding the source of a problem with a TAP program can
be difficult [25]. Upon finding a policy violation, some tools
supply a counterexample to help with debugging [4]. Others
give hints about what led to the violation, like the rules re-
sponsible for the problem [16,18]. In our study, we investigate
what type of feedback is most helpful to the user trying to fix
problems: identifying rules involved in the violation, supply-
ing a full trace leading up to the violation, or something in
between. Some tools go further and automatically synthesize
fixes to suggest to the user [14, 28]. To narrow the scope of
our study, we don’t evaluate synthesis techniques but focus
instead on what information tools can give users to help them
understand the causes of violations and how to solve them.
For tools that automatically fix problems, our results could
still be relevant because users still need to specify a property
(RQ2) and may benefit from additional feedback to help them
understand what problem is being addressed (RQ4).

TAP anti-patterns Research has identified TAP anti-
patterns [7, 11, 24] that can lead to unsafe or unpredictable
behavior [1]. For instance, Bob’s program from Section 1
exhibits an anti-pattern (Opposite Behaviors in Table 2) fre-
quently identified in TAP research as problematic: if two rules
trigger simultaneously with conflicting actions (door unlock
and door lock) the result becomes unclear, which could lead
to confusing or unsafe situations (such as Bob’s door being
unlocked when he believes it is locked). Other research iden-
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tified potential confidentiality and integrity violations in TAP
programs [3, 9, 21] and anti-patterns that could be leveraged
in attacks to force devices into an insecure or unsafe state [6].

Research has also examined the prevalence of these po-
tentially harmful anti-patterns. Some examined random or
hand-crafted programs built from publicly available TAP
rules [9, 21, 24], while others set up real devices to evalu-
ate tools and test their attacks [6, 7, 15, 24]. Some prior work
collected TAP programs from a small number of real users
to evaluate [8, 11]. While many tools are capable of detect-
ing various patterns, it is unclear whether users would under-
stand what these patterns are, or if they find them undesirable.
Therefore, we design tasks to measure understanding and
perception of a selection of anti-patterns from prior work.
Usability of TAP tools The usability of a small number
of proposed TAP analysis tools has been evaluated individu-
ally [15,16,28]; in contrast, we compare techniques employed
by various tools from the TAP literature, examining the poten-
tial utility and efficacy of different approaches to specifying
and debugging TAP programs and their properties.

3 Study Goals and Survey Design

We next describe the motivation for our study and how it
informed the design of our surveys. We describe the specific
procedures for administering the surveys in Section 4. Our
goal is to examine the user-interaction approaches suggested
by existing TAP analysis tools to determine what works well,
where refinement is needed, and how tools might better serve
users. To explore the breadth of the design space, we conduct
a survey-based user study. We divided our study into four
parts, which correspond to our research questions (Section 1).

3.1 Part 1: Identifying user needs
What are users trying to accomplish with their TAP programs?
Since the space of tools and problems is large and varied,
knowledge of users’ goals can help inform priorities for tool
design. For instance, if users are generally installing TAP
rules without much consideration for what they expect their
devices to do (or not do), they might find writing declarative
policies difficult, and might instead benefit from a tool that
looks for programming patterns that may cause problems.

We asked users about their high-level priorities for their
TAP programs by rating the importance of several goals —
Home Safety, Home Security, Privacy, Comfort and Conve-
nience, Understanding Failures, and Fun — on a five-point
Likert scale. We also asked them to describe any goals they
had for their smart home in a free-response field.

3.2 Part 2: Writing declarative policies
Some tools allow users to specify how they want their devices
to operate and check for violations of these declarative poli-

cies. There are a few ways to specify policies; an approach
suggested by tools like AutoTap [28] and SafeTAP [16] is
fill-in-the-blanks policy templates. However, these templates
could be confusing to users, because they use complicated
constructions such as “[state] should [always/never] be active
while [state]” (see Table 1 for a full list).

So, we ask, can users correctly express their goals using
this kind of interface? And, if not, what factors might be
contributing to their problems? We break these questions
down into the following three survey tasks.

Task 2a: Picking templates Can users pick a template for-
mat that matches a high-level goal? There is some variation
between AutoTap [28] and SafeTAP [16] templates, but both
tools have multiple templates that users need to pick from
to specify their policies. While some templates are equiva-
lent (like AutoTap’s “_ should [always/never] be active” and
SafeTAP’s “I [always/never] want _”), there are important
differences between others, like whether the policy is con-
ditional or includes timing constraints, and other subtleties
between (instantaneous) events and (persistent) states.

To investigate this, we presented participants with a sce-
nario and goal, and asked them to choose which of the Auto-
Tap/SafeTAP templates were most appropriate for the goal.
Participants could choose any template from Table 1. Partici-
pants repeated this task for two scenarios.

Task 2b: Filling out templates Can users correctly fill out
a policy template, once one has been correctly selected? To
write policies understandable by a tool, a user may have to
think of the goals they have for their home in terms of spe-
cific device behaviors or conditions since the tool likely will
not understand what it means for a home to be “warm” or
“safe.” Some devices have simple boolean states, like “dryer
on” or “dryer off,” but others may require more specificity,
like temperature or time.

Participants were presented a scenario describing a goal
and a template, and their task was to fill in the blanks for
template using drop-down menus of states or events. This
task was repeated three times, for the following scenarios:
closing the windows when it rains, setting the thermostat at
night, and keeping the dryer off during work hours.

Task 2c: Clarity of templates Because there may be several
equivalent ways to write a policy, we want to know which
templates make most sense to users.

Policy templates themselves might be logically equivalent,
like “_ should [always/never] be active” and “I [always/never]
want _”, or people might prefer one way of filling out a par-
ticular template over another, like “Dryer on should never
be active” and “Dryer off should always be active.” We are
interested to know whether there are any templates that are
especially popular, or if our participants tend to prefer equiva-
lent AutoTap templates or SafeTAP templates, or the positive
(“always”) or negative (“never”) form of the templates.

In this task, participants were shown a goal and four poli-
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Name Template

AutoTap [28]

One-State Unconditional [state] should [always/never] be active
One-State Duration [state] should [always/never] be active for more than [duration]
Multi-State Unconditional [state] and [state] should [always/never] occur together
State-State Conditional [state] should [always/never] be active while [state]
Event-State Conditional [event] should [only/never] happen when [state]
Event-Event Conditional [event] should [always/never] happen within [duration] after [event]

SafeTAP [16]
Whenever Whenever [event] make sure that [state]
Only When [event] only when [state]
Always/Never I [always/never] want [state]

Table 1: Name and format of each policy template evaluated in the study.

cies describing the goal and were asked to pick the policy
they felt was most natural. Participants were randomly shown
three of five possible scenarios.

3.3 Part 3: Identifying TAP anti-patterns

Another class of TAP security analysis tools check for anti-
patterns in TAP programs. An example of an anti-pattern is a
loop, where one rule triggers a second rule, the second rule
triggers the first, and so on.

We ask: Would users find these tools useful? How well
can users identify anti-patterns on their own? Do they want
assistance from a tool? And are there situations where users
actually want to use these patterns, despite researchers having
identified them as undesirable?

In this survey component, we investigate users’ perceptions
of anti-patterns identified by prior work, which we define in
Table 2. We selected 12 anti-patterns from prior work and
re-named them to reduce any bias the names and descriptions
might introduce when evaluating their desirability (e.g., from
“Action Conflict” [24] to “Opposite Behaviors”). We also
added one that looks for any rules with different triggers and
different actions (we call this “Different Triggers, Different
Behaviors”) to have something benign to compare against the
anti-patterns identified by prior work as undesirable.

Participants were randomly assigned four anti-patterns. For
each anti-pattern, we first provided participants with a def-
inition and an example of the anti-pattern. Then, we asked
participants to complete the following three tasks.

Task 3a: Identifying anti-patterns First, can users under-
stand anti-patterns well enough to identify them in a TAP pro-
gram, and do they have a good sense of which anti-patterns
are more difficult to understand? In this task, we presented
participants with four TAP programs, and asked them to select
the program that was an instance of their assigned anti-pattern.
We also asked them to rate the difficulty of understanding the
anti-pattern on a five-point scale (Very Difficult, Difficult,
Neither Difficult Nor Easy, Easy, Very Easy).

Task 3b: Perceptions of anti-patterns Do users believe anti-
patterns to be problematic? Or, do they think there might be
situations where people would want anti-patterns in their TAP
programs? In this task, we asked participants four questions
about their assigned anti-pattern: if they think their own TAP
rules would contain the anti-pattern, if they would want the
anti-pattern in their TAP rules, if they think others would
want to use the anti-pattern, and if they want to avoid the anti-
pattern. Participants responded on a four-point scale (Never,
Rarely, Sometimes, Always).

Task 3c: Perceptions of tools for anti-patterns Would tools
that detect anti-patterns be useful to users? We asked partici-
pants four questions about their assigned anti-pattern: whether
they need help identifying it, whether they want help identify-
ing it, whether they would use a tool that finds it, and whether
they would be annoyed by a tool looking for the anti-pattern.
Participants responded on a four-point scale (Definitely not,
Probably not, Probably, Definitely).

3.4 Part 4: TAP program repair
TAP security analysis tools typically notify users of bugs or
potential problems, but don’t necessarily tell them how to fix
them. Some tools describe the trace of events leading to the
problem (e.g., Soteria [4]), others report only which rules are
involved in the violation [16, 18], and yet others synthesize
patches to suggest to the user [14, 28].

We ask, what types of information provided by analysis
tools about an error or policy violation are most helpful for
users trying to understand and correct the issue? In this survey
component, we compare three forms of feedback.

Task 4a: Fixing a buggy rule Here we asked participants
to fix a policy violation caused by a buggy rule. First, we
showed participants a scenario and goal, and set of TAP rules,
and asked them to pretend that a tool found a problem. In one
scenario, the participants were told the user wants their door
to be locked when they aren’t home (“door lock” scenario),
in another the user wants their lights to blink only to indicate
that there is smoke in their home (“smoke”, which is based on
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Anti-Pattern Name Description

Different Triggers, Same
Behavior [4]

This pattern looks for rules that are triggered by different events, but lead to the
same action.

Same Except No Condition [24] This pattern looks for rules that are identical except that one has the WHILE
condition and the other one doesn’t.

Same Triggers, Different
Behavior & Conditions [6, 7, 24, 27]

This pattern looks for two rules that are triggered by the same event and one rule
has a WHILE condition and the other rule turns off the WHILE condition.

Chains with Opposite
Behaviors [7, 24]

This pattern looks for rules that trigger other rules (i.e., form chains) and have
different behaviors.

Chain [6, 7, 9, 19, 27] This pattern looks for rules that may trigger other rules (i.e., form chains).
Different Triggers, Different Behaviors This pattern looks for rules with different triggers and different behaviors.

Loops [1, 5, 7, 16, 24] Triggering any rule in the loop will cause another rule to be triggered, which then
causes the first rule to trigger again, leading to a loop.

Opposite Behaviors
[1, 4, 5, 7, 15, 18, 19, 24, 27]

This pattern looks for rules that may trigger at the same time and cause opposite
behaviors.

Same Behaviors [4, 5, 18, 24, 27] This pattern looks for situations where multiple rules trigger the same behavior.

Un-Paired Rules [1, 12, 19] Some rules form pairs (one rule might turn a device "on", while another turns it
"off"). This pattern looks for rules that are missing their natural pair.

Extended Behavior [1, 12, 27] This pattern looks for rules that do not account for behaviors that do not happen
instantaneously, i.e., they are "extended" over a period of time.

Privacy [3, 5, 11, 18, 19, 21] This pattern looks for rules that may allow people to learn private things about you.
Trust [5, 11, 18, 19, 21] This pattern looks for rules that do things that require your trust.

Table 2: TAP anti-patterns included in S2, how we described them to participants, and the prior work inspiring them.

prior work [16]), and in the last scenario, the user never wants
their house to be warmer than 72 degrees (“temperature”).

Participants were randomly assigned to one of three con-
ditions that determines how much additional information the
“tool” gives them: a) which rule is involved, b) which rule is
involved and the state of the home when the bug occurs, and
c) a full trace that describes the series of events leading to the
violation, including the initial state of all of the devices.

We then asked participants three questions to emulate the
debugging process: (1) whether the problem is due to a miss-
ing rule, a (single) misbehaving rule, or interactions between
multiple rules; (2) if the fix involves adding, modifying, or
deleting a rule; and (3) to perform the fix, which involved
writing a new TAP rule using an If-Then or If-While-Then
template and drop-down menus, or choosing a rule to edit or
delete (depending on their answer to the previous question).
Participants repeated this task twice for two different scenar-
ios, which were randomly assigned from three scenarios.

Task 4b: Fixing an incomplete program We test whether
participants can fix a violation caused by a missing rule. Like
the previous task, we showed participants a scenario, goal,
and a set of TAP rules. Participants were randomly assigned
to one of three conditions that determines how much addi-
tional information the “tool” gives them: a) a rule is missing;
b) a rule is missing, and the state in which the missing rule
is needed; and c) a full trace of events leading to the state
in which the missing rule is needed. We then asked partici-

pants to write a TAP rule to fix the error, using an If-Then
or If-While-Then template and drop-down menus. Everyone
repeated this task for the same two scenarios.

4 Methodology

In this section, we describe the specific methods and proce-
dures for conducting the study.

Survey structure Because of the length of the survey ques-
tions, we split our survey components across two different
surveys to reduce the amount of time it took for individual par-
ticipants to complete the study (see Figure 1 for an overview).
Both surveys were implemented in Qualtrics.

Both surveys begin by asking participants to read and ac-
cept a consent form; then proceed to Part 1 (Identifying User
Needs), which asks participants about their smart-home usage
and their TAP goals. Then, to ensure that all participants have
a baseline understanding of TAP, we give participants two
practice exercises where we present them with a smart-home
scenario, set a goal for them to achieve using home automa-
tions, and ask them to pick the appropriate TAP rule from
a list of rules. They receive feedback explaining why their
selection was or was not correct.

At this point, the survey flows diverge: Survey 1 (S1), pro-
ceeds to Tasks 2a-c (Writing Declarative Policies), while Sur-
vey 2 (S2) proceeds to Tasks 3a-c (Identifying TAP Anti-
Patterns) followed by Tasks 4a-b (TAP Program Repair).
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Figure 1: Diagram of the survey structure. Parts 2-4 were split
across two surveys to shorten survey length.

At the end of both surveys, we collect participant demo-
graphics: age, gender, highest level of education achieved, and
whether they have experience in a computing field. Lastly,
we asked the participants for permission to publish their
anonymized responses (available online [17]). We included
two attention-check questions in each survey and discarded
responses where both were answered incorrectly.

We revised the surveys over several pilot studies, which
involved participants from varied technical backgrounds to
help tune the difficulty of the tasks. The study was approved
by the IRB at Carnegie Mellon University. Participants who
completed a survey and passed at least one attention check re-
ceived $10.00. The full text of both surveys is in Appendix B.

Recruitment We recruited participants with Prolific. Based
on a rule-of-thumb sample-size estimation for an ordinal lo-
gistic regression we planned to conduct [23], we estimated
we needed 175 participants for S1 and 275 for S2. Partici-
pants had to be 18 years or older, located in the US, fluent
in English, and have experience with smart-home devices.
Participants were only allowed to take one of the two surveys.
We used Prolific’s gender-balanced sample. S1 was published
in October and S2 in November 2022. The median time to
complete S1 was around 17 minutes, and 23 minutes for S2.

We received 176 complete responses for S1 and 278 re-
sponses for S2. We excluded responses that failed both at-
tention check questions (1 for S1 and 3 for S2) as well as
people who skipped more than 2 background questions about
their smart-home experiences (1 for each survey). Responses
were also evaluated for internal consistency (e.g., did any par-
ticipants report no smart-home experience after passing the
pre-screens?) and nonsensical text responses (1 for S2). In the
end, we had 174 usable responses for S1 and 273 for S2.

Participant demographics Table 3 shows participant demo-
graphics for both surveys. Participants were balanced across
gender, but skewed younger (only 16% and 18% were 46+
years old in S1 and S2, respectively). Most were educated,

Survey 1 Survey 2
n % n %

Gender
Female 84 48.3% 131 48.0%
Male 87 50.0% 136 49.8%
Non-binary 3 1.7% 5 1.8%
Prefer to self-describe 0 0.0% 1 0.4%

Age
18-25 39 22.4% 64 23.4%
26-35 63 36.2% 99 36.3%
36-45 44 25.3% 62 22.7%
46+ 28 16.1% 48 17.6%

Highest Education Achieved
Have not completed high school 0 0.0% 1 0.4%
High school or equivalent 68 39.1% 108 39.6%
Bachelor or associate degree 81 46.6% 130 47.6%
Graduate degree 24 13.8% 32 11.7%
Other 1 0.6% 2 0.7%

Experience in Computing?
Yes 28 16.1% 47 17.2%
No 146 83.9% 226 82.8%

Experience with TAP?
Yes 109 62.6% 164 60.1%
No 65 37.4% 109 39.9%

Total 174 100% 273 100%

Table 3: Demographics of study participants for both surveys.

with 60% holding at least a 2-year degree across both surveys.
Most participants did not have experience in a computing
field (83%), and had used some form of automation in their
own homes (61%).

We also collected data on the devices participants used in
their homes. Almost all participants owned or used smart TVs
(88%) and voice assistants (86%), but less than half owned
non-entertainment-related devices like smart lights (50%) or
thermostats (14%). The full list is available in Appendix C.

5 Results

This section presents our study results. The organization re-
flects the research questions and tasks from Sections 1 and 3.

5.1 RQ1: Users’ Goals for TAP Rules
First, we present results on the goals that smart home users
seek to accomplish with home automation.

Home safety and security are the most important high-
level goals We asked participants to rate the importance of
each of the following high-level goals for home automations:
home safety, home security, comfort and convenience, under-
standing failures, privacy, and “just for fun”, rating each on a
five-point Likert scale. Figure 2 summarizes the responses.
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Figure 2: Importance of home automation goals. Safety and security were top goals, while fun was relatively unimportant. Each
category included an example, like “Whenever my security camera turns off, I want to know why it happened” for Home Safety.

We found that the goals were divided into three tiers of im-
portance: Home safety and security were the most important,
with 84% and 82% of participants rating them as “important”
or “very important”. Privacy, comfort and convenience, and
understanding failures were of secondary importance, with
76%, 74%, and 70% of participants rating them as (very) im-
portant. Notably, fun was not a strong motivation for using
home automation, with 77% of participants reporting they
don’t care or that it is only a little important.

There were also 17 participants who described additional
goals in a free response field. Some responses rephrased
one of the above goals, but other goals included saving
money/energy (5), accessibility (1), and health and safety (1).

Users’ interest in TAP is primarily for comfort and con-
venience, home security We also asked participants in S1
to describe, in their own words, the purpose of the TAP pro-
grams in their home, or if they didn’t have experience with
TAP, what they hypothetically would do with TAP programs.
We labeled their responses by the categories of goals iden-
tified above, and the level of specificity (at the whole home
level vs. individual devices).

Contrary to the high-level self-reported goals, we found that
the most common use-case for participants’ TAP programs
was comfort and convenience (mentioned in 69% of the re-
sponses) followed by home security (54%). Others mentioned
saving money or energy (21%). Home safety, fun, privacy,
and health appeared in fewer than 6% of the responses.

The difference between the importance of high-level goals
and the actual programs that people write suggests that users
want privacy and safety as an implicit property of their smart
home, and will automate comfort/convenience or security
related functionality using TAP.

Users goals for automation range in sophistication Re-
sponses ranged in specificity, indicating that users have dif-
ferent mental models for goals. Some responses (24%) were
extremely broad, such as:

I want my home to be comfortable and secure. (P130)

Many (59%) were specific to particular devices:

I would want my doors to be locked whenever I am
not home. [...] certain devices to be turned on at cer-
tain times of the day with smart plugs, like my coffee
machine for example. (P1)

A few participants (16%) described both high-level goals
and specific behaviors:

My goals are to keep my home safe and secure when I
leave/while I am sleeping, so I want my doors locked
and secure during these situations. I also love being
able to control my thermostat from my phone. I also
love using smart lights to help make my apartment
look better and feel more like home. (P113)

5.2 RQ2: Usability of Declarative Policies

Next, we explore the usability of template-based interfaces
for specifying declarative policies about the desired state of
the home, such as those proposed by AutoTap [28] and Safe-
TAP [16]. We evaluate whether users can a) pick a correct
template format to achieve a goal and b) correctly fill out the
fields of a template. We also investigate c) which templates
seem most natural to users.

Task 2a: Participants can usually select a suitable tem-
plate In this task, participants were presented two scenarios,
and asked to pick a template that was appropriate for the
scenario. In the smoke detector scenario, the home’s lights
should blink only when the smoke detector is triggered. In the
second, neighbors, some automations cause the home’s lights
to blink, and the goal is that they should blink for at most 30
minutes to avoid annoying the neighbors. Participants chose
from all nine SafeTAP and AutoTAP templates (Table 1).

In the smoke detector scenario, 91% of participants se-
lected a valid template while 71% did likewise in the neigh-
bors scenario. The correct templates for the first scenario
included Only When (selected by 51%), Event-State Condi-
tional (24%), Whenever (12%), or Multi-State Unconditional
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(4%). Meanwhile, only One-State Duration (62%) or Event-
Event Conditional (9%) could be used to write a policy for
the neighbors scenario. The one-sample Pearson Chi-Squared
tests indicated that the differences in the number of partici-
pants who picked each template were significantly different
from chance (smoke detector: χ2(8, N=174) = 290.37, p <
.0001, neighbors: χ2(8, N=174) = 420.67, p < .0001).

In general, it appears that participants can match a template
to a high-level goal, but their success likely depends on the
goal or situation: the more-complex neighbors scenario in-
volved duration and had much lower success rates than the
simpler smoke detector scenario.
Task 2b: Participants’ success at filling out templates
varies based on complexity of template and goal In this
task, participants were assigned a scenario and a template,
and were asked to correctly fill-in-the-blanks of the template
to describe the goal. In the window scenario, the goal is to
ensure the windows are closed when it rains; in temperature,
that the room is cooler than 73F at night; and in dryer, that
the dryer cannot run until after 5PM. In Table 4 we show
participants’ success at filling out their assigned templates.

We found that template filling success rates varied widely
across scenarios and templates. For window, 74% of partic-
ipants correctly filled out templates, compared to 28% for
temperature, and 51% for dryer. Within each scenario, par-
ticipants found more success with some templates than oth-
ers. For example, 98% of participants assigned to the Al-
ways/Never template for window filled it out correctly, while
only 37% were able to correctly complete the Multi-State
Unconditional template for the same scenario. An analy-
sis of variance based on mixed binomial logistic regres-
sion indicates a significant effect of scenario on correctness
(χ2(2,N = 522) = 47.9, p < 0.001) and template on correct-
ness (χ2(6,N = 522) = 79.1, p < 0.001).

We also observed that specific templates may be misinter-
preted in certain situations. For temperature, no participants
filled out the Whenever template correctly, which indicates
that this template may be too confusing to use for duration
conditions, even though it is technically adequate for the goal.
There is also variation between the “always” and “never”
forms of the same template. For instance, participants were
more successful at filling out the One-State Unconditional
template when they picked the “always” form (76% correct)
than the “never” form (27%). In another case, some partici-
pants chose the “always” form of the Multi-State Uncondi-
tional template, even though it is not possible to correctly
write the template in that form, meaning that 100% failed.
This is consistent with prior work that observed that users
tend to misinterpret the meaning of this template [28].
Task 2c: Template preferences vary Lastly, we investigated
which templates participants preferred. We created five sce-
narios; in each we presented four sets of filled-in templates
that satisfied a goal, and asked the participant to pick the one
that sounded most natural to them. Within each scenario, we

varied several factors, including the use of SafeTAP vs. Au-
toTap templates; always vs. never forms of templates; and
whether multiple conditions were fulfilled via multiple tem-
plates or via one template using an AND or OR clause. The
templates, their attributes, and the percentage of participants
that chose each option are shown in Appendix E.

In each scenario, participants had somewhat clear prefer-
ences: the top two choices in each comprised over 75% of the
votes. One-sample Pearson Chi-Squared tests confirmed that
participants’ choices were significantly different from chance.

The specific forms and attributes associated with the more
popular templates varied from scenario to scenario. In 3 of 5
scenarios, SafeTAP templates were preferred over AutoTap.
The Whenever template was relatively popular in each of the
scenarios it appeared in (most popular in security camera
and forecast, 2nd most popular in smoke), and the Multi-State
Unconditional template was the least popular in both scenar-
ios it appeared in. Participants did not prefer having fewer
templates to more templates, nor was it clear if they preferred
the “always” or “never” forms of templates.

5.3 RQ3: Understanding Anti-Patterns
Here, we report whether participants could identify TAP anti-
patterns in S2 and whether they perceived them as undesirable.
We see a large variation in participants’ ability to identify anti-
patterns and, surprisingly, that a substantial number of people
may actually want to use anti-patterns in their programs.

Task 3a/b: Some anti-patterns are easy to spot, others are
hard In this task, we showed participants the definition of an
anti-pattern, and asked them to choose which of four example
TAP programs contained that anti-pattern. Table 5 summa-
rizes the results.

Overall, participants’ success at identifying anti-patterns
varies substantially between anti-patterns. Anti-patterns that
most participants correctly identified typically involve redun-
dant rules that share a trigger or action: Same Behaviors
(75% correct), Different Triggers, Same Behavior (83%), and
Same Except No Condition (83%). The anti-patterns partici-
pants had the most trouble identifying required understanding
how long an action takes to complete (Extended Behavior,
34%), whether one rule can trigger another (Chains, 37%; and
Chains with Opposite Behaviors, 31%), and other nuanced
concepts, like the integrity of a trigger/action (Trust, 26%).

We also asked participants how difficult they found it to
understand the anti-pattern they were tasked to look for. Fig-
ure 3 shows participants’ responses. We again found a wide
spread depending on the template. The easiest anti-pattern
to understand was Different Triggers, Same Behavior, where
69% reported it was “easy” or “very easy” to understand, and
the hardest was Chains with Opposite Behaviors, which 48%
of people found “very difficult” or “difficult.”

Participants’ self-reported understanding of anti-patterns
roughly correlates with their performance identifying the
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Scenario Template Name Template Overall “Always” “Never”
% Correct % Correct % Correct

Window

Always/Never I [always/never] want __ 98 97 100
One-State Unconditional __ should [always/never] be active 91 97 71
State-State Conditional __ should [always/never] be active while __ 67 64 86
Multi-State Unconditional __ and __ should [always/never] occur together 37 0 89

Temperature

One-State Unconditional __ should [always/never] be active 62 76 27
State-State Conditional __ should [always/never] be active while __ 39 41 29
Multi-State Unconditional __ and __ should [always/never] occur together 7 0 21
Whenever Whenever __ make sure that __ 0 N/A N/A

Dryer

State-State Conditional __ should [always/never] be active while __ 75 76 74
Event-State Conditional __ should [only/never] happen when __ 63 0 96
Whenever Whenever __ make sure that __ 57 N/A N/A
Event-Event Conditional __ should [always/never] happen within __ after __ 12 0 63

Table 4: Percent of participant responses that correctly filled out the blanks in a declarative policy template, across three scenarios.
We also report the proportion of correct responses for the always/never form of each template, where applicable (the “only”
form of event-state conditional is included under “always”). Success rates varied across scenarios and templates, indicating that
people’s ability to fill out policy templates is extremely context-specific.

Figure 3: Perceived difficulty of identifying problematic TAP anti-patterns, sorted by average response score for each anti-pattern
when converted to numerical values.

anti-pattern: an analysis of variance based on a mixed logis-
tic regression indicated a significant effect of a participants’
self-reported understanding of the anti-pattern and whether
they correctly identified the template (χ2(4,N=1683)=19.1,
p<0.001). However, for some specific anti-patterns, under-
standing and identification rates don’t appear to align: for
example, 58% of people thought that Chain was “easy” or
“very easy” to understand, but only 37% of participants cor-
rectly identified the set of TAP rules exhibited that pattern.

Task 3b/c: Participants would accept a tool to find anti-
patterns, but also want to use TAP anti-patterns We find
that across anti-patterns, a majority of participants would
“sometimes” or “always” like help identifying them (ranging
from 57% to 78%) and would use a tool that helped them
(66% to 89%). These responses (summarized in Appendix F)

also roughly align with the perceived difficulty.
Surprisingly, participants did not find the anti-patterns uni-

versally undesirable. Figure 4 shows participants’ perceptions
of the desirability each anti-pattern. For all anti-patterns, many
said they would “rarely” or “sometimes” like to have the anti-
pattern in their home (at least 49% for each anti-pattern) and
would want to avoid the anti-pattern “rarely” or “sometimes”
(at least 51%). A majority also reported that their rules may
“sometimes” or “rarely” have the anti-patterns (at least 67%).

However, a few anti-patterns were more undesirable than
others: 41% of people always wanted to avoid Opposite Be-
haviors, 40% for Chains with Opposite Behaviors , and 31%
for Loops. This suggests the TAP anti-patterns that researchers
have identified as problematic might somehow be useful for
people, or at least that people may not recognize them as
problematic based on the description and example alone.
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Figure 4: Participants’ perceptions of the desirability of TAP patterns.

% Correctly Identified
TAP Pattern Name Round 1 Round 2

Loops 81% 47%
Same Behaviors 71% 80%
Privacy 67% 71%
Extended Behavior 52% 15%
Opposite Behaviors 51% 48%
Trust 48% 4%
Un-Paired Automations 30% 46%

Different Triggers, Same Behavior 83% —
Same Except No Condition 83% —
Different Triggers, Different Behaviors 53% —
Same Triggers, Different Behavior

& Conditions
57% —

Chain 37% —
Chains with Opposite Behaviors 31% —

Table 5: Percent of participants that were able to identify the
program that exhibited a TAP anti-pattern. For half of the anti-
patterns, we tested participants a second time on an additional
set of programs, shown in the rightmost column.

5.4 RQ4: Fixing TAP Programs

Many security tools, regardless of the types of properties
they check, help users identify problems but do not fix them.
Rather, tools typically generate some feedback, like a coun-
terexample, to help the user in their efforts to make a fix. In
this set of tasks, participants are asked to pretend a tool has
identified some problem and they need to repair the program.
In Task 4a, participants must identify and make modifications
to fix a misbehaving rule, while in Task 4b, participants must
add a missing rule. We vary the type of information the “tool”
provides, showing either 1) which rule is misbehaving/that
a rule is missing, 2) the rule and the state causing the issue,
or 3) a full execution trace leading to the error, to investigate
which form of feedback is mostly likely to help users.

Task 4a: Multiple types of feedback can help users repair
broken rules We created three scenarios (lock, temperature,
and smoke) where there is a violation of a declarative policy
(worded like the goals in Section 5.2). In all of them, the
error is caused by one incorrect rule and can be fixed by
modifying or deleting it. We measure three stages of fixing
the bug: identifying the problem, identifying how to fix it, and
implementing the fix by writing a new rule or choosing the
rule to modify/delete. Table 6 shows success rate of each fix
stage for the feedback conditions across all three scenarios.

We found that the type of feedback had no effect on par-
ticipants’ ability to identify and fix bugs. For identifying the
cause of the error, the difference in success rates ranged from
4-9% across conditions. The difference between conditions
were also small for identifying how to fix (1-5%), and slightly
larger for implementing a fix (9-15%). Analyses of variance
based on mixed logistic regressions found no significant effect
of condition on any of the three metrics (χ2(2, N=546)=2.47,
n.s., χ2(2, N=546)=0.22, n.s., χ2(2, N=546)=5.54, n.s.).

However, the scenario did affect the success rate; namely,
the temperature scenario was harder than the others. Across
conditions, only 53% of participants successfully imple-
mented a fix for temperature, versus 80% and 84% in for lock
and smoke. The previous regressions indicated that scenario
had a significant effect on success rates for all three metrics,
(χ2(2, N=546)=30.8, p<0.001, χ2(2, N=546)=41.2, p<0.001,
χ2(2, N=546)=52.4, p<0.001) and pairwise comparisons us-
ing Z-tests between scenarios in all three metrics showed
temperature was significantly different from the others.

These results suggest that when a program is broken due
to a single buggy rule, it is equally effective for tools to either
indicate the rule causing the error (with or without additional
information about the state of the home), or provide an execu-
tion trace of the error. They also suggest that some errors may
be harder to fix than others, regardless of feedback provided.

Task 4b: State information helped participants write
missing rules Unlike fixing bugs, we find that the type of
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Identified Problem Identified Fix Implemented Fix

Condition Lock Smoke Temp Lock Smoke Temp Lock Smoke Temp

Rule 84% 88% 71% 91% 95% 74% 84% 89% 63%
Rule w/State 86% 89% 68% 92% 93% 75% 75% 86% 48%
Full Trace 82% 88% 77% 92% 90% 77% 82% 77% 48%

Table 6: Percentage of participants that identified and implemented fixes successfully, across each scenario and tool condition.
Different types of feedback did not have an effect on fix rates, but the temperature scenario was more difficult.

feedback does affect participants’ success rate for adding
missing rules. For both scenarios, participants were more
likely to write the correct TAP rule when told that a rule is
missing, and the state in which the program fails, (73% for
temperature, 50% for window), rather only being told that a
rule is missing (62% and 19%, respectively), or being given a
full trace (57% and 20%).

An analysis of variance based on a mixed logistic regres-
sion found a significant effect of condition on success rate
(χ2(2,N=546)=23.5, p<0.001) and scenario on success rate
(χ2(2,N=546)=54.7, p<0.001). Post-hoc Z-tests indicate that
the Missing Rule with State condition was significantly dif-
ferent from the other two conditions.

These results suggest that for the case where an error is
caused by a missing rule, identifying the state which causes
the issue makes it more obvious what rule to add, perhaps
because it provides the user with a starting point.

5.5 Effect of TAP Experience

Surprisingly, we found that previous experience with TAP or
computing, the number of smart home devices owned, and
demographic factors had little correlation with participants’
performance on the above tasks.

For Tasks 2b, 3a, 3b, 3c, 4a, and 4b, we conducted mixed
logistic regressions to test if prior experience or demographics
were correlated with the correctness of participants’ answers
or perceptions of the difficulty of a task. In each regression, we
modeled the experimental conditions, participants’ experience
with TAP, experience with computing, number of devices
owned, and demographic factors as predictors.

We only found a statistically significant effect for expe-
rience or demographics in three cases: In Task 4a, the suc-
cess rate for implementing fixes to a template was 10 per-
centage points higher for participants with TAP experience
(χ2(1,N=546)=7.52,p=0.006), and the success rate for identi-
fying fixes was 11 percentage points higher for male partici-
pants (χ2(1,N=546)=5.61,p=0.017). In Task 2b, counterintu-
itively, the success rate for picking templates decreased by 4
percentage points for each smart home device a participant
owned (χ2(1,N=348)=4.61,p=0.032). The lack of consistent
findings across tasks suggests that users that lack expertise in
smart homes will not necessarily find security analysis tools

harder to use, and that improving the usability of such tools
is important even for expert users.

6 Discussion

Our study shows that trigger-action programming and security
analysis tools for TAP have promise to be broadly accessible:
participants worked with abstractions proposed in prior work
successfully, e.g., to specify declarative policies for desired
smart-home states and to identify anti-patterns in TAP pro-
grams. We also found that a high level of expertise in TAP
or technology generally was not required to perform well at
these tasks. At the same time, the results also suggest the need
for more research: the features of some proposed tools were
much less approachable than others (e.g., confusing declara-
tive policy templates), and some of users’ preferences clash
with researchers’ expectations (e.g., some users wanting to
use anti-patterns). In this section, we make concrete recom-
mendations based on our results, both for building tools and
for future research.

6.1 Recommendations for Tool Developers

Templates are a promising approach for writing policies
Encouragingly, participants were generally able to pick ap-
propriate policy templates and fill them out, at least for some
template formats in some scenarios (Section 5.2). This sug-
gests that these template-based approaches to writing policies
will work well for tools. The greatest confusion seems related
to particularly confusing template formats or tricky scenar-
ios, rather than to any fundamental misunderstanding of the
interface, suggesting that with some refinement, these fill-in-
the-blanks templates might be approachable to most users.

Policy tools should use context to guide users through
template selection and filling Some of the more spectacular
failures in the template-based tasks (Section 5.2) occurred
when the template was not the most suitable choice for the
context of the scenario, e.g., when non-duration based tem-
plates were assigned for duration-based scenarios. Though,
more general-purpose templates technically can be used to sat-
isfy duration-based goals, participants struggled with filling
those templates. Thus, tools of this category could interac-
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tively guide people into selecting more appropriate templates
based on some contextual clues.

Analysis tools should provide specific information for de-
bugging In many cases, participants were able to fix bugs
in TAP programs when given sufficient information (Sec-
tion 5.4). When a rule was broken, simply highlighting that
specific rule was sufficient, but if a rule was missing, it was
most helpful to also provide some context about when the
rule would be needed. For security analysis tools, if automati-
cally synthesizing a fix to a problem is not possible, providing
information about the specific states and rules relating to the
problem appears to be the best approach.

Tools should indicate how rules are modeled Some of the
more confusing anti-patterns from Section 5.3, like Extended
Behavior, require users to understand how TAP rules will be-
have in the real world. These results are consistent with prior
work that identifies gaps in users’ mental models of TAP pro-
grams and rules, especially when distinguishing instant (e.g.,
send email), extended (e.g., brew coffee), and sustained (e.g.,
turn lights on) behaviors [12]. In these cases, tools may need
to provide more information about how the rule is modeled or
interactivity to help people understand and fix the problem.

6.2 Recommendations for Researchers

Policy templates need refinement for comprehension In
Section 5.2, we found several examples where specific tem-
plates had confusing wordings that negatively affected partic-
ipants’ ability to use them correctly. Among the most chal-
lenging to use templates are the “always” form of the “_
and _ should [always/never] occur together” template and
the “Whenever _ make sure that _” template. The first was
often used when it wasn’t appropriate (which is consistent
with prior findings [28]), and the confusion seemed to come
from a mismatch between how the template is phrased (people
appear to read it as “if-then”) and the underlying formalism
(“if-and-only-if”). Adjusting the wording of this template
would likely improve its performance. On the other hand, the
Whenever template is so popular (Table 13) and so frequently
misused (Table 4), that it may be worth avoiding altogether.

Researchers developing tools to enforce declarative policy
should carefully test the usability of the templates that they
provide as an interface to users. It would also be helpful to
dedicate some research to identify common characteristics
of the most (and least) usable policy templates and develop
guidelines for writing new policy templates. We can addition-
ally leverage some of the insights from Section 5.1 to identify
scenarios that research participants are more likely to find
relevant and useful.

Users have an uneven grasp of anti-patterns, and tools
could help TAP anti-patterns were tricky for people to un-
derstand and identify. Some were relatively simple and easy

for people to understand, like Different Triggers, Same Be-
havior, which simply compare triggers an actions. In these
cases, warnings with simple definitions and examples of the
anti-pattern, like in our survey, could be sufficient.

Surprisingly, we also found that even anti-patterns which
seem objectively undesirable (like Loops or Conflicting Ac-
tions, described in Section 1) were considered desirable (at
least “sometimes”) by many of our participants. This high-
lights the need for more research about how to communicate
the threats posed by these anti-patterns, especially when users
may overestimate their understanding of these anti-patterns.

6.3 Limitations
Our survey primarily used quantitative measures of usability,
like task performance or rating scales for ease of use. We
did not capture qualitative feedback on the usability of policy
templates, anti-patterns, or template repair tools, which we
leave to future work. We used vignettes to enable a controlled
evaluation of templates and anti-patterns. However, the sce-
narios varied in difficulty and may not have been familiar to
all participants, which could have contributed to participants’
poor performance on some tasks. Because these tasks were
presented as vignettes in a survey interface, the findings may
not generalize to a live smart-home setting, due to differences
in the user interfaces and the scenarios in which users would
encounter anti-patterns or create templates in practice. Not all
participants in our study had prior experience with TAP (39%
did not), and for those that did, we did not characterize their
level of expertise with TAP. Though we did not find an effect
of prior experience on most tasks, in real deployments famil-
iarity with smart-home configuration and TAP may impact
the usability of security analysis tools.

7 Conclusion

In this paper, we presented the results of our exploratory sur-
vey of TAP security analysis approaches. We found consider-
able variation in the success and perceived utility of various
approaches. Participants were generally capable of picking
the correct templates for implementing specified high-level
policies; however, while they generally filled out some tem-
plates very accurately, there were other templates where al-
most all participants struggled. We found that participants
were more successful at debugging TAP programs when they
knew some of the relevant state conditions involved in the vio-
lation, compared to only telling them which rule was involved
or sharing all of the events leading up to the violation. Partici-
pants had more difficulty identifying some anti-patterns than
others, didn’t always seem to realize when they were having
difficulty understanding them, and didn’t find any of them
wholly undesirable. More research is needed to determine
how to best describe anti-patterns to facilitate understanding
and communicate the threats they pose.
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A Terminology

The terminology differs slightly between our paper and the
surveys. We summarize the relevant terminology in Table 7.

B Survey Instrument

This section includes the survey instrument for both S1 and
S2. Both surveys include the following sections:

• Consent form, pre-screen questions, and Prolific ID col-
lection

• Background questions on smart home devices; warm-up
exercises introducing TAP rules; home automation goals

• Main survey tasks

• Demographic and other wrap-up questions

The surveys are the same except where indicated. We in-
clude question text (shortened for brevity) and describe the

survey flow decisions and other details about the survey us-
ing italics, fields from tables using bold text, and list answer
choices next to circles: ◦
Background and warm-up (RQ1) Introduction to the back-
ground questions.

1. For each of the following categories, tell us if you have
used and/or have heard of the device. If you own or have
set up a device not listed here, you can use the box at
the bottom to describe the device. Device categories are
shown in Figure 12
◦ I have used smart features on one of these ◦ I have used
one of these, but not the smart features ◦ I have heard of
these, but never used one ◦ I have never heard of these

2. For the devices the participant reports they have
used/heard of in Question 1: For each of the follow-
ing categories, tell us if you own and/or have set up the
device. If you own or have set up a device not listed here,
you can use the box at the bottom to describe the device.
◦ I own and have set up one of ◦ I own one of these, but
have not set it up ◦ I do not own one of these but I have
set one up ◦ I do not own, nor have I set up one of these

Practice exercises to introduce home automations

3. Have you ever tried to use home automations with your
own smart home devices? (Please select "yes" even if
you tried to set up home automations without success.)
Allows multiple answers
◦Yes, using a platform like IFTTT, SmartThings, Home-
Kit, or openHAB ◦Yes, using built-in settings like sched-
ules or based on my location ◦No

4. Which of the following reasons stop you from using
more smart home devices than you currently do? (either
installing more home automations with your current de-
vices, buying more devices, or using more features on
your current devices).
◦This is not a factor ◦This is somewhat a factor ◦This
is definitely a factor

(a) Learning to use a new device/feature/home automa-
tion is too difficult

(b) Cost is too high

(c) Not interesting to me

(d) Privacy and/or security concerns

(e) Other (please describe below) Free response

5. S1 only. Wording depends on whether the participant
indicated they have used home automations before in
Question 3. Which of the following describes your goals
for your home automation? If you have different goals
for different types of home automation, you can select
multiple options. Allows multiple answers
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Term Survey term Definition
TAP rule Home automation Trigger-action programming (TAP) rules allow users to customize their smart

home devices. A simple TAP rule format is “IF trigger THEN action” which
causes action to happen in response to the trigger. In the surveys, we often
use the word behavior instead of action.

TAP program Multiple A set of TAP rules which may (or may not) interact with each other when one
home automations rule triggers another rule.

(Declarative) Template Tools which allow users to check that their smart homes perform specific
policy template behaviors use policy templates to help the user communicate their goals to

the tool.
TAP patterns Patterns Tools which look for trigger-action programming patterns are checking for

potentially dangerous/undesirable interactions between TAP rules rather than
asking users to specify their own custom property.

Table 7: Terms used in this paper and their survey counterparts.

◦ I have goals which some of my home automations work
together to achieve ◦ I have independent goals which
my home automations would achieve independently ◦ I
have no specific goals in mind for some of my home
automations

6. S1 only. Can you describe the goals you had in mind (if
any) when you were answering the last question? Free
response

7. Please select from the choices below to tell us how im-
portant these goal categories are to you.
◦Goals like this are very important to me ◦Goals like
this are somewhat important to me ◦Goals like this are
only a little important to me ◦ I don’t care about goals
like this
Categories are listed in Figure 2

8. Did you think of any other goal(s) which did not fit into
the categories we identified, but would be important to
you?
◦Yes ◦No

9. If the participant answered “Yes” in Question 8. How
would you describe the goal(s)? Free response

S1 tasks (RQ2)
We introduce the concept of declarative policies and the

templates used to write them. Policy templates and the work
they come from are shown in Table 1. We write templates with
bold text and underline fields in the templates. Fields which
have not been filled are written __. For each task we specify
whether the participant chooses a template (which may be
filled or unfilled), or fill out the template using a drill-down
interface.

Participants are randomly assigned a survey flow to ac-
count for the learning effect of S1 Task 1: half are shown Task
1 first and the rest are shown Task 1 last.

S1 Task 1: Template preference In this task, we want to
know which goal formats are the most natural to use.

Figure 5: Screenshot of the interface for Task 2a, where the
participants are asked to fill out the “I always/never want __”
policy template for the “windows” scenario.

In the following questions, please select the option which
best describes the goal, in your opinion. If none of the choices
seem natural, please select the last option and briefly explain
why. Participants are shown 3 of the 5 questions in this sec-
tion. Full question text may be found in our supplementary
material [17].

S1 Task 2: Template picking Participants are shown both
of the following questions and pick from one of the unfilled
templates shown in Figure 1

15. Pick one template for the following goal: I want my
lights to blink to tell me that smoke has been detected.
If the lights are blinking, I will assume there is a fire, so
I don’t want them to blink for any other reason.

16. Pick one template for the following goal: I have some
automations to cause my lights to blink, but I am worried
they might blink all night long and disturb my neighbors
while I am out of town. I want to know that when they
blink, they never blink for more than half an hour.

S1 Task 3: Template filling Participants are shown each of
the following questions and one of the templates (randomly
selected), which they fill via a drill-down interface (shown in
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Figure 5). The participant also picks between the underlined
choices shown in brackets.

17. Fill out the template(s) for the following goal: I want my
windows to be closed while it is raining.

(a) I [always/never] want __

(b) __ and __ should [always/never] occur together

(c) __ should [always/never] be active

(d) __ should [always/never] be active while __

18. Fill out the template(s) for the following goal: I am wor-
ried my baby will overheat at night. I read that they
should sleep in rooms cooler than 73F.

(a) Whenever __ make sure that __

(b) __ and __ should [always/never] occur together

(c) __ should [always/never] be active

(d) __ should [always/never] be active while __

19. My dryer is disrupting my Zoom meetings. I don’t want
it to run during business hours. My meetings are always
finished by 5PM.

(a) Whenever __ make sure that __

(b) __ should [always/never] be active while __

(c) __ should [only/never] happen when __

(d) __ should [always/never] happen within __
[minutes/hours] after __

S2 tasks (RQ3 & RQ4)
Introduction to general properties, which we refer to as

“patterns” in the survey.

TAP Pattern task 1 Each participant answers the following
questions for 2 properties, randomly selected from Table 8.
The section begins with an explanation of [Pattern], including
an example. Half of the participants are asked to identify the
example of [Pattern] first, the other half are asked the Likert
questions first.

10. Please select the example of automations with the
"[Pattern]" pattern. (Exactly 1 will fit the pattern.)
Participants choose from 4 simple programs, the correct
response is shown in Table 8.

11. How difficult do you think it is to understand what the
"[Pattern]" pattern is, as a concept?
◦Very easy ◦Easy ◦Neither easy nor difficult ◦Difficult
◦Very difficult

(a) I find understanding [Pattern] to be...

(b) Technical people would find understanding [Pat-
tern] to be...

(c) Most people would find understanding [Pattern]
to be...

(d) Finding [Pattern] in my home automations would
be...

12. How often would people have the "[Pattern]" pattern in
their home automations? How often would people want
to have the "[Pattern]" pattern in their home automa-
tions?
◦Always ◦Sometimes ◦Rarely ◦Never

(a) I think my home automations would have [Pat-
tern]...

(b) I would want [Pattern] in my home automations...

(c) I would want to avoid [Pattern] in my home au-
tomations...

(d) I think other people would want [Pattern] in their
home automations...

13. Would people want help from a tool to find the
"[Pattern]" pattern in their home automations?
◦Definitely ◦Probably ◦Probably Not ◦Definitely Not

(a) I would need help finding [Pattern] in my home
automations...

(b) I would want help finding [Pattern] in my home
automations...

(c) I would use a tool if it looked for [Pattern]...
(d) It would be annoying if the tool looked for [Pat-

tern]...

TAP Pattern task 2 This task is similar to the previous one
except that the participant is asked to identify 2 examples
of each [Pattern]. Each participant is shown 2 properties,
randomly selected from Table 9. The section begins with an
explanation of [Pattern], including an example. Half of the
participants are asked to identify the example of [Pattern]
first, the other half are shown the Likert questions first.

Bug fixing task
For this task, participants are randomly assigned to one of

three groups which determines how much feedback they get to
help them repair the bugs in this task: rule only, rule and state,
or a full trace evets leading to the bug. Each participant is
given 2 programs to fix. The scenario, program, and feedback
given to each group is shown in Table 10.

Next, we are going to ask questions about what actions
you would take if a tool reported possible problems with
your home automations. Suppose you told a tool that your
goal is [Scenario]. You have the following home automations
installed: [Buggy program].

14. What problem is happening here?
◦A home automation is missing ◦A home automation is

316    Nineteenth Symposium on Usable Privacy and Security USENIX Association



Property Program

Different Triggers, “IF user arrives at home THEN lock door”
Same Behavior [4] “IF user leaves home THEN lock door”

Same Except No Condition [24] "IF it begins raining THEN close window"
"IF window is opened WHILE it is raining THEN close window"

Same Triggers, Different “IF the temperature is >74F WHILE the A/C is off THEN turn on A/C”
Behavior & Conditions [6, 7, 24, 27] “IF the temperature is >72F THEN turn on A/C”

Chains with Opposite Behaviors [7, 24] “IF temperature <74F THEN turn off A/C”
“IF temperature >78F THEN turn on A/C”

Chain [6, 7, 9, 19, 27] "IF temperature >78F THEN turn on A/C"
"IF temperature <73F THEN turn off A/C"

Different Triggers, "IF it begins raining THEN set light color to blue"
Different Behaviors "IF it becomes sunny THEN set light color to yellow"

Table 8: Example of each pattern for S2. We include citations for patterns which are inspired by prior work.

Anti-Pattern Name Program

Loops [1, 5, 7, 16, 24] (1) "IF I post a new Facebook status THEN post a new tweet"
"IF I post a new tweet THEN post a new Facebook status"

(2) "IF temperature >70F WHILE A/C is off THEN turn on A/C"
"IF temperature <73F WHILE A/C is on THEN turn off A/C"

Opposite Behaviors [1, 4, 5, 7, 15, 18, 19, 24, 27] (1) "IF motion is detected THEN turn on security camera"
"IF the time is 6AM THEN turn off security camera"

(2) "IF temperature >70 THEN turn on A/C"
"IF temperature <73 THEN turn off A/C"

Same Behaviors [4, 5, 18, 24, 27] (1) "IF temperature >74F THEN turn on A/C"
"IF humidity >80% THEN turn on A/C"

(2) "IF it begins raining THEN close window"
"IF window is opened WHILE it is raining THEN close window"

Un-Paired Automations [1, 12, 19] (1) "IF it begins raining THEN close window"
"IF window is opened WHILE it is raining THEN close window"

(2) "IF a presence is detected THEN turn on security camera"
"IF new reminder added THEN send notification"

Extended Behavior [1, 12, 27] (1) “IF the time is 7AM THEN begin brewing coffee”
“IF user arrives at home THEN begin brewing coffee”

(2) "IF email is received THEN turn on light sequence"
"IF user leaves work THEN turn off light"

Privacy [3, 5, 11, 18, 19, 21] (1) “IF user leaves home THEN turn on porch light”
“IF user arrives at home THEN unlock door”

(2) "IF the time is 7AM THEN post a new tweet"
"IF I post a new status on Facebook THEN post a new tweet"

Trust [5, 11, 18, 19, 21] (1) "IF someone I follow tags me THEN re-tweet their post”
"IF I post a new status on Facebook THEN post a new tweet"

(2) "IF an email is received THEN flash lights"
"IF new reminder added THEN send notification"

Table 9: Example of each pattern for S2. Participants are asked to identify the example of [Pattern] twice for this task. We
include citations for patterns which are inspired by prior work.
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Scenario text Buggy program
S1 Whenever I am not "IF the time is 7AM THEN unlock door"

at home, I want my door "IF the user leaves home THEN lock door"
to be locked "IF the temperature is above 75 THEN turn on A/C"

"IF the temperature is below 68F THEN turn off the A/C"
S2 I want my lights to "IF new email received THEN blink lights"

blink only when smoke "IF smoke detected THEN blink lights"
has been detected "IF the time is 7AM THEN unlock door"

"IF the user leaves home THEN lock door"
S3 Temperature above 72 "IF window opened THEN turn off the A/C"

should never happen "IF the time is 7AM THEN unlock door"
"IF the temperature is below 68F THEN turn off the A/C"
"IF the temperature is 71F THEN turn on the A/C"

State Full trace
S1 the time is 7AM Initially, the time is 6AM, the user is at home, the door is unlocked, the temperature is

70F, and the A/C is off. Next, the time is 6:30AM and the user leaves home. An
automation is triggered and the door is locked. Finally, the time is 7AM. An automation
is triggered and the door is unlocked.

S2 new email received Initially, the time is 6AM, the user is at home, the door is unlocked, the lights are not
blinking, and no smoke is detected. Next, the time is 6:30AM and an email is received.
An automation is triggered and the lights begin blinking.

S3 window opened Initially, the time is 10AM, the window is closed, the door is unlocked, the temperature
is 70F, and the A/C is off. The temperature is rising. Next, the time is 10:30AM, the
temperature is 71F, and the user opens the window. An automation is triggered and the
A/C turns on. The temperature begins falling. An automation is triggered and the A/C is
turned off. The temperature begins rising. The time is 11AM and the temperature is 72F.
Finally, the time is 11:30AM and the temperature is 73F.

Table 10: Bug-fixing task for S2. For each scenario we show the full program, and the feedback given to the participant to help
them make a fix. The rule shown in bold text is the one shown to participants as feedback.

Scenario text Partial program
S1 The window should never "IF the user leaves home THEN lock door"

be open while it is raining "IF it begins raining THEN close window"
"IF temp > 75 WHILE it is not raining THEN open window"
"IF temp > 75 WHILE it is raining THEN turn on A/C"

S2 The temperature should "IF it begins raining THEN close window"
never be above 75F for "IF the user leaves home THEN lock door"
more than 1 hour "IF smoke detected THEN blink lights"

"IF the time is 7AM THEN unlock door"
State Full trace

S1 user opens window and Initially, the temperature is 70F, the window is open, and it is not raining. Next, it
it is raining begins raining. An automation is triggered, closing the window. Finally, the user opens

the window.
S2 the temperature increases Initially, the time is 10AM, the temperature is 75F, the window is open, and it is not

above 75F raining. The temperature is rising. Next, the time is 10:30AM and the temperature is
76F. Next, the time is 11AM and the temperature is 77F. Finally, the time is 11:30AM
and the temperature is 78F.

Table 11: Program writing task for S2. For each scenario we show the partial program, and the feedback given to the participant
to help them complete the program.
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doing something I don’t want ◦Multiple home automa-
tions are interacting to do something I don’t want ◦ I
don’t know ◦Something else Free response

15. What action would you take?
◦Add another home automation ◦Modify a home au-
tomation ◦Delete a home automation ◦Do nothing/I
don’t know ◦Something else Free response

16. If “Add another home automation” was selected for
Question 15 Which format would the new home automa-
tion take?
◦ If-then ◦ If-while-then

17. Wording depends on whether “If-then” or “If-while-then”
was selected for Question 16 Please enter the missing
fields for the “if-then” home automation, below. Drill-
down format

18. Wording depends on whether “Modify a home automa-
tion” or “Delete a home automation” was selected for
Question 15 Which home automation would you mod-
ify? Participant selects one of the TAP rules in [Buggy
program]

TAP program completion task For this task, participants
are assigned to a group which determines how much feedback
they get to help them complete the partial TAP program. They
are assigned to the same group as the previous task. Each
participant is given the same 2 programs to complete. The
scenario, program, and feedback given to each group is shown
in Table 11.

Suppose you told a tool that your goal is [Scenario]. You
have the following home automations installed: [Partial pro-
gram].

If the participant is given a rule as feedback: If the tool
told you there was a missing home automation, what home
automation would you add?

If the participant is given a rule and state as feedback: If
the tool told you there was a missing home automation when:
[State] What home automation would you add?

If the participant is given a full trace as feedback: If the
tool told you there was a missing home automation after
the following sequence of events: [Full trace] What home
automation would you add?

19. Would you like to add a home automation in the "if-then"
or the "If-while-then" format?
◦ If-then ◦ If-while-then

20. Wording depends on whether “If-then” or “if-while-then”
was selected for Question 19 Please enter the missing
fields for the “if-then” home automation, below. Drill-
down format

Smart Devices Owned S1 S2

Voice Assistant 81.6% 78.8%
Smart TV 78.7% 83.5%
Smart Lightbulb or Switch 36.2% 44.7%
Doorbell Camera 28.2% 35.9%
Security Camera 27.6% 39.2%
Smart Thermostat or A/C 26.4% 23.8%
Smart Vacuum or Mop 12.6% 17.9%
Smart Lock 9.8% 8.8%
Baby Monitor 9.2% 13.2%
Other 7.5% 8.8%
Smart Smoke or CO Detector 5.7% 5.1%
Smart Lawn Mower or Sprinkler 0.6% 2.9%

Table 12: Percent of participants that own smart home devices
from various categories.

C Device Background and Experience

Table 12 shows the percent of participants that own each type
of smart home device. Most participants have a smart TV or
smart speaker. Other device types are less common.

D Statistical Results for TAP Goals (RQ1)

To determine which goals for TAP were most important to
participants, we conducted 15 pairwise Wilcoxon signed-rank
tests, corrected with Holm’s sequential Bonferroni procedure,
between each pair of goals. In each test, we paired each partici-
pants’ responses to one goal to their response in the other goal.
The tests indicated significant differences in the proportion of
responses for every pair of goals except for (Home Security,
Home Safety), (Comfort and Convenience, Understanding
Failures), and (Comfort and Convenience, Privacy).

E Template Preferences (RQ2)

Table 13 shows the proportion of responses for each of the
policies in the template preferences task as well as the tem-
plates involved in each policy and their attributes.

F Anti-pattern preferences (RQ3)

Table 14 shows the proportion of participants who report
needing/wanting help identifying TAP anti-patterns, as well
as how many would use a tool that looks for the anti-patterns
or would be annoyed by a tool looking for the anti-patterns.
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Scenario Tool Template(s) Policy Structure Sentiment % Preferred

Temperature

AutoTap State-State Conditional 2 Templates Negative 42%
SafeTAP Always/Never 1 Template With And Positive 38%
SafeTAP Always/Never 1 Template With Negation + Or Negative 13%
N/A None of the Above N/A N/A 5%
AutoTap One-State Duration 2 Templates Negative 2%

Smoke

AutoTAP Event-State Conditional 1 Template Positive 50%
SafeTAP Whenever 2 Templates Positive 24%
SafeTAP Only When 1 Template Positive 21%
AutoTap Multi-State Unconditional 2 Templates Negative 4%
N/A None of the Above N/A N/A 1%

Security Camera

SafeTAP Whenever 2 Templates Positive 67%
Both Whenever, Event-State Conditional 3 Templates Negative 16%
AutoTap State-State Conditional 1 Template With Or Positive 11%
AutoTap Multi-State Unconditional 2 Templates Negative 5%
N/A None of the Above N/A N/A 1%

Humidity

SafeTAP Always/Never 1 Template With And Positive 46%
SafeTAP Always/Never 2 Templates Negative 29%
AutoTap One-State Unconditional 1 Template With And Positive 14%
AutoTap One-State Unconditional 2 Templates Negative 9%
N/A None of the Above N/A N/A 2%

Forecast

SafeTAP Whenever Consistent Conjunctions Positive 42%
SafeTAP Only When, Whenever Mixed Conjunctions Positive 25%
Both Whenever, Event-Event Conditional Mixed Conjunctions Positive 17%
Both Only When, Event-Event Conditional Consistent Conjunctions Positive 11%
N/A None of the Above N/A N/A 5%

Table 13: Proportion of survey responses for most natural-sounding policies across five scenarios.

Pattern Percent of Participants Who...
Need Help Want Help Would Use Tool Would Be Annoyed by Tool

Different Triggers, Same Behavior 41.1% 56.7% 65.6% 23.3%
Same Behaviors 43.6% 56.4% 73.1% 24.4%
Different Triggers, Different Behaviors 47.3% 61.5% 71.4% 22.0%
Trust 52.5% 60.0% 68.8% 25.0%
Loops 48.7% 65.4% 75.6% 25.6%
Privacy 59.2% 71.1% 75.0% 15.8%
Chain 55.3% 74.5% 78.7% 18.1%
Same Except No Condition 61.8% 73.0% 76.4% 23.6%
Opposite Behaviors 54.4% 72.2% 68.4% 31.6%
Un-Paired Automations 68.4% 77.6% 76.3% 25.0%
Same Triggers, Different Behavior & Conditions 65.9% 75.8% 89.0% 26.4%
Extended Behavior 64.6% 73.4% 69.6% 25.3%
Chains with Opposite Behaviors 59.3% 63.7% 70.3% 23.1%

Table 14: Percent of participants who need/want help identifying TAP anti-patterns, whether they would use a tool to help identify
such anti-patterns, and whether a tool would be annoying. Anti-patterns are sorted in order of easiest to understand to hardest to
understand, based on participants responses in Figure 3.
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Abstract

To address the issue of participant recruitment for security
developer studies, researchers proposed using freelance on-
line platforms or recruiting computer science (CS) students
as proxies. However, recent studies showed that company
developers performed better than freelancers or CS students
in security developer studies. Additionally, studies on fac-
tors influencing usable security and privacy in companies
make recruiting professionals indispensable. Therefore, we
investigated influential factors on the motivation of software
developers regularly employed in companies to participate in
security studies. We conducted 30 semi-structured interviews
on their perceptions of study factors concerning study de-
sign, recruitment methods, and data collection. We found that
the study duration, topic, monetary compensation, and trust
are influential factors for participation in developer studies.
However, participants were concerned about high effort and
weak performance in security tasks. Based on our findings,
we provide recruitment and study design recommendations
for future security research with company developers.

1 Introduction

Recruiting professional software developers for usable se-
curity studies is an ongoing challenge. Due to the small
population size, lack of time, spread out geographical loca-
tions, and high cost [2–4, 30, 32, 33, 53, 66], researchers are
often struggling to recruit participants, especially for quan-
titative studies or studies involving software development
tools [1,20,32,44,60]. Therefore, Kaur et al. [29] and Tahaei et
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al. [60] compared different online recruitment platforms and
samples (freelancers vs. CS students) for security developer
studies concerning participants’ programming skills and se-
curity knowledge. They proposed to either recruit freelancers,
CS students or to use specific crowdsourcing platforms along
with pre-screening surveys.

However, while the recruitment of CS students or free-
lancers might be useful for the investigation of different
study design parameters (e.g., security prompting) or spe-
cific research questions (e.g., "Does a new system design
improves the state of the art?") [42], past research also no-
ticed significant differences in the preferences and perfor-
mance of students and professionals in security developer
studies [17,42,66]. In a password-storage study, Naiakshina et
al. [42] found that professional software developers employed
in companies submitted significantly more secure solutions
and chose better security mechanisms than CS students or
freelancers.

Research on factors influencing usable security and privacy
in companies, such as the company context, organizational
processes, security culture, or the communication between
security and privacy experts and software developers, makes
recruiting professional software developers from the indus-
try indispensable [7, 8, 24, 34]. Further, understanding the
challenges software developers face after the introduction of
new regulations for security and privacy affecting companies
(e.g., California Consumer Privacy Act (CCPA) or the General
Data Protection Regulation (GDPR)) makes the recruitment
of company developers necessary [5, 34, 58].

While different approaches exist to recruit professional
software developers employed in companies [24, 42, 55], it is
unclear yet how and where developers prefer to be contacted
and recruited for security developer studies. Do they prefer
to be contacted by researchers or sign up for a mailing list to
receive study invitations? Does it matter whether researchers
come from academia or industry? Which type of study would
they be willing to participate in (online, lab, or field study)? Is
the length and type of study (interview, survey, programming
task) relevant? While in some security studies, developers
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participated for free [3, 14], in others, they received monetary
compensation [31, 42]. No consensus among researchers ex-
ists on the type and the amount of compensation to receive
higher participation rates yet.

To provide first insights into the study perceptions of com-
pany developers, we conducted 30 semi-structured interviews
with professional software developers employed in companies
and investigated the following research questions:

- RQ1: How do study factors affect the motivation of
company developers to participate in security studies?

- RQ2: How and where do company developers prefer to
be contacted for participant recruitment?

- RQ3: Which concerns do company developers have with
study data collection?

To the best of our knowledge, this is the first qualitative
study investigating influential factors on the motivation of
professional software developers employed in companies to
participate in empirical research studies. We recruited com-
pany developers from former studies and participants who
indicated not having previously participated in studies. With
this sample, we explored the motivations of company devel-
opers to participate in studies instead of deterrent reasons for
refraining from study participation at all. Our study findings
suggested that company developers prefer to be actively re-
cruited for academic research studies with flexible time slots
and receive monetary compensation linear to the study dura-
tion. However, security tasks were perceived as specifically
challenging. Company developers were concerned that secu-
rity tasks might be more complex than general programming
tasks and thus less predictable in the effort. Additionally, if
studies are conducted in accordance with their company, de-
velopers might feel the pressure of performance tests. Based
on our findings, we provide recommendations for future secu-
rity studies with company developers.

2 Related Work

In this section, we discuss existing guidelines and recommen-
dations for participant recruitment in software engineering
studies and work on factors affecting participant motivation.

2.1 Guidelines on Participant Recruitment

Existing work on conducting software engineering studies
assists researchers by providing them with guidelines and
case studies on how to set up specific study tasks, such as
surveys [41], interviews [26], or experiments [57, 63]. The
recruitment advice found in the literature often focuses on
recruiting a reliable and representative sample [48] or pro-
viding testimonials on specific issues and pitfalls during par-
ticipant recruitment [19]. While guidelines exist on how to
recruit professionals for software engineering studies, they

focus on how to conduct studies methodologically [11], how
to recruit the right participants [49], or how to establish co-
operation between researchers and companies [52]. There
exist also recruitment guidelines from different fields, such as
health sciences [36], that discuss barriers to study participa-
tion. However, these are tied to a clinical context and might
not be generalized to a software engineering context. While
these recommendations are helpful for reliably collecting data
from recruited participants, they provide little insight into how
to motivate suitable individual software developers more effi-
ciently and in significant numbers.

Thus, to conduct empirical studies with developers, re-
searchers often relied on their industrial and personal con-
tacts [24, 29, 42] or convenience samples such as CS stu-
dents [9, 32, 44, 59, 60], crowdsourcing (e.g., Appen, Click-
worker, MTurk or Prolific) and freelancer platforms (e.g., Up-
work, Freelancer) for participant recruitment [16, 17, 23, 25,
29, 43]. These platforms come with challenges such as unre-
liable data [17, 47, 56], weak built-in tools [51], or contract
limitations (e.g., participants can be compensated only via Up-
work for the first two years) [23]. Therefore, Kaur et al. [29]
and Tahaei et al. [60] compared different recruitment plat-
forms and samples and provided recommendations on specific
crowdsourcing and freelancer platforms for participant recruit-
ment. However, it is unclear yet, how professional software
developers employed in companies can be recruited sustain-
ably. We investigated factors affecting company developers’
willingness to participate in research studies specifically with
a security focus and provide insights into viable recruitment
strategies.

2.2 Studies on Participant Motivation

In [54], Smith et al. studied factors associated with recruit-
ing professional developers for software engineering surveys.
These factors were based on research of study design, persua-
sion, and the researchers’ experience in conducting previous
surveys. A post-hoc analysis of surveys from past research
showed that scarcity cues (e.g., time limits or a maximum
number of participants) and similarity cues (e.g., being part
of the same company) increased the chance of a high survey
response rate. Interestingly, besides monetary compensation,
complimenting participants or using humor in the study invi-
tation made survey invitations even more successful.

Based on their lessons learned from qualitative research
with developers, Brandt et al. [13] provided recommendations
on improving the recruitment process for security developer
studies. First, they suggested motivating participants by con-
vincing them that there is value beyond monetary compensa-
tion for participating in a study, such as learning about a new
tool or security technique. Second, they proposed stating why
an individual participant is valuable for the particular research
study, e.g., competence in a specific domain. Third, they rec-
ommended reducing the effort for participants, e.g., by using a
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calendar service for meetings or providing an online develop-
ment environment instead of setting up an environment them-
selves. In addition, it might be beneficial to appeal to different
types of motivation, such as fun, drive to produce knowledge,
social connection, and self-improvement to increase study
participation rates [6]. In the context of an end-user study,
Hsieh et al. [27] investigated the influence of incentives on
participation bias in surveys. They found that different incen-
tives influenced the task outcome, i.e., different incentives
attracted participants with different motivations. For example,
charity rewards attracted participants who valued universal-
ism and benevolence. Using diverse stimuli might increase
the response rate and draw a more varied sample, as compen-
sation is quite individual. Offering monetary compensation,
however, was the most effective way to increase response
rates. Compared to the previous studies, we conducted semi-
structured interviews with professional software developers
from companies. We explored their attitudes, expectations,
and perceptions concerning recruitment strategies, challenges,
and study factors such as the study type, security, and com-
pensation.

3 Methodology

To investigate influential factors on company developers’ will-
ingness to participate in security studies, we conducted 30
semi-structured interviews with regularly employed profes-
sional software developers. All 30 interviews were conducted
online by the same researcher using Zoom Video Commu-
nications [67]. While participants did not have to turn on
their cameras mandatory, the audio was recorded using OBS
Studio [46] and transcribed. At the end of the interviews,
participants were asked to fill out a short survey on their de-
mographics (Appendix B). In total, we collected 23.25 hours
of interviews with a mean interview length of 46.5 minutes
(min: 31, max: 64, median: 46).

3.1 Study Factors

We developed a list of relevant study factors based on related
work and several meetings and discussions with one highly
experienced (5 years of experience in conducting studies with
end users and developers) and one senior researcher from the
human-centric security research field (more than 20 years of
experience). First, we were interested in developers’ percep-
tions of different study design parameters. We asked partici-
pants whether the study topic might affect their decision to
participate in a scientific study, especially focusing on security
or involving security tasks. Additionally, we asked for reasons
for their preferred study types: Online, Lab, and Field Studies,
and study tasks: Survey, Interview, and Practical Task. Prac-
tical tasks might require writing programming code, a code
review, or a protocol. We also asked participants how the study
duration and compensation might influence their willingness

to participate in a study. For example, whether they would be
interested in participating in a workshop or receiving licenses
for software products they might use for their job or free-time.
Second, we investigated how and where participants prefer
to be recruited by researchers. We asked for different recruit-
ment channels such as email, company research cooperation,
conferences, workshops, social networking platforms (e.g.,
Xing [65], LinkedIn [35], Facebook/Meta [38], Twitter [62])
and whether participants would prefer to be recruited by an ac-
tive or passive recruitment strategy. Participants might receive
personal study invitations from researchers or mailing lists
if being actively recruited. With passive recruitment, partici-
pants would be required to search for study invitations, e.g.,
on the Web. We also wondered whether researchers’ back-
grounds, such as computer scientists or psychologists, might
affect participants’ willingness to participate in a study. Third,
we explored their trust in researchers’ organizations, such as
academia or the industry. Since different data can be collected
from participants in a study, we also explored their privacy
concerns with data collection, storage, and usage.

After participants reported their experience with previous
research studies, they were presented with the different study
factors relevant to the context of study design, recruitment
process, and trust in research:

- Study design: Study topic, study type, study task, study
length, compensation

- Recruitment: Active/passive recruitment, recruitment
channels, researcher background

- Data collection: Trust in researchers’ organization, data
collection, storage and usage

To test our study setting and interview guideline, we con-
ducted a pilot study with two CS students and one professional
software developer. Both CS students worked halftime in a
company and provided valuable feedback on the interview
guideline. We adapted the guideline by adding additional
follow-up questions based on the participants’ feedback. The
final interview guideline can be found in Appendix C.

3.2 Participants

For participant recruitment, we used our personal contacts
and a database of professional software developers who have
already participated in past empirical research studies and
agreed to be contacted for future studies. Thus, we ensured a
broad spectrum of experience with different recruitment chan-
nels, study parameters, and study tasks with a security focus.
Nineteen interested participants signed up for the study. Ad-
ditionally, participants shared our study invitation with their
friends and colleagues. Thus, 64 additional interested partic-
ipants signed up for the study. To ensure only professional
software developers regularly employed in companies would
participate in our study, we asked all participants to fill out
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Table 1: Demographics of the 30 participants
Gender Male: 26, Female: 4
Age min = 22, max = 53, sd = 9.13, median = 33, mean = 35
General Development Experience [years] min = 4, max = 30, sd = 8.22, median = 12, mean = 14.2
Working in Company [years] min = 2, max = 30, sd = 7.02, median = 7 , mean = 10
Weekly Work Hours min = 20, max = 50, sd = 9.87, median = 40, mean = 37.3
No. of Employees in Company 1000+: 10, 500-999: 5, 250-499: 2, 10-249: 10, 1-9: 3
Company Type Web Development: 12, Frameworks/Libraries: 4

Consulting: 4, Industry: 6, Other: 4
Company Security Focus Yes: 18, No: 12
Experience with Security Tasks Yes: 22, No: 8
Participated in Studies Before Non-Security: 9, Security: 15, None: 5, NA: 1
No. of Studies Participated Before min = 0, max = 10, sd = 2.34, median = 2, mean = 2.35, NA: 3

a pre-screening questionnaire (Appendix A). We excluded
participants who indicated working less than part-time at a
company or if software development was not part of their
job. Out of 40 invited company developers, 30 participated
in our study. We did not receive a response from the remain-
ing ten participants concerning an interview appointment.
Twenty-eight interviews were conducted in German and two
in English. Participants received 100C as compensation.

An overview of our participants’ demographics can be
found in Table 1. All participants were regularly employed
as software developers in German companies. On average,
participants were 35 years old. Twenty-six were male, and
four were female. On average, participants worked for ten
years in a software development company, with a mean of 37
hours per week. Our participants had an average of 14 years
of experience with software development. Most participants
worked in companies with 10-249 or at least 1000 employees.
Twelve participants reported working in a company specialed
in web development, while others were employed in consult-
ing or industrial companies, as well as in companies specialed
in the development of libraries, frameworks, or middleware.
Eighteen participants indicated working for companies with a
security focus. Twenty-two of the 30 participants were experi-
enced with working on security-related tasks in their company.
Twenty-four participants stated to have already participated
in a scientific study in the past, of whom 15 have already
participated in a study with a security focus.

3.3 Evaluation

We analyzed the transcribed interviews with the software
MAXQDA [64] by using thematic analysis [12]. After two
researchers (R1 and R2) coded the first three interviews in-
dividually, they agreed on one codebook through discussion.
Based on this codebook, all the remaining interviews were
analyzed by the first two researchers, R1 and R2, and a third
researcher, R3. Researcher R1 coded all 30 interviews. R2
coded a random set of 15 and R3 the remaining 15 inter-
views. As suggested by McDonald et al. [37], we calculated

an inter-coder agreement to ensure the consistency of the
code application. It was calculated using Cohen’s kappa coef-
ficient (κ) [15]. The inter-coder agreement between R1 and
R2 measured 0.77, and R1 and R3 0.78. A value above 0.75
is considered to be a high level of coding agreement [21]. The
codebook can be found in Appendix D. Reported quotes were
translated using DeepL [18] and adapted by the researchers
in necessary cases to convey the quotes’ meaning properly.

3.4 Limitations

This study has several limitations that need to be considered
when interpreting the results. First, we cannot claim the com-
pleteness of the presented list of different study factors rele-
vant in the context of study design and participant recruitment.
There may be other factors influencing the motivation of com-
pany developers to participate in empirical research studies
that are not covered in this study. However, we provide pre-
liminary findings on factors that might be worth to be further
explored in future research. Second, since we asked about
factors influencing developers’ decision to participate in a re-
search study, results may suffer from a social-desirability bias.
In addition, since our participants were willing to participate
in research studies, they might be favorable to research and
thus might have other views than those who abstained from
this or study participation at all. As such, we can only make
claims of motivations and preferences of participants willing
to participate in research studies. Third, we recruited profes-
sional software developers regularly employed in German
companies. Our study findings might not apply to developers
from other parts of the world. Further work is needed to make
any generalizable statements.

3.5 Ethics

Our institution does not have a formal Institutional Review
Board (IRB) process for computer science studies, but the
study protocol was cleared with the institutional data protec-
tion officer. Our participants were provided with a consent
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form complying with the General Data Protection Regula-
tions (GDPR). They were informed about the practices used
to process and store their data and that they could withdraw
their data during or after the study without any consequences.
The audio recordings were deleted after transcription. We as-
sured all participants they would be informed about the study
results, and only anonymized data would be published.

4 Results

In this section, we present the motivational factors and barri-
ers concerning study design, participant recruitment, and data
collection we identified in the interviews. An overview of
the factors can be found in Table 2. To report statements, we
labeled participants P1-P30. While we note how many partic-
ipants stated specific themes to indicate their frequency and
distribution, we do not aim to generate quantitative results.

4.1 Study Design

In the following, we present relevant insights into the study de-
sign of security studies with software developers concerning
the study topic, study type, task, length, and compensation.

4.1.1 Study Topic

Our participants frequently noted an interest in the study topic
as motivation for their participation. They often perceived the
topic as an opportunity to learn something useful or to work
on something in line with their interest:“Sure, the topic has to

interest me somehow” — [P19]. Six participants (e.g., P4, P7,
P10, P12, P24) were willing to receive less compensation if
they could work on a study topic that is in line with their mo-
tivation to participate:“If it is a topic that interests me [. . . ] I

would also participate in studies, but that is not where I earn

my money” — [P4]. However, the opposite was also true. Par-
ticipants claimed they would need a higher compensation to
compensate for their disinterest in the study:“So, if the topic

does not interest me at all, then you could lure someone or

me with money” — [P2]. In addition, participants often men-
tioned they were less likely to participate if they were unsure
about fulfilling the requirements for study participation. They
worried they could negatively influence the study results and
thus told to be hesitant to participate:“The study topic, yes,

I think it is essential that I [. . . ] have to know, if I can say

something about it or not” — [P4].
We did not observe differences in the statements of par-

ticipants who have already participated in security studies
(15/30) and those who participated in software engineering
studies (9/30) or did not participate in studies at all (5/30).
However, participants often explicitly referred to IT secu-
rity as a topic they would consider when participating in a
scientific study:“This is a topic that also interests me in a

professional context” — [P16]. One participant stated that,

especially in the context of IT security, they can “[. . . ] learn

(something themselves)” — [P10]. Participants felt that de-
veloper studies with a focus on security might be a good
opportunity to update their knowledge concerning state-of-
the-art security:“If you’re programming something, anything

security-related, and you realize that I haven’t updated my

knowledge in the last ten years, that kind of added value” —
[P18]. Two participants also stated that they liked to be chal-
lenged:“It has a playful component. You challenge yourself. I

can see that I’m doing a good job” — [P29]. The motivation
to learn something new is also reflected in the non-monetary
compensation our participants suggested. For instance, at-
tending a workshop:“[Offer] an information event on the IT

security topic there, that would [. . . ] make that more inter-

esting again” — [P16] or receiving a security certificate:“So

something like a security certification that you could maybe

then obtain” — [P10]. However, P11 stated that it is hard to
estimate the difficulty of security-related tasks. Therefore,
they would like to be informed about the extent of effort the
task might need:“Especially in the area of security, it is al-

ways good to know in advance at what level such a study

will ultimately be conducted, how deep the whole thing goes

technically. In the field of software development, it is always

assumed that things will become technical very quickly” —
[P11].

4.1.2 Study Type

All but one participant stated online studies to be their pre-
ferred study type. As advantages, participants mentioned the
flexibility and duration of an online study:“Because the time

required is less than for another study” — [P1], comfort:“You

are at home in your comfort zone” — [P28] and that they do
not have to travel in the COVID-19 pandemic:“I do not have

to leave the house. [. . . ] Right now also with all that Corona

time. This is just more pleasant [. . . ]” — [P26]. Eighteen par-
ticipants (e.g., P1, P5, P11, P17, P30) mentioned that they
expected less compensation in an online study compared to a
field or laboratory study.

All participants stated that participating in a lab study might
be more challenging since they would need to travel. Twenty-
one participants (e.g., P2, P5, P14, P21, P26) noted that they
would expect additional compensation for traveling:“If that

is now somehow locally at the university, where I had to drive

there, then the travel costs would have to be somehow consid-

ered, plus the time expenditure [. . . ]” — [P2]. P3 described
that they would have taken a day off from work to participate
in a laboratory setting:“The planning, that simply my life gets

affected more, that I have to organize more, maybe take a

day off or something like that” — [P3]. Our participants had
different opinions on field studies. Twelve participants (e.g.,
P3, P6, P9, P22, P27) were open-minded toward field studies,
provided their employer would previously approve the study
participation. Others (e.g., P3, P11, P12, P26, P28) explained
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Table 2: Motivational factors and barriers concerning study design, recruitment, and data collection
Study Factor Factor Level Motivation Barrier

Study Topic Software In line with developer hobby or job Unexciting topic
Engineering Self-improvement Uncertainty about requirements

Learning effect Uncertainty about effort
Security Update knowledge Security performance test

Security certificate
Study Type Flexibility

Online Working from home/while traveling
Anonymity

Traveling time and expenses
Laboratory Social interaction Issues due to Covid-19

Requirement to take a day off work
Concerns about data privacy of clients

Field Combining work with study Conflict when working with clients
Conflict when working from home
Company reputation in case of weak security performance

Study Task Short
Easy to do

Survey Flexibility Length
Anonymity
Variety to job
Social interaction

Interview Variety to job Length
Flexibility
Learning effect Uncertainty about task requirements

Practical Personal challenge Uncertainty about task effort
Length

Study Length Control of time scheduling Length
Time flexibility Rigid date scheduling and loss of flexibility
Continuous compensation in long-term studies Long-term commitment

Compensation Monetary compensation Skepticism toward too high compensation
Recruitment Strategy Active recruitment Passive recruitment

Forwarded by friends and colleagues Spam
Company Trust in approved study Lack of time

Performance test
Asynchronous nature of email Headhunting on networking platforms

Channels Unsolicited emailing with verifiable identity Unsolicited emailing without verifiable identity
Study advertisement at workshop or conference

Data Collection Trust in academia Distrust in industry
GDPR compliance Sharing sensitive data

that they have been in home office for a long time and thus
did not believe conducting a field study would be a good
idea:“But when it comes to seeing myself in my natural envi-

ronment, for example, I don’t know if the field study isn’t the

best way to go, in quotes, because this home office situation

isn’t necessarily what you prefer” — [P6]. P11 would also
like to avoid involving customers:“[. . . ] I am also visiting

customers as a software developer, and I do not need someone

there who conducts a study, who stands behind me, and who

looks over my shoulder” — [P11].

4.1.3 Study Task

We asked participants about taking part in a study involving a
practical task. Some indicated they would appreciate taking
part in practical experiments and would prefer it over an inter-

view or survey:“Yeah, because in practical tasks, [. . . ] you

will have the opportunity to learn something” — [P21]. Oth-
ers (11 participants, e.g., P4, P16, P18, P22, P25) mentioned
uncertainty about practical tasks, as they do not know what to
expect, how long they will need, and whether they might fit the
task requirements:“[. . . ] but then the framework conditions

would have to be a bit clearer in advance, and basically I

would also have to know what kind of tasks I would be facing.

So the uncertainty would then rather strengthen the aver-

sion” — [P16]. Further, P6 described that in programming
tasks, they had to engage deeper with the topic:“I associate a

practical task with the fact that I have to get involved with the

subject. That means that in my mind, it’s always associated

with more effort” — [P6]. Almost all participants perceived a
practical task as more difficult in general. When asked if the
study task influences the compensation they expect, half of
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the participants wanted to receive higher compensation for a
practical task compared to a survey or an interview:“I would

[. . . ] expect a higher compensation for the practical work,

definitely” — [P24]. Further, P16 compared the work on a
practical task with an “examination situation” — [P16].

Participants often preferred surveys and interviews over
practical tasks, as they perceived them as a variety of their
working tasks:“I am coding, doing it the entire day. And then

an interview is a welcome diversion” — [P2]. Social interac-
tions were frequently referred to as a positive factor associated
with interviews:“Because then I would rather interact, instead

of standing alone, in front of some piece of paper, or sitting

and having the feeling, oh, I still have to fill out this piece of

paper” — [P6]. Further, participants valued the flexibility sur-
veys offer besides lower attention required:“And because I do

not have to expend so much effort and because I don’t have

to think much, you can do that on the side” — [P7]. Thus,
participants accepted less compensation for surveys:“So, with

such a click survey, I would not necessarily expect such an

amount as a reward for the interview here. Because you can

do it in between, while you are doing something else, or you

can interrupt it” — [P16]. However, participants disliked long
surveys due to boredom and mental fatigue:“But whenever

I am filling out a survey, especially if it is longer, I get to

the point where I drift in thought and simply start clicking

through, to finish” — [P8].

4.1.4 Study Length

Many participants considered a long duration as a barrier
to taking part in a scientific study, which can not be broken
through other forms of motivation:“One can then simply not

participate.[. . . ] But I think that [this] is not a factor now for

better hourly payment” — [P17]. Fifteen participants stated
that their time is limited, e.g., because of family responsi-
bilities:“I have a job and a family, so it is always difficult

to find the time slot [. . . ]” — [P16], or the need for recre-
ation:“Although I am employed full time, [. . . ] I should also

relieve my head a bit sometimes” — [P17]. Participants were
also asked about their willingness to participate in long-term
studies spanning months or even years.

Some participants stated that while they might be interested
in participating, they would not like to agree on fixed dates,
weeks, or even months ahead:“I couldn’t say, okay, I can set

this exact block for myself every two weeks or every month” —
[P18]. P19 stated that it would be beneficial if you can“[. . . ]

determine the time frame accordingly, [so] that you can also

do something [. . . ] on the weekend or [. . . ] in the evening

after work” — [P19]. Another participant liked the idea of
a long-term study:“It would be super cool if such a study is

a long-term study and you get money again and again” —
[P5]. However, 15 participants (e.g., P4, P7, P17, P22, P29)
preferred a study length of one to four hours.

Ten participants (e.g., P4, P17, P19, P25, P28) equated time

to money and compared the study compensation with their
salary:“[. . . ] Either I sit for two hours or more in a study

or I just work longer, then I think most people start to won-

der whether it’s worth it” — [P18]. However, 18 participants
(e.g., P2, P8, P11, P16, P28) did not expect a higher hourly
wage for more extended studies. Instead, they expected linear
payment:“So basically that you have some kind of hourly rate

that you have for an interview, if you say one hour one hun-

dred euros, if it’s two hours it’s two hundred euros” — [P16].
If taking a vacation day for a study with a long time frame
would be necessary, six participants (e.g., P5, P11, P19, P24,
P25) expected to be compensated for the loss of a working
day:“So then it would have to be much better paid than the

day off costs me [. . . ]” — [P24]. In a multi-day time frame,
15 participants (e.g., P5, P9, P11, P19, P27) stated to “[. . . ]

rather not participate if [it would require a] day or something,

then the will is not so high” — [P16]. Overall, many partici-
pants stated that flexibility is essential. Having control over
the time frame might increase the willingness to participate
even in a long-time framed study:“So the more flexible you

are in choosing the time slot, the longer you can manage the

hours for a study” — [P2].

4.1.5 Compensation

Almost all participants (28/30) preferred receiving monetary
compensation:“Are there serious compensation suggestions

other than money?” — [P15]. Nine Participants perceived
compensation methods such as Amazon vouchers as appro-
priate as well:“Amazon is like cash to me actually” — [P2].
Fourteen (e.g., P5, P10, P16, P21, P26) opted for participation
in a workshop as compensation. Still, restrictions were men-
tioned for workshops:“[. . . ] especially for such an on-site

study, if it is somehow integrated into a workshop, where I

then take something away for myself, it would be interesting

for me” — [P16]. As a further barrier to workshop participa-
tion, participants stated that “with training offers [. . . ] it’s

[. . . ] again associated with having to sort of balance out

when, how, where” — [P6]. They would need to coordinate
with their employer first to get some time off:“So if, for exam-

ple, some conference is to take place now, [then] I would have

to ask my employer[. . . ] and they would have to spend the

money accordingly. And that’s exactly what you could save at

that point” — [P26]. Further, participants mentioned that they
were concerned a workshop might force them to take part at
a specific date, which might limit their flexibility:“[. . . ] Then

I probably lack the time flexibility again” — [P5].
Eighteen participants were willing to accept a software

license as compensation for study participation if it fitted
their requirements:“ [. . . ] only [. . . ] if it is something I am

working on right now” — [P5]. One participant explained
that even if they would be interested in getting a license, they
would still compare this to the actual monetary value of the
product:“[. . . ] nevertheless, I would weigh afterward again
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[. . . ], what is the financially equivalent value of it [. . . ]” —
[P1].

Most participants (24/30) stated that a higher compensa-
tion would increase their willingness to participate in a study,
and thus they might ignore the challenges they perceive. P3
specifically said that they would also do “[. . . ] unpleasant

things” — [P3] if the amount of compensation would be ap-
propriate. Many participants reported that there exists a hard
limit for study participation. For example, some stated they
must fulfill their family and work responsibilities. Therefore,
taking part in studies that last more than some hours might not
be possible - regardless of the compensation amount:“[. . . ]

because I have a family and two children. So I have to find a

place to fit it all in. That’s why the time factor is also impor-

tant in any case” — [P6]. Five participants also mentioned
that they might be skeptical if the compensation would be
too high:“I would be more concerned if a private company

paid me too much” — [P3]. Interestingly, 100 euros for an
interview study with software developers was perceived as
too high by P14:“So I definitely think it’s way too much in

this study” — [P14].

4.1.6 Other Factors

Beyond monetary compensation, other factors were men-
tioned developers perceived as a motivation to participate
in scientific research. Some participants wanted to contribute
to society and maintain “[. . . ] the dialogue, between the gen-

erations, between old and young, experienced and inexperi-

enced” — [P4] because it might be valuable for “the commu-

nity” — [P13]. Thirteen participants (e.g., P3, P8, P10, P19,
P26) stated that they were motivated to help since they were
curious “what will happen afterward (with the results)” —
[P4]. Others were motivated by recognizing their own mis-
takes and receiving feedback on their work:“if they will give

me some feedback” — [P23]. Some liked the idea of receiving
“an appreciation letter or basically certificate” — [P21] as
recognition for their efforts, and others felt appreciated “[. . . ]

to be asked as an expert about something” — [P5]. Twenty
participants (e.g., P6, P9, P12, P19, P26) also reported that
their work activity is in line with their preferences in their free-
time, and thus they might consider participating in a scientific
study:“My profession is also my hobby” — [P7].

4.2 Recruitment

When asked what should be included in the study invitation,
23 participants (e.g., P1, P9, P10, P16, P24) stated that “the

theme must fit me in any case [. . . ]” — [P26]. Another partic-
ipant stated that they would want to be personally addressed
because “it’s just much more personal, and then you also have

a good feeling that you’re helping (with) something” — [P5].
For short studies, some participants preferred to start with
the task after receiving the study invitation immediately:“If

one [. . . ] would have to sign the consent form or make an

appointment or something similar, then rather not” — [P2].

4.2.1 Active & Passive Recruitment

Twenty-five participants (e.g., P2, P4, P12, P17, P25) favored
active over passive recruitment. One of the disadvantages of
passive recruitment most participants faced was “not knowing

where to find it” — [P28]. Seventeen participants (e.g., P1, P3,
P12, P22, P29) considered not having to look for a study them-
selves as an advantage of active recruitment, as summarized
by one of the participants:“For me, this is just right. I am a

lazy person” — [P25]. Overall, many participants considered
being personally addressed in active recruitment as benefi-
cial since “that just comes much more personal” — [P5] and
they knew “that I was not simply addressed randomly” —
[P4], but rather for the skill they possess. Not all attitudes
towards active recruitment were positive. Seven participants
(e.g., P9, P15, P22, P27, P29) worried that active recruitment
could result in spam:“If twenty emails per week are coming

in now, I guess it’s time for me to activate the spam folder” —
[P29]. Most participants (21/30) favored asynchronous com-
munication, especially for first contact, which applies to both
types of recruitment:“I like all forms of first contact where I

don’t have to react spontaneously, whether it’s an email or

an ad” — [P3]. Nine participants also had positive attitudes
towards study invitations being forwarded by friends or col-
leagues since they have “[. . . ] a few bonus points of trust on

top” — [P9], especially if they already received their study
compensation.

4.2.2 Researcher Background

Researchers’ background was often linked to the study topic.
For instance, 14 participants (e.g., P2, P8, P10, P12, P30)
stated their decision to participate in a study would not be
affected by involving researchers from fields other than com-
puter science:“This would not be so important to me” —
[P19]. However, P2 noted that they would be more willing to
help researchers if they shared the same background:“When

I see that is also a computer scientist, then I still tend to

be more helpful” — [P2]. Three participants (P15, P16, P17)
considered a researcher’s background as essential for their
decision to participate in a research study:“I think you have

to have a background there” — [P16]. Nine participants (e.g.,
P1, P3, P13, P14, P21) stated that “it really depends on the

topic, if it is supposed to be more interactive, the IT person

will probably have more understanding of the terms” — [P9].
P3 stated that“Experience would be more critical” — [P3].

4.2.3 Company

Ten participants (e.g., P3, P12, P25, P26, P29) believed their
employer would be willing to share a study invitation among
their employees. However, “when there is a lack of time in
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the company, [the employer would] say: "Ah, we’d better not

pass that on"” — [P1] even though they promised researchers
otherwise. Other concerns had been that “in the worst case,

the employer is in cahoots with the researcher and uses the

situation to test my performance somehow” — [P29] or that
they might be forced to participate by their employer:“That

would be fine, too, if the employer didn’t push me to do it” —
[P17]. Four participants (P2, P9, P11, P25) complained about
disguised headhunters:“You wouldn’t get through to me at

all, very quickly put a stop to it and say, yes, that’s actually

just a hidden inquiry. In reality, you are a recruiter” — [P11].
Still, study invitations approved by an employer were trusted
more:“I mean, if the employer has already run this, certain

checks have already been run in advance, which means that I

can really assume that it is a serious study” — [P20].

4.2.4 Recruitment Channels

Almost all participants preferred email as their primary re-
cruitment channel:“So as a computer scientist, I have to be

honest, I’m most comfortable with the email form” — [P17],
due to its asynchronous nature:“Because of the asynchronous

and because it is then just a bit personal” — [P6]. Unsolicited
emailing, participants accepted under certain conditions:“I

would like to know where they got my email address from” —
[P30] and who the sender is, since “if it was in my inbox from

someone I didn’t know, I would be skeptical. That’s when the

alarm bells go on” — [P29]. Most participants indicated us-
ing social networking sites such as LinkedIn or Xing for their
professional contacts. Some participants agreed on receiving
invitations through these channels:“I think, so something like

Xing or LinkedIn or something like that, I think you would

expect it anyway” — [P18]. Others (eight participants, e.g.,
P6, P14, P26, P28, P30) refused to be contacted through such
channels:“[. . . ] because I personally perceive it less as a

place for news” — [P6]. Some participants (P9, P10, P24,
P28) stated that they were exhausted by the mass of recruiters
contacting them. Thus, they might end up skipping legitimate
study invitations:“I usually blindly reject all requests with

this automatic no-thank-you answer. A request like that could

certainly be overseen” — [P24].
Participants had mixed feelings about being recruited at a

conference or a workshop. One participant stated that since
they are already at the venue, they might participate in the
study:“I was at a conference where this was asked, where I

participated in a small survey, especially if you are on site

anyway, the hurdle is of course very low if you can just do it

spontaneously” — [P3]. Some might be more willing to par-
ticipate if a speaker shares a study invitation with the audience
while keeping it asynchronous. One participant stated:“I’m

generally not the one who likes to be addressed by booths or

something, but if it’s a conference and the speaker says, well,

pass on the information, or it’s also advertised somewhere,

whatever” — [P10].

Most participants indicated rarely using social network-
ing platforms such as Facebook or Twitter. One participant
questioned how serious study invitations, shared via these
channels, are:“I don’t really think it’s serious either. Hon-

estly, I wouldn’t believe it’s anything real either” — [P18].
Still, one participant stated that the channel is not essential,
but rather who is recruiting and how participants were ad-
dressed:“So basically, I wouldn’t say if you brought it to my

attention [. . . ] via Twitter, I wouldn’t do that because that

came via Twitter” — [P6].

4.3 Data Collection

Participants preferred data collection to be fast and easy:“So,

if you work with modern tools, for example, GitHub, where

you can upload and download the code, that would have been

more comfortable. In that case, I have, I think, sent it via email.

I am not entirely sure, but it was a bit of back and forth” —
[P2]. Some participants were irritated by the collection of the
same data multiple times:“But questions which were already

asked, then discussed afterward again, I found a bit odd” —
[P11].

4.3.1 Researcher Organization

Participants had different attitudes toward the type of orga-
nization conducting the study. Many participants mentioned
they had a high level of trust toward public institutions like
universities. They thus were more comfortable with data shar-
ing compared to private corporations:“Because I am more

prepared to participate in public studies and use my personal

resources, and my data is part of that, compared to private

studies” — [P12]. In addition, some participants believed that
universities had a lower budget compared to corporate enti-
ties and thus expected a lower compensation from studies
done by universities:“To be honest, I thought that the univer-

sity pays worse. [. . . ] I think [companies] also have more

money” — [P18]. Further, some participants raised concerns
regarding illegal data collection by companies during studies,
something they assumed was less likely to occur with public
institutions:“So, there are some things, like market research

institutes, where you can install some kind of client, [. . . ]

which then collects all kind of data in the depth of windows

and sends to them, where you have no control in the first

place” — [P10]. Some participants assumed German compa-
nies were more likely to collect their data in compliance with
GDPR.

4.3.2 Privacy Concerns

Some participants felt that a high compensation for their data
would raise suspicion about the usage of their data:“If the

compensation for things like that is higher, I (would) have con-

cerns about whether [. . . ] (it is) too high and why” — [P3].
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In many cases, participants preferred to share as little data as
possible. However, 16 participants (e.g., P6, P11, P15, P21,
P30) argued they would be willing to share their data if the
usage was in line with the research topic:“Eye movement,

well, I really do not know, [. . . ] I would have to be sure how

it is processed” — [P15]. Questions concerning sensitive data
raised the issue of anonymity for many participants:“Well, to

be honest, there really was [that] moment in a survey after a

study. [. . . ] I would say that not everyone honestly answers

such sensitive questions because, in the end, you are still

not sure how anonymous everything is. So there is a certain

amount of trust, but still” — [P17]. This was linked to the
study type, as participants frequently mentioned the increased
anonymity of online studies as a positive factor:“This is the

most significant advantage for me. Maybe also that it is a lit-

tle anonymous” — [P7]. By contrast, many participants were
skeptical about field studies, as data collected at their work-
place might be critical:“And then this person asked me about

security-relevant features, about knowledge, that you have

to have for it and finds out, I do not know, how to solve this

problem best. And you could use that against the company

where I work” — [P5].

5 Discussion

In this section, we discuss our research questions. We provide
insights into recruitment obstacles specifically related to the
company context. Past research with students showed that they
were often available for laboratory studies [10, 32, 61], flexi-
ble in time [40], and did not worry about the consequences
of their study performance [43]. Besides logistical issues, our
participants reported being less flexible in time and worried
about their and their company’s reputation, unpredictable ef-
fort, and potentially bad performance communicated to their
company. Since most of our participants were already expe-
rienced in study participation, preferences on the indicated
factors for specific types of studies we identified might only
apply to participants willing to participate in research studies.
While we cannot make any claims about those who opted not
to participate in this study or studies in general, our results in-
dicated preferences for different types of studies on recurring
participants. As such, our results can help researchers retain
interested participants for various types of studies.

RQ1: Influence of study factors on study participation.

Our participants indicated monetary compensation as the most
influential factor motivating them to participate in research
studies. Participants felt that high rewards could compensate
for working on research topics they might not be highly in-
terested in or participating in long-time framed studies. They
also expected higher rewards if working on practical security
tasks or required to take a day off from their regular work
(e.g., traveling for a lab study). However, they were willing

to work on study tasks in their free time as long as they did
not conflict with their family responsibilities. Thus, flexibility
and schedule control was essential for accepting study invita-
tions, which were not considered to be compensated by higher
monetary compensation.

Our participants generally did not expect a higher payment
for long-time framed studies but rather a linear hourly rate.
Still, they were skeptical about high payment if they could
not relate it to the expected effort. Thus, participants expected
less payment for online studies, short surveys, or studies con-
ducted by academic researchers in a university context. While
participants perceived vouchers (e.g., Amazon) as another
form of monetary compensation, workshop participation or
software licenses might be less promising forms of compensa-
tion due to highly individual demands. Besides compensation,
participants were often motivated by idealism to contribute to
society, self-improvement, or receive feedback on their work.

With the continuous threat of security vulnerabilities at-
tackers might exploit, it seems participants felt that developer
studies focusing on security might be an excellent opportu-
nity to evolve and update their security skills and knowledge
concerning recent security topics. They indicated that security
tasks would have a positive learning effect. Participants would
also appreciate receiving a security certificate after study par-
ticipation. Especially, practical tasks might be an excellent
way to improve their security skills, and thus participants
would be willing to participate in security developer stud-
ies. However, participants were concerned that security tasks
might require more effort than expected. They were also of-
ten unsure whether they fulfilled the requirements. Therefore,
they would like to have clear information on the task require-
ments. Additionally, they worried about weak performance in
security tasks, which might be linked to their company (e.g.,
in a field study).

RQ2: Recruitment. With active recruitment by researchers,
developers were not required to search for study invitations,
which might save time and effort. Additionally, participants
indicated being unsure where to look for study advertise-
ments. They favored email as a recruitment channel since it
allows asynchronous communication. Further, they appreci-
ated the personal contact and assurance they were recruited
based on their competence in the studied field. However, par-
ticipants were concerned about unsolicited emailing or the
uncertainty about where their contact information was gath-
ered from. Therefore, study invitations forwarded by friends
and colleagues - especially if they had already received their
study compensation - were trusted the most and thus might
increase the likelihood of positive responses. Participants
trusted study invitations distributed over their company since
they felt their employer had already approved them. However,
they worried about performance tests and the pressure of be-
ing forced to participate in the study. While social networking
platforms were considered suitable for participant recruit-
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ment in a professional context (e.g., LinkedIn, Xing), some
participants were unsure how serious invitations were from
social networking platforms in a more personal context (e.g.,
Facebook/Meta, Twitter). However, study advertisements at
workshops or conferences were perceived as a suitable way
to recruit participants.

RQ3: Data collection. Compared to the industry, research
institutions like universities enjoy great trust among company
developers, which is why most developers indicated being
more willing to share their data. Participants preferred to
share as little data as possible unless they were informed
about data usage. They also indicated that the data collected
should be in line with the research topic and comprehensible.
However, security studies involving very high compensation
raised concerns about data usage. Surveys and online studies
were considered more anonymous than other study types and
tasks. Thus, participants may be more willing to share per-
sonal data. Still, participants had no concerns about sharing
source code as long as they were assured that it would not
be used for commercial purposes. Data collection becomes
even more vital when conducting field studies in a company
because developers are worried about client information leak-
age or weak performance in security studies damaging their
company’s reputation. Overall, concerns about data collec-
tion might be mitigated by adequately informing participants
about the data collection process and measures taken to ensure
anonymity.

6 Recommendations

In this section, we provide recommendations for future usable
security and privacy research studies based on our findings.

6.1 Study Design

In the following, we present our recommendations concerning
study design.

Study Topic. For security studies with company develop-
ers, specific requirements and the expected effort should be
made clear since uncertainty about tasks or topics might dis-
courage developers from participating. Our participants were
often unsure about the target group of study invitations or
assumed other participants might be more suitable for the
study topic. This is especially true for IT security since tasks
in this domain are expected to be more challenging. If a study
includes researcher-participant interaction, it might be benefi-
cial to state a researcher’s experience with the study topic.

Study Type. Online studies might be the preferred form
for study participation for all study types (interview, survey,
practical task) if high numbers of participants are required.
If a laboratory setting has to be chosen, a virtual study envi-
ronment, as proposed by Huaman et al. [28], might be a good

option. Otherwise, explicitly compensating participants’ time
and travel expenses might be required.

Study Task. Many developers felt pressure on the per-
formance of their practical tasks. High dropout rates due to
potential task difficulty were also observed in past research,
such as 42% in a study conducted by Acar et al. [1]. Thus, in
usable security developer studies, participants might be made
aware that the usability of a system but not their performance
is tested. Concerns regarding task difficulty can also be alle-
viated by clearly stating the study requirements. Including an
example task, as done in previous studies, can provide reas-
surance to participants [50, 51]. For surveys, developers pre-
ferred to start immediately after receiving the study invitation.
Thus, including the survey link in the study invitation might
be beneficial. This could be combined with checking for in-
clusion criteria and screening questions to ensure data quality.
Due to the COVID-19 pandemic, participants reported having
fewer social interactions. An interview can be a welcomed
variety to company developers’ daily jobs. For interviews,
developers preferred minimal organizational effort. Using an
easy scheduling service can reduce developers’ effort and
increase flexibility.

Study Length. Time flexibility is an essential factor for
developers. Naiakshina et al. [42] reported that "developers
dropped out because of a lack of time and [not managing] to
solve the task in a functional way." Thus, long-time framed
studies need also to be flexible in terms of time schedule,
which might include offering dates on the weekends or out-
side office hours. It might also be beneficial to highlight the
compensation, if available, associated with long-time framed
studies.

Compensation. Monetary compensation is the most influ-
ential factor in increasing participant rates. However, partici-
pants also appreciated security certificates when participating
in security developer studies. Thus, offering workshops after
study participation, where participants can receive security
certificates, might be a promising approach. In long-time
framed studies, we suggest considering the hourly wages of
company developers since they tend to compare the time in-
vested in a study with their working time. Letting participants
choose between different types of compensation besides in-
trinsic motivation (e.g., learning something new, updating
knowledge) might improve response rates as well as sample
quality as proposed by Hsieh et al. [27] in an end-user context.
Interestingly, our participants considered the compensation of
100C for a one-hour interview study rather high. While this
can be the first indication for interview study payment, more
research is needed on the payment levels for different study
types, tasks, and lengths.

6.2 Recruitment

In the following, we present our recommendations concerning
participant recruitment.
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Recruitment Strategy. The study invitation should reflect
and appreciate participants’ competencies. It might be es-
sential to explicitly state why their participation is vital for
the study by acknowledging their skills and study topic re-
quirements. In addition, participants might be informed how
their participation can benefit themselves, the community, or
society. For example, the conducted research might be help-
ful for the following generation, personal improvement, or
specifically in the IT-security context, resolving security mis-
conceptions and reducing security vulnerabilities. Previous
work indicated that similarity cues improved response rates
in surveys [54]. Thus, highlighting a shared professional or
academic background might make a study invitation more
appealing. Interestingly, all participants provided their con-
sent to be contacted for future studies. They preferred this
recruitment strategy due to the low effort. Therefore, we rec-
ommend asking participants for their consent to receive future
study invitations after study participation. However, it would
be helpful to avoid sending unsuitable study invitations and
instead address the required target group of the study. For
future work, it might be beneficial if a central database of
interested software developers might be available to the re-
search community. Alternatively, a central web page collect-
ing advertisements for different research studies comparable
to job openings might be a good form of informing interested
participants.

Recruitment Channel. Email is the most preferred chan-
nel of communication as well as first contact because of its
asynchronous nature and having everything in one place. De-
spite the common usage of social media and online forums
for participant recruitment in security studies [7, 39, 45], most
of our participants were unwilling to be recruited through
these channels. Thus, we recommend using additional chan-
nels, as done in other security studies [29], alongside email.
Research conducted by institutions like a university, research
cooperation with companies, and study recommendations by
friends and colleagues might increase trust in the study and
thus participation rates. For unsolicited emailing, researchers
might include where and how they extracted the contact infor-
mation and explain how to remove the participant’s contact
information from this source. In addition, researchers might
provide a verifiable way to check their identity or institution.

6.3 Data Collection

In the following, we present our recommendations concerning
study data collection.

Data Collection, Storage and Usage. Explaining the pur-
pose of re-iterating questions in surveys and interviews for
data validity reasons might avoid irritating participants when
the same information is gathered multiple times. In addition,
data collection should be easy and relate to the study domain.
Using internet hosting services such as GitHub for program-
ming code submissions might be beneficial since developers

indicated familiarity with them. If it is necessary to collect
sensitive data from participants, it might be explained why this
information is required. Participants mentioned fear of reper-
cussions from the deanonymization of study data, a concern
which was raised in past research as well [22]. Addressing
and explaining the precautions taken may alleviate concerns.

Consent Form. Some participants were concerned with
data collection, storage, and usage. Thus, we recommend
presenting the consent form separately from the study in-
vitation text to avoid overwhelming participants. Since our
participants often referred to GDPR, researchers might inform
participants whether data collection is in line with GDPR or
CCPA, including third-party services used for data collection,
storage, and analysis, e.g., transcription and hosting surveys.

7 Conclusion

Researchers often struggled to recruit developers for security
studies. While using online freelancer platforms or inviting
students can often be a good choice for participant recruit-
ment, past research showed that the behavior of developers,
freelancers, and CS students might differ in security stud-
ies. Additionally, usable security and privacy research in the
company context requires recruiting professional software
developers from the industry. Therefore, we conducted 30
semi-structured interviews with company developers to inves-
tigate influential factors on their willingness to participate in
security developer studies. We found that participants mostly
preferred to participate in short studies conducted online and
in line with their interests. Developer studies with a security
focus were perceived as specifically attractive since partic-
ipants felt they might update their security knowledge and
test their skills by receiving feedback on their performance.
However, participants were concerned by the effort and weak
performance effects security tasks might entail. Still, most
barriers concerning study design, participant recruitment, and
data collection might be countered by monetary compensa-
tion. Overall, company developers preferred to participate in
studies with low effort but were willing to accept long-time
frames if flexibility was ensured.

While offering first insights into influential factors on com-
pany developers’ motivation to participate in security studies,
further research is required with company developers from
other parts of the world. Further, our findings suggested a
strong influence of monetary compensation. Since no consen-
sus between researchers exists, more research is needed in the
context of different payment levels. Future studies might mit-
igate potential selection bias by conducting, e.g., large-scale
and anonymous surveys to solicit participants without prior
study experience. Since most of our participants stated, they
are rarely invited to studies, utilizing different recruitment
strategies might reach more first-time participants. However,
more research is required to investigate barriers to study par-
ticipation.
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A Pre-Survey

A.1 Consent

I agree to take part in this survey
# I agree / I do not agree

A.2 Questions

Q1: How old are you?

Q2: What best describes your current primary occupa-
tion?
# Employee / Freelancer / Researcher / Apprentice / Bachelor
student / Master student / Other (please specify:)

Q3: Are you employed by a company and work more
than 19 hours a week? (Yes / No)

Q4: In which area do you currently work?
# Consulting / Software Development / Testing / Other
(please specify:)

Q5: Is software development part of your job?
# Yes / No / Other (please specify:)

336    Nineteenth Symposium on Usable Privacy and Security USENIX Association



Q5: Which email address may we use to contact you
regarding your participation in our study?

B Post-Survey

B.1 Consent

I agree to take part in this survey
# I agree / I do not agree

B.2 Questions

Q1: Please enter your pseudonym:

Q2: How old are you?

Q3: What is your gender?
# Male / Female / Diverse / I prefer not to answer / I prefer
to describe myself:

Q4: What is your nationality?

Q5: How long in total have you been employed as a
software developer in a German company or organization?
(In years)

Q6: How many hours per week do you spent develop-
ing software?

Q7: What is your job title?

Q8: What kind of software are you developing? (Mul-
tiple selections possible)
# Web applications / Mobile applications / Desktop
applications / Embedded software development / Enterprise
applications / Other (please specify:)

Q9: How many years of experience with software de-
velopment do you have in general?

Q10: How many employees has your company in to-
tal?
# 1-9 / 10-249 / 250-499 / 500-999 / 1000 or more

Q11: Which business sector does your company be-
long to?
# Game development / Building network and communication
/ Web development / Development of middleware, system
components, libraries and frameworks / Other (please
specify:)

Q12: Has your company a focus on security? (Yes /
No)

Q13: Are you taking on security-related tasks in your
field of work? (Yes / No)

Q14: Do you want to be contacted by our research
group to be informed about the study results? (Yes / No)

Q15: Do you want to be invited by our research group for
further studies? (Yes / No)

Q16: If you would like to be contacted by our research group,
please provide a valid e-mail address. This e-mail address
will be stored separately from the study data.

C Interview Guideline

Introduction

• Have you participated in a scientific study in the past?

– If yes: Was this a developer study?

• In how many studies have you taken part in the past?

• In what kind of studies have you taken part in the past?

– Researcher note: Explicitly ask for programming

tasks

• Have you ever had a negative experience?

Influence - Study Topic

• Is the study topic something you take into account when
deciding whether to participate in a study? Is the topic
of the study important to you?

– If yes: What topics are you interested in?

– Computer Science/Software Development/IT Secu-

rity/private interests as a study topic

• Would you also participate in studies on topics that are
not interesting to you?

– If No: Could you be convinced to participate in
a study on a topic not interesting to you? If Yes:

How?

– If job-related studies are not attractive: How could
you be motivated for this kind of study?

Influence - Trust

• During a study, information about your person is col-
lected. The researchers conducting the study must adhere
to rules (e.g., the anonymity of participants). Participants
are informed about this in a consent form.
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• To what extent do you trust a university to comply with
informed consent?

– Researcher note, Address the following aspects and

ask how important they are: Respect for privacy
and data protection, fair compensation, competence

• Does your opinion change if the conducting organization
is from a private sector? (Researcher note: Address the

factors mentioned above again)

• What do you think about organizations such as the
Fraunhofer-Gesellschaft?

– Researcher note, alternatives to Fraunhofer: Max

Planck Gesellschaft, German Research Foundation

(DFG)

• Does the type of organization impact the compensation
you expect?

– If yes: To what extent does the type of organization
influence your expectation?

Influence - Researcher Background

• What influence does the background of the conducting
researchers have on your willingness to participate in a
study?

– Researcher note, examples: Computer scientist,

psychologist, social scientist

• Does the background have to match the topic?

• Would you prefer/avoid one of the mentioned back-
grounds?

– If yes: Why?

Influence - Lab, Field and Online Studies

• (Researcher note: Shortly explain the difference between

lab, field, and online studies.) Do you understand what I
mean by this?

• What do you (not) like about online studies?

• What do you (not) like about lab studies?

• What do you (not) like about field studies

• Would this form of study be conceivable in your com-
pany?

• Which type of study do you prefer?

– Why do you prefer this type of study?

– What are the arguments against the other types of
studies?

• Does the type of study influence the compensation you
expect?

– Researcher note: Type of study in terms of the dif-

ference between lab, field, and online studies

– If yes: To what extent does the type of study influ-
ence your expectation?

Influence - Study Task

• During a developer study, there are usually three possible
types of tasks. A survey, an interview, and practical tasks
such as coding, writing a code review, or a protocol. Does
the type of task in a study influence your willingness to
participate in a study?

• Which tasks do you like to work on the most? Why?

• Are there tasks you avoid? Why?

• If not already addressed: How do you perceive the diffi-
culty of these types of tasks?

– What makes a task difficult for you?

– What makes a task easy for you?

• Does the type of study task influence the compensation
you expect for the same duration? If yes: To what extent
does the type of study task influence your expectation,
given the same duration?

Influence - Duration

• The duration of a study can vary depending on the re-
search question. Some studies consist of a short ques-
tionnaire, and other studies can take several days.

• Does the duration of a study influence your willingness
to participate? Here we assume you receive the same
hourly compensation regardless of the study duration.

– Is duration a criterion by which you exclude a
study?

– Researcher note: If not mentioned, address the fol-

lowing aspects: Conflict with working time, con-
flict with free-time, fatigue

• Is there a maximum duration beyond which you would
no longer be willing to participate in a study?

– Do other study factors influence this maximum
duration? Why?

• Under what conditions would you be more likely to
participate in long studies?
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– Researcher note, for example: better compensation,
less organizational effort, provision of catering,
payment for travel.

• Would you be willing to participate in studies lasting
several days, provided that your maximum duration is
not exceeded on a individual days?

– If no: Why?

• Is there a maximum number of days or a maximum time
period?

• Does the duration of a study influence the compensation
you expect?

– If yes: To what extent does the duration of a study
influence your expectation? Why?

Influence - Data Collection

• During a study, information about you is collected, such
as your voice or image. Depending on the study, written
code or biometric characteristics may also be recorded.

• Are you concerned about the data mentioned if it is col-
lected from you?

– If yes: Which specific data are you concerned
about?

• Does the way it is recorded have an impact on your
willingness to participate?

– If yes: Is there any data, if recorded, that would
stop you from participating in a study?

• Would you avoid studies that record data you are con-
cerned about?

• Do you expect better compensation if the study records
data you are concerned about?

Influence - Compensation

• How would you like to be compensated for the partici-
pation in developer studies?

– Researcher Note, for example: Workshop partici-
pation, software license, conference tickets

• How do you feel about non-monetary compensation?

• Would you accept less compensation if the study would
meet your preferences for study factors?

• Would you also be prepared to forego compensation
completely?

– If yes: Which study factors are particularly impor-
tant to you in this regard?

Recruitment

• There are two methods for recruiting study participants.
In active recruitment, potential participants are contacted
directly by the researcher. In passive recruitment, the
study is advertised in various ways, and a potential par-
ticipant contacts the researcher independently.

– What advantages (disadvantages) do you expect
from active recruitment?

– What advantages (disadvantages) do you expect
from passive recruitment?

– In which way would you prefer to be recruited?

• Where would you prefer to be recruited? Why?

– Researcher note, for example: At work, on-site
events, online events, by email, online communi-
ties such as Facebook group/Reddit/Xing/LinkedIn,
flyers (by post/by hand), posters, employer

– How should the first contact be made?

– Scenario: An unknown university sends an email
to you. How do you feel about that? How do you
react?

– Would an explanation on how the contact informa-
tion was collected defuse the situation?

• Would you be willing to register to a website for future
study invitations?

• Who should manage this platform?

Motivation

• What is the main reason that motivates you to participate
in a developer study?

– Researcher note: Ask for other reasons besides the

main reason

– Researcher note: Address this and previous stud-

ies: What were the reasons for participating in
these/this studies?

• Are there any study factors that influence your willing-
ness to participate that have not been mentioned yet?
Researcher note: If the participant has already partici-

pated in several studies, ask what researchers could do

better
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D Codebook

Table 3: Codebook used during the analysis of the transcribed interviews using thematic analysis
Theme Code Definition

Recruitment Channel Channel: All statements made regarding recruitment channel (where
participants want to be recruited) and their influence on a participant’s
willingness to participate

Active Active: All statements made about active recruitment and its influence
on a participant’s willingness to participate

Passive Passive: All statements made about passive recruitment and its influence
on a participant’s willingness to participate

Compensation Compensation All statements about compensation as the reward for participation, which
is promised before participation. Includes non-monetary compensation
such as software, hardware, vouchers, vacation trips or education offers

Length Length Direct and indirect statements about the influence of the study duration
on a participant’s willingness to participate and the compensation they
expect. This includes statements about time flexibility

Study Task Study Task All statements about the study task (survey, interview, practical tasks)
and their influence on a participant’s willingness to participate and the
compensation they expect

Study Type Study Type All statements about the study type (online, lab, field) and their influence
on a participant’s willingness to participate and the compensation they
expect

Trust in Organization Trust in Organization Trust in Organization: All statements about the conducting organiza-
tion (university, company, hybrid institutions) and their influence on a
participant’s willingness to participate and the compensation they expect.
This includes trust in the intention of the conducting organization as well
as trust in the competence of the conducting organization

Data Collection Data Collection: Opinions, fears, apprehensions, problems and wishes
in the context of data collection. All statements on the influence of data
collection on a participant’s willingness to participate and the compensa-
tion they expect

Motivation for Participation Motivation for Participation All statements made explicitly about the influence on a participant’s
willingness to participate in a study that uses the keywords participate

or participation

Influence Study Topic Influence Study Topic Influence Study Topic: All statements made about specific study topics,
such as computer science, IT-security or subtopics of these and their in-
fluence on a participant’s willingness to participate and the compensation
they expect

Researcher Background Researcher Background: All statements about a researcher’s back-
ground and their influence on a participant’s willingness to participate
and the compensation they expect. This includes trust in the competence
of the individual researcher background

340    Nineteenth Symposium on Usable Privacy and Security USENIX Association



SoK: I Have the (Developer) Power! Sample Size Estimation for Fisher’s Exact,
Chi-Squared, McNemar’s, Wilcoxon Rank-Sum, Wilcoxon Signed-Rank and t-tests in

Developer-Centered Usable Security
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University of Bonn
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University of Bonn
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University of Bonn, Fraunhofer FKIE

Abstract
A priori power analysis would be very beneficial for re-
searchers in the field of developer-centered usable security
since recruiting developers for studies is challenging. Power
analysis allows researchers to know how many participants
they need to test their null hypotheses. However, most studies
in this field do not report having conducted power analysis.
We conducted a meta-analysis of 54 top-tier developer study
papers and found that many are indeed underpowered even
to detect large effects. To aid researchers in conducting a
priori power analysis in this challenging field, we conducted
a systematization of knowledge to extract and condense the
needed information. We extracted information from 467 tests
and 413 variables and developed a data structure to systemati-
cally represent information about hypothesis tests, involved
variables, and study methodology. We then systematized the
information for tests with categorical independent variables
with two groups, i.e., Fisher’s exact, chi-squared, McNemar’s,
Wilcoxon rank-sum, Wilcoxon signed-rank, and paired and
independent t-tests to aid researchers with power analysis
for these tests. Additionally, we present overview informa-
tion on the field of developer-centered usable security and
list recommendations for suitable reporting practices to make
statistical information for power analysis and interpretation
more accessible for researchers.

1 Introduction

A priori power analysis can be used to calculate the neces-
sary sample size for a study to detect an effect with a given

Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
without fee.
USENIX Symposium on Usable Privacy and Security (SOUPS) 2023. Au-
gust 6–8, 2023, Anaheim, CA, USA

probability, a given significance criterion, and a defined ef-
fect size [22]. The probability is often set to 80% and the
significance criterion to 5% by convention and the effect size
needs to be chosen by the researcher based on their research
goals [22, 30]. Using a priori power analysis, researchers can
avoid running underpowered studies and missing effects that
are actually present in the population and thus wasting re-
sources or, worse yet, potentially publishing results that are
misinterpreted as stating that there is no effect. It also pre-
vents researchers from using more resources than necessary
by running overpowered studies [35]. This is especially prob-
lematic for the sub-field of developer centered usable security
(DCUS) [48] since developers are often both hard and expen-
sive to recruit. Running underpowered studies in this field
is especially undesirable due to the large amount of effort
coupled with low chances of finding the desired effects even
if they are there. Despite this, power analysis is not common
in the field of DCUS.

In the 54 DCUS papers we analyzed for this SoK, only
9,3% contained any form of power analysis. When the power
of studies has been assessed in other fields in meta-analyses,
these have frequently shown low power, such as in a review
of ACM transactions [12] or in psychology [99]. The lack
of a priori power analysis is one likely reason for this. Our
analysis raises similar concerns of underpowered studies in
DCUS. A potential reason for so few studies being planned
with power analysis is that performing a power analysis is
non-trivial and researchers must know, estimate or guess key
population values such as standard deviations or proportions
to calculate effect sizes or estimate the effect sizes themselves.
This is especially tricky in the fields of Usable Security and
Privacy (USP) and DCUS, due to both the heterogeneity of the
populations studied, as well as the heterogeneity of variables
being measured and the many non-standardized measurement
instruments. On top of that, many tests are not published with
enough statistical details to use them for estimating power for
similar future studies [50].

In this paper, we present a systematization of knowledge
in the field of DCUS with the goal to aid researchers with
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power calculations for some common statistical tests used in
the field: tests with a single categorical independent variable
with two groups, with either a categorical dependent vari-
able: Fisher’s exact test, chi-squared test, and McNemar’s test,
or with a continuous dependent variable: independent and
paired t-test, as well as Wilcoxon rank-sum test and Wilcoxon
signed-rank test. We collected DCUS papers from the fol-
lowing major conferences published between 2010 and 2021:
the Symposium on Usable Privacy and Security (SOUPS),
USENIX Security, the IEEE Symposium on Security and
Privacy (S&P), the ACM Conference on Computer and Com-
munications Security (CCS), the IEEE/ACM International
Conference on Software Engineering (ICSE) and the security
and privacy sessions from the ACM Conference on Human
Factors in Computing Systems (CHI). We excluded any paper
that did not contain an actual user study. This left us with a set
of 54 papers. From these, we manually extracted all relevant
data, including information about 467 statistical hypothesis
tests involving 413 different variables. We developed a data
structure to make this information accessible to researchers
for specific power analyses. We further systematized the data
from the papers by categorizing the involved variables into
13 different groups to make it easier to find proxies for power
calculations if a direct match is not available. We also use our
categories to calculate average statistics which can help re-
searchers sanity check their estimates. The database including
all the data will be made available to the community. Based on
our findings, we make recommendations on how to conduct
power analysis for developer studies.

2 Background & Related Work

In the following, we give a very brief overview of the re-
search domain of developer centered usable security before
discussing the background of power analysis. We also ex-
amine the application of power analysis and the practice of
reporting effect sizes and conducting meta-analyses since
these are closely related to power analysis.

When examining the use of statistical techniques, such as
power analysis, meta-analysis, or reporting of effect sizes, in
the following, we try to summarize the state of the practice
as close to DCUS as possible. However, since this is a rela-
tively new field [48] there is not yet much work providing an
overview of the use of such techniques. Instead, we examine
related domains, such as USP and Human Computer Interac-
tion (HCI) in general, or when this is not possible, psychology.
While these fields are by no means equal, we posit that meth-
ods and constraints are at least comparable in that user studies
measuring latent variables, and not only directly observable
variables, are common in all of the mentioned fields.

2.1 Developer Centered Usable Security

DCUS is a subfield of USP, but with a focus on the chal-
lenges and needs of expert users, such as software developers
or administrators, instead of end users, who are at the center
of typical USP-studies [3, 48]. DCUS extends USP’s notion
that security mechanisms should be designed with users in
mind, to developers, which are themselves users, e.g., of cryp-
tography APIs [1, 48, 73], programming languages [90] and
other security tools [e.g. 9, 61, 88]. Tahaei & Vaniea pro-
vide an overview of topics addressed and methods used in
DCUS [103]. While developers have been the main focus, we
also include other expert users such as administrators in this
field (e.g., [106].)

2.2 Theoretical Background of Power Analy-
sis

Power analysis as a concept is situated within the null hypoth-
esis significance testing (NHST) paradigm of statistical analy-
sis. Four parameters are relevant to power analysis: Power, i.e.,
the probability of the test correctly rejecting the null hypothe-
sis, the significance criterion α, the reliability of the sample
results, and the effect size [22, 35]. The largest and invariably
present influencing factor on reliability is sample size [22] -
larger samples produce more consistent and reliable estimates
than smaller ones. Consequently, the sample size is often used
as a stand-in for reliability in power analysis.

These four parameters are interdependent, such that when
three of them are available, it is possible to calculate the
fourth. These calculations are referred to as power analysis.
In general, there are four different kinds of power analysis,
each used to determine one of the parameters from the other
three [22]. The focus of this work is on so-called a priori,
or prospective power analysis, which is used to calculate the
necessary sample size to detect an effect of a desired size with
a chosen power and significance criterion, before actually
conducting the study. For a more detailed introduction to the
four parameters, see Appendix C or Ellis (2010) [35].

To be able to conduct an a priori power analysis, researchers
need to know or guess either a standardized effect size they ex-
pect to detect or related statistics that can be used to calculate
such an effect size. These effect sizes [35] and the resulting
power analysis procedures [38] vary depending on the test
used. The standardized effect sizes needed for the tests at the
focus of our work are φ for the chi-squared test, the odds ratio
for McNemar’s test, Cohen’s d for independent samples, and
Cohen’s dz for paired samples mean-comparison tests. While
effect sizes can be converted between each other, what is gen-
erally seen as small, medium, or large differs between the
effect size types [22], and this makes the process of guessing
more difficult since not every researcher is familiar with the
same types of effect sizes. Some procedures require different
information, such the Fisher’s exact test, where success prob-
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abilities for both groups are needed instead of a standardized
effect size, or McNemar’s test, which requires the proportion
of cases, where changes occur in subjects’ responses (propor-
tion of discordant pairs) in addition to the odds ratio effect
size. Alternatively, researchers can also guess unstandardized
effect sizes, such as group means for both groups, i.e., the
difference between these means. This can be more intuitive,
especially when taking the approach of aiming to detect the
smallest practically relevant effect sizes [35]. However, addi-
tional statistics are needed to calculate the necessary standard-
ized effect size from these values. For the tests we focus on in
this work, these are the standard deviations for the two groups
for independent and paired t-tests, Wilcoxon rank-sum tests,
and Wilcoxon signed-rank tests. Additionally, the correlation
between the two groups is necessary for within-subjects tests
with continuous dependent variables. The main aim of this
paper is to help and guide researchers to base these guesses
on previous work or at least enable sanity checks on estimated
values.

A priori power analysis is important, as both under- and
overpowered studies are detrimental to the furthering of
knowledge. Conducting an underpowered study means that
failing to reject the null hypothesis is likely [35]. Since non-
significant results are less likely to be published [7, 96], the
effort in planning and conducting the underpowered study
may be wasted. On the other hand, overpowered studies are
wasteful, too [35]. Highly powered tests can detect very small
effects so that in extreme cases, it is possible to find a highly
statistically significant, albeit very small actual difference,
which may be irrelevant in practice. Less power and fewer
resources would have been sufficient to detect a practically
relevant effect [35]. In addition to waste of resources, only
collecting data from as many participants as necessary mini-
mizes the amount of data collected, with positive effects on
participants’ privacy. Additionally, both underpowered and
overpowered studies may be interpreted incorrectly when
focusing on p-values. Underpowered non-significant results
may be dismissed as irrelevant, even in the case of a large
effect, while overpowered significant results representing triv-
ial effects can be posited as important due to the statistical
significance [35]. In DCUS, it is especially important to be
mindful when recruiting since developers as specialists are
usually time-constrained, and payment is often much higher
than in end-user studies.

2.3 Application of Power Analysis
The tools to conduct power analysis have evolved from power
and sample size tables [22] to online calculators1, designated
computer programs, like G*Power [38] and multiple imple-
mentations in programming languages commonly used for
statistical analysis, like the pwr package, among others in
R [91] or the statsmodels library in Python [98].

1e.g., powerandsamplesize.com or jakewestfall.org/power

Nevertheless, historically, power analysis has often not
been applied [14, 22]. Unfortunately, in many fields, this
is still the case according to more recent reviews, such as
in psychology, where only 5% of 183 reviewed publications
mentioned power analysis [113]. In other fields, often in the
medical domain, power analysis is more prevalent, e.g., 43%
of studies in a review of obesity interventions in schools [55]
and over 60% of reviewed publications in NEJM and Lancet
reported prospective power analyses [109]. A possible rea-
son is adherence to submission guidelines [108], which we
recommend updating for the field of USP. If there is enough
prior information, power analysis is recommendable for grant
applications to ensure sufficient funds are planned for recruit-
ment.

In HCI, power analysis is also frequently not applied. E.g.,
in 2018, only five of 519 experimental papers at CHI used
prospective power analysis [34]. In interviews evaluating a
prototype of a program to facilitate power analyses, some
researchers were explicitly skeptical of power analysis as a
research tool [34]. In a more cursory evaluation of terminol-
ogy used in the CHI proceedings of 2017 - 2019, rather than
manual inspection of publications, only between 1.5% and
2.7% of the papers containing the term “experiment” also
contained the term “power analysis” [33]. In our own anal-
ysis of USP publications at SOUPS and CHI in 2021 and
2022, we found that only 5.4% of SOUPS papers used power
analysis in some form and 8.3% of USP CHI papers did so.
Over these two years, only ten of 146 (6.8%) USP papers
at CHI and SOUPS used power analysis in some way. Two
of those papers conducted post hoc power analysis, which is
controversial since power and p-values are directly related,
and if a result is not significant, i.e., the p-value is high, then
power was too low to detect an effect of the size present in the
sample. So little is gained by the post hoc power calculation
[45, 56].

Consequently, power to detect small effects in published
studies is frequently low [35]. Literature shows this to be the
case for such diverse research areas as management infor-
mation systems, including ACM transactions [12], psychol-
ogy [93, 99], and health professions education [25]. While
not a formal review of power, Cockburn et al. examine empir-
ical computer science literature and find evidence of the same
practices that contributed to the replication crisis in other do-
mains [21]. At the largest HCI conference, CHI, quantitative
studies may even be underpowered to detect large effects [20].

When power analysis is not used to determine appropri-
ate sample size, alternative approaches include recruiting the
maximal number of participants possible, based on population,
time, and monetary constraints [35], following prior practice
and experience in the domain of interest [20, 35] or using
rules of thumb, such as 10 or 15 cases of data per predic-
tor [39], 50+ 8× k, where k is the number of predictors in
regression for testing the overall model [49], or two subjects
per variable to estimate the coefficients in linear regression [8].
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However, none of these methods guarantee that studies will
have sufficient power [35].

To increase power, especially in fields like DCUS, where
recruiting is challenging, researchers should also consider
adapting their research design to increase the reliability of
measurements and reduce random errors, e.g., by conducting
within-subjects research [35]. Another possibility is conduct-
ing sequential analyses, whereby a study can be stopped at
planned intervals if a large enough effect can be detected at
this time, which on average reduces the necessary number
of participants [67]. There is some discussion about whether
stopping studies early like this introduces an additional bias
towards larger effects [13, 72] or not [42, 97].

2.4 Effect sizes and Meta analysis

Reporting of effect sizes and conducting meta-analyses are
topics closely related to power and power analysis. Re-
searchers need to determine an expected effect size or a min-
imum relevant effect size to conduct power analyses. Meta-
analyses, in contrast to (systematic) literature reviews, which
provide a narrative summary of a research domain, make use
of effect sizes to combine findings from different studies [35].
In conducting re-analyses with larger amounts of data, they
achieve a higher power to detect effects [35].

A general lack of detail in statistical reporting was admon-
ished in early HCI meta-analyses [79], and lack of effect
size reporting is a problem, e.g., in studies investigating soft-
ware engineering [62]. Groß’s analysis of statistical report-
ing in USP showed that half of the 114 analyzed user stud-
ies from 2006–2016 reported incomplete results [50]. This
makes both prospective power analysis and meta-analyses
more difficult [50, 62]. In general, there are few meta-analyses
in HCI [64]. As a domain using diverse analysis methods
and tools derived, e.g., from computer science, design sci-
ence, or psychology, there are not necessarily unified report-
ing standards within HCI, which makes meta-analyses dif-
ficult [104]. When reporting is not sufficient, a workaround
is to ask authors for the raw data, but this comes with the
drawback that not all authors will respond, e.g., Hornbaek et
al. had a response rate of 48% [57]. Nevertheless, there are
examples of meta-analyses in HCI, e.g., about human-robot
interaction [36], usability measures [57], and typing exper-
iments [81]. While there are certainly literature reviews in
USP, e.g., [15, 32] and also in DCUS [103] we did not find a
meta-analysis in this domain.

As part of our systematization of knowledge, we con-
ducted a meta-analysis concerning statistical power in the
field of DCUS. However, due to incomplete reporting and
test-specific limitations, we could only do this meta-analysis
for 140 tests in 20 studies.

3 Literature Collection

In the following, we describe the creation of our literature
corpus for DCUS. As a catch-all, we will refer to this sort of
literature as a developer paper in the remainder of this work.
We define a developer paper as literature including a user
study in some form, in which the participants are software de-
velopers, software testers, administrators, other people respon-
sible for planning, developing, testing, or managing software,
or proxies for such people. An example of proxies would be
computer science students, which are commonly used as a
stand-in, e.g., for software developers [77]. We focus on the
domain of usable security and privacy, which means that the
studies should be focused on privacy or security problems
and technology. We exclude any papers which do not include
a study with actual users.

We started collection of literature in early 2021 and col-
lected developer papers from four major conferences about
security and privacy, which were published between 2010 and
2020: SOUPS, USENIX Security, S&P, CCS, and addition-
ally ICSE and the USP tracks of ACM SIGCHI. Abstracts
were used to determine whether a paper fits our definition of
a developer paper, and in case of uncertainty, the method sec-
tion of the paper was additionally used to clarify. We updated
our literature basis in March 2022. Our final sample consists
of 54 papers. Of those, 20 were published at SOUPS, 11 at
CCS, 8 at ICSE, 7 at USENIX Security, 5 at S&P and 3 at
CHI. The list can be found in Appendix A.

4 Systematizing Study and Statistical Test
Data

Our goal was to collect and systematize information on stud-
ies and statistical tests from the domain of DCUS, focusing on
what is necessary to conduct power analyses for user studies
in this domain. We also wanted to add general information on
the data collection process and the types of participants, since
this might also be relevant when planning a new study. To aid
researchers in planning new studies we created a data struc-
ture of our systematization and will offer this to the research
community as a database. The database can be queried via a
companion website for the relevant information to conduct
power analysis 2. An excerpt of two entries can be found in
table 2. Further entries are on the companion website. The
entries are categorized to help researchers query the database
and find similar studies, on which they can base their power
calculation. For those cases where no directly similar previous
study exists, we have created aggregated data based on our
systematization that researchers can use as rough guides.

2https://powerdb.info
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4.1 Systematization Process

Based on a sample of the literature we had collected, we first
analyzed papers from a methodological point of view and
collected information on data collection, data analysis, as
well as meta information that served to clearly identify and
reference the paper. We identified similarities in the type of
collected data and iteratively developed a data structure to
represent this information.

In addition to the papers themselves, two sources further in-
formed our structure: We made sure to represent information
necessary to conduct power analysis, based on the G*Power-
software [38], since G*Power is a commonly used and very
powerful tool for power analysis.

To help guide our work, we created a set of hypothetical
developer studies, for which we would want to run a priori
power calculations, e.g., Do Freelancers recruited from Free-
lancer.com and Upwork differ in their self-assessment of their
reverse engineering skill and in their performance while com-
pleting a short reverse engineering task?. Our aim was to
have a mix of hypothetical studies which were closely related
to previous work as well as some that had no relations. This
was done to a) ensure that it would be easy to find very spe-
cific data from closely related work as well as to b) ensure
that our categories were useful to guide researchers in un-
charted territory as best possible. Based on the case studies,
we added features to categorize variables. Finally, after laying
the theoretical foundation, we implemented a database and
started to enter information from the collected literature.

4.2 Data Structure

In the following we describe how we systematized the data
we collected, providing a general overview of the structure, as
well as details on those topics specifically relevant to power
analysis and finding the right data.

4.2.1 Overview

A general overview of the data structure can be seen in the
entity relationship diagram (ERD) in the appendix B.

For each paper in our set, we first collected meta informa-
tion about it. Each paper can have multiple studies assigned to
it. A study is a self-contained unit of a combination of data col-
lection and analysis, which is often presented in a separate sec-
tion in a paper. We separate data collection descriptions from
the participant samples involved. To support filtering and
generalization, Participant sample types, instances of which
could be “student”, “security expert”, “freelance developer”,
and data collection methods, where instances are, e.g., “inter-
view”, “survey” or “experiment/task-based evaluation”, are
represented as separate entities. These are more easily reused
across multiple studies and multiple papers. The results of
qualitative analyses cannot directly be used for power analysis

or to support meta-analysis since effect sizes are not calcu-
lated. However, because insights from qualitative analysis
often help inform further quantitative work, we also collected
some information on the qualitative analysis methods used.
Reporting of NHST-type analysis methods all share certain
properties, which we collected for all quantitative analysis
methods, i.e., the name of the hypothesis test, the p-values, and
the dependent and independent variables. For more informa-
tion on the representation of variables, see Section 4.2.2. We
categorized the different hypothesis tests used in our sample
according to the number and type of dependent and indepen-
dent variables, the study design, and, in the case of categorical
variables, the number of levels in the variable, see Table 1. In
the following, we focus on those hypothesis tests with one cat-
egorical independent variable with two levels. We collected
additional test-specific data for these tests, see Section 4.2.3.

4.2.2 Representation of Variables

For variables, we noted the name and a description of how the
variable was measured based on the publication and collected
information on several additional facets of the variables. For
example, the variable type attribute represents whether a vari-
able is continuous or categorical. Variable levels, i.e., groups,
are then provided for categorical variables.

Finally, a Variable can be tagged with one or multiple
Variable categories. These are broad categories of variables,
which frequently occur in studies in DCUS, and which serve
to ease the search for a specific variable or test and were used
to create generic guides for researchers when no specific prior
work exists. We generated these categories by open coding all
the variables in eight of the papers from our sample, which
we chose to cover a broad range of topics and both descriptive
and inferential work. One researcher did all the coding alone,
and the generated categories and the corresponding variables
were frequently discussed together in an iterative process with
a second researcher and modified when necessary. Since we
were assigning fixed categories to clear units of data, and
a second researcher was involved in the generation of the
variable categories, we consider this data simple to code and
independent recoding to be unnecessary [70, 84]. The eleven
categories which emerged from this process are:

usability Measures relating to overall usability, i.e., incor-
porating effectiveness, efficiency, and user satisfaction
according to ISO 9241-11 [59].

security Measures relating to IT security of produced soft-
ware / artifacts.

functionality Measures relating to the functionality of pro-
duced software / artifacts.

participant judgment Measures relating to participants’
choices or judgment of something.
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Type of IV # IV # IV Levels Type of DV # DV Levels Study design Hypothesis test

Categorical One Two Categorical Two Between
Fisher’s Exact Test,
Chi-Squared Test

Categorical One Two Categorical Two Within McNemar’s Test

Categorical One Two Continuous - Between
Independent t-test,
Wilcoxon Ranksum Test

Categorical One Two Continuous - Within
Paired t-test,
Wilcoxon Signed Rank Test

Categorical One + Two + Continuous - Between
ANOVA,
Kruskal-Wallis Test (1 IV)

Categorical One + Two + Continuous - Within
Repeated Measures ANOVA,
Friedman’s ANOVA (1 IV)

Continuous One - Continuous - Between
Pearson correlation, Kendall’s tau,
Spearman’s correlation,
Polychoric correlation

Any One + Any Categorical Two Between Logistic Regression

Any One + Any Continuous - Between
Linear Regression,
Poisson Regresion (DV: counts)

Any One + Any Any Any Any Generalized Linear Mixed Model
fixed value - - Categorical Two - Binomial Test
fixed value - - Continuous - - Z-Test

Table 1: Hypothesis tests appearing in DCUS papers. In this paper we focus on tests with single categorical IV and single DV
(highlighted in pink) for our assessment of reporting and effect sizes. Remaining tests have a green background. All tests in
our sample had a single dependent variable. Three tests did not fit into this categorization: Bernoulli trial, factor analysis and
k-means cluster analysis. DV = dependent variable, IV = independent variable

experience Participants’ level of experience in something,
e.g., programming.

behavior Measures of participants’ behavior. Can be either
self-reported or objectively measured.

system type Usually an assigned condition in a study, the
system / software / prototype, which participants work
with or test.

participant type Group to which a participant belongs, e.g.,
students, freelancing developers.

participant characteristic Any other participant trait, such
as the type of company a participant works for, a partici-
pant’s focus on security, etc.

task related variable Variables related to the tasks in a
study, e.g., which task the participants worked on or task
order.

study related variable Measures relating to administrative
aspects of the study, e.g., drop-outs, prompting, or addi-
tional communication with participants, e.g., via email
or a support system.

During the data input process, we added one additional cate-
gory:

artifact-related variable Variables related to artifacts par-
ticipants produced during or prior to the study, e.g., char-
acteristics of these or types of mistakes encountered in
submitted code or other artifacts.

4.2.3 Relevant Test-specific Information for Power
Analysis

We specifically focused on collecting information that would
be needed to conduct a priori power analysis, as well as addi-
tional values, which are typically reported with a hypothesis
test according to APA style [5]. For some tests, not all data
could be contained in a single entity, e.g., ANOVA, linear
regression, and logistic regression. For these, we created mul-
tiple related entities in our database, but the meta-analysis
will be carried out in future work since very few of these tests
were reported with enough detail for a robust analysis at this
point.

4.3 Data Input and Checking
Two assistant researchers were hired to aid the main author in
entering data into the database. Both had attended at least one
university course on statistical hypothesis testing and empiri-
cal methods. The main author also has experience teaching
empirical methods and statistics.
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The main author trained the other two researchers regarding
data extraction from the papers and how the data should be
entered into the database. The data entry tool provided a
checkbox that could be used to mark an entry when feeling
unsure, as well as a text field where the issue could be noted.
The two assistant researchers received feedback regarding
their data entry at set intervals. At the end of the data input
process, the main author went over all entered data again to
check for any missing data or inconsistencies. Uncertain cases
were discussed and resolved together with the co-authors.

5 Meta-Analysis

In the following, we analyze and further systematize the data
we gathered. For our meta-analysis of the current state of
research in DCUS, we focus on information related to power
analysis, e.g., we analyze effect sizes in this field and in-
vestigate whether reporting is sufficiently detailed to enable
power analysis using the data. We analyzed the data from
our database using the Python packages numpy, pandas, and
matplotlib and the R tidyverse [91, 119].

We analyzed a total of 54 developer papers, which encom-
passed 64 individual studies, of which 24 were quantitative,
24 were qualitative, and 16 used both quantitative and qualita-
tive analysis methods. On average, 105 (9 - 330, median=65,
SD=99.5) participants took part in quantitative and 14.8 (1
- 49, median=12, SD=12.3) in qualitative studies, and for
mixed methods studies on average, 103 (6 - 400, median=44,
SD=101.6) participants took part. This is similar to Caine’s
analysis of papers at CHI 2014, where the sample size was
also smaller for qualitative than quantitative work [20].

5.1 Variable Topics
We investigated the distribution of topics of the variables
investigated in our literature sample, as represented by the
variable categories defined in this work. Multiple categories
can apply to a single variable, and this was the case for 138
out of 413 variables.

Of those categories referring to components of usabil-
ity, e.g., related to either effectiveness, efficiency, or satis-
faction [59], Participant judgment was the most used variable
category (109 times). This may be the case since it applied
to all variables representing some sort of participant judg-
ment of an evaluated system or a task, e.g., preference [28],
confidence in task correctness [2], or criticality of data [100].
This was followed by security (44), as a specific form of ef-
fectiveness, which is due to our sample focusing on DCUS.
Functionality (24) as another form of effectiveness, usability
overall (14) and efficiency (12) appeared less frequently.

Of the other variable categories, which were not related to
usability, participant characteristic (93), behavior (69), and
experience (47) were the most frequent. Examples for par-
ticipant characteristic are type of participant, e.g., [65, 78],

although there is a separate category specifically intended
for this, demographics, like state of employment [76] or type
of organization [74], and other characteristics relating to par-
ticipants’ opinions or attributes [16, 105]. Experience, e.g.,
with technology like programming languages [e.g., 28, 95],
or specific tasks [e.g., 66, 75], often occurs together with par-
ticipant characteristic, as experience can also be considered
a defining characteristic of participants. In fact, the most fre-
quent co-occurrence (30) between variable categories was
between experience and participant characteristic. Variables
measuring behavior included variables tracking participants’
behavior during a study, e.g., the number of times they ex-
ecuted a program [54], number of visited websites [66], or
lines of code submitted [114], and variables assigned to par-
ticipants’ outcomes retrospectively by researchers [e.g., 114].
Behavior could also be self-reported [e.g., 80, 105]. More spe-
cific categories, i.e., participant type (9) and system type (27)
and artifact related variables (19) were not as frequent. There
was a surprising amount of variables associated with meta-
level aspects, such as task related (42) and study related vari-
ables (21), although some of these may be related to task
success.

5.2 Use of Hypothesis Tests

We were especially interested in the frequency of hypothesis
tests. In the studies in our sample, 7.30 hypothesis tests were
conducted per study on average (SD=12.35), and given that
a paper could encompass multiple studies, the number of hy-
pothesis tests per paper ranged from 0 (for purely descriptive
papers, like [37], or qualitative papers, like [53]) to 74 (M=8.6,
SD=13.2). One of the studies, which the authors identified as
qualitative, nevertheless contained 26 statistical hypothesis
tests. In this comparison of end-users’ and administrators’
mental models of HTTPS, Fisher’s exact tests were used to
compare the appearance of various concepts in the mental
models of the two participant types [65].

Since some studies included a large number of hypothesis
tests, with outliers at 75, 51, and 30 hypothesis tests in a sin-
gle study, we explored whether p-value correction methods
were used in our sample. Figure 1 shows that the majority of
studies (31/41) did not use corrections for any of the reported
p-values. This likely includes some studies where these cor-
rections were not necessary since the hypotheses tested were
about different outcomes or were explicitly considered ex-
ploratory [101]. However, all three studies with the largest
amount of tests did not include any corrections that we could
identify for their hypothesis tests. This means that the results
presented may be false positives.

The frequency of each of the different hypothesis tests
within our sample is displayed in the left half of Figure 2. The
most-used test (123 times) in our sample of papers was the
non-parametric Wilcoxon rank-sum (a.k.a. Mann-Whitney
U test), followed by two tests used for categorical data, the
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Figure 1: Scatterplot showing the frequency of corrected p-
values in relation to non-corrected p-values per study

Fisher’s exact and chi-squared Tests, which appeared 59 and
32 times respectively. We categorized the different hypothesis
tests used in our sample according to the number and type of
dependent and independent variables, the study design, and,
in the case of categorical variables, the number of levels in the
variable, see Table 1. All of the tests used only one dependent
variable. In the remainder of our meta-analysis, we focus
on those hypothesis tests with one categorical independent
variable with two levels.

5.3 Completeness of Statistical Reporting

Ideally, each of these hypothesis tests would be reported in
sufficient detail to be able to conduct power analysis using
the data reported in the paper. However, this is not the case, as
shown in Figure 3. Of those tests for which we can make this
classification, the paired t-test was reported with sufficient
information in all cases. However, it was reported only once.
For the other tests, the completeness of reporting varied be-
tween 11.1% and 74.2% of sufficient reporting (mean=47.5%,
sd=28.2%). The most frequently reported test, the Wilcoxon
rank-sum test, was reported with sufficient information 38.2%
of the time, or in 47 of 123 cases. Overall, this shows that
reporting practices, even for these simple tests, are not suffi-
cient to do power analysis using them as a basis about half of
the time.

5.3.1 Power Meta-Analysis

To assess whether the field of DCUS suffers from underpow-
ered studies similar to other fields as mentioned in section 2.2,
we conducted a power meta-analysis based on Ellis [35, p.74].
This should not be confused with a post hoc power analysis
since we did not use the effect sizes or p values reported in
the papers. Instead, we only used the reported sample sizes
and used G*Power to calculate the power to detect small,
medium, and large effects (Cohen’s d equivalent of 0.2, 0.5,
and 0.8 [22]). This was possible for five of our seven types of

hypothesis tests. We excluded Fisher’s exact tests and McNe-
mar’s tests from this analysis since G*Power required input of
effect size based on concrete data from the study, i.e., success
proportions for the Fisher’s exact test and the total proportion
of discordant pairs for McNemar’s test. Since post hoc power
analysis using values directly from studies like this is not use-
ful [35], we concentrated on the other five types of tests. We
set α = 0.05 for all analyses and assumed two-tailed tests. For
the non-parametric tests, we used the minimal A.R.E. setting
in G*Power to get a conservative estimate of the achieved
power. Next, we calculated an average over all achieved power
values at each level of effect size per included study, and then
an overall average [35]. We considered a power of 0.8 to be
the lower bound of what should commonly be aimed for [22]3.

Overall, our database contained 20 studies that reported
enough statistical data to do this meta-analysis for at least
one test. We found that nine of these had sufficient mean
and median power to detect large effects, one had sufficient
mean, and two had sufficient median power to detect medium
effects and none of the studies had sufficient mean or me-
dian power to detect small effects. Conversely, eleven of the
studies did not have 0.8 power to detect even large effects.
However, over all the studies, the mean power to detect large
effects was only slightly lower than the 0.8 we considered suf-
ficient (mean=0.743, median=0.773). The mean power to de-
tect medium effects was 0.455 (median=0.396), and for small
effects, it was 0.132 (median=0.104). This again highlights
the importance of a priori power analysis since developer
studies are complex and resource intensive to run, and many
do not have sufficient power under the common assumptions
of α = 0.05 and power of 0.8.

6 Systematic A Priori Power Analysis

Conducting an a priori power analysis requires researchers
to know or guess the standardized effect sizes (e.g., Cohen’s
d) they expect or want to detect. Alternatively, they can also
know or guess a non-standardized effect size (such as 1 point
on a 7-point scale) and additional information, such as the
standard deviation of the groups. In a mature field with many
studies examining similar variables (e.g., blood pressure),
expected effect sizes might be common knowledge. However,
in the absence of closely related prior work, as is often the
case in relatively new fields, such as DCUS, a more realistic
approach is for the researcher to decide what the smallest
practically relevant effect size is, that they want to be able to
detect [35], also called the smallest effect size of interest. This
can be determined by theoretical considerations but also by
juxtaposing the benefit of the desired outcome with the costs
to achieve this outcome or by considering practical limitations,
such as the number of available participants [67]. In any case,
researchers need experience and deep knowledge of their field

3Although deviations from this are perfectly fine when done consciously.
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Figure 2: Left side: Frequency of type of hypothesis test in the sample, Right side: Number of papers using this hypothesis test in
the sample

DVs in test IVs in test Participants Test ES Descriptive stats Paper

Attempted security (yes, no) Priming (priming, non-
priming)

computer
science
students
(N=40)

FET OR=19.02;
d=1.62

; Proportion
p1=0.7
(priming);
Proportion
p2=0.1
(non-
priming)

[76]
security, behavior study-related variable
"participants who attempted to
store user passwords securely,
but struggled and then deleted
their attempts from their solu-
tions (this was coded as at-
tempted but failed, or ABF).
[...]"

manipulated in experiment.
"Priming - Participants were
explicitly told to store the user
passwords securely in the In-
troductory Text and in the
Task Description."

Secure (secure, insecure) Warning displayed (yes, no) Python
developers
(N=53)

FET OR=56;
d=2.22

Proportion
p1=0.727
(yes);
Proportion
p2=0.0455
(no)

[47]security system type, study related
variable

"In addition, we used a binary
variable called secure which was
given if participants used at least
a hash function in their final so-
lutions and thus did not store the
passwords in plain text."

whether a warning was dis-
played (could only happen
in PyCrypto patch condition).
"PyCrypto control condition,
or the PyCrypto patch condi-
tion, where we tested our se-
curity warning"

Table 2: Examples of information from the database which can be used for power analysis. The two examples are tests, where
there was sufficient data to conduct power analysis. ES=effect size, FET=Fisher’s exact test
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Figure 3: Stacked Barchart depicting the proportions suffi-
ciently complete reporting for those tests at the focus of our
analysis

to estimate effect sizes and this is one aspect that makes power
analysis difficult [23]. In addition, used effect sizes [35] and
power analysis procedures vary between different types of
statistical tests [38].

Our systematization of knowledge aims to ease this pro-
cess. Ideally, related studies have already been published, and
standardized effect sizes are reported or can be calculated. In
this case, the researcher needs to be able to find them. For this,
they can query our database introduced in Section 4. Some
types of information systematized in the database which are
helpful for the search include variable categories, variables
themselves and participant sample type. The participant sam-
ple type can help researchers identify prior work with a similar
demographic to their planned study.

Table 2 shows an excerpt of the data which can be returned
by the database. The first row contains all the data needed to
perform a power analysis for a Fisher’s exact test. A researcher
could find it by any of the keywords or categories listed. The
second row contains all the information to perform a power
calculation for a different Fisher’s exact test. The full data
set is available on our companion website 4. For each test,
variables, effect sizes, relevant information to calculate them,
the participant sample, and the source paper are listed and
sorted by variable category.

Ideally, there will be several similar studies in the database,
on which researchers can then base their effect size estimates
on. However, this is currently unlikely since the field is still
very young and diverse. But even if this is not the case, find-
ing results for some of the variables of interest or a specific
demographic can help refine effect size estimates.

4https://powerdb.info

6.1 Effectsize Meta-Analysis

As a final step in our systematization, we conducted a meta-
analysis of the standardized effect sizes from tests where we
had enough information for power analysis. With this, we
aimed at providing a broad overview of effect sizes in DCUS
which can be used to sanity check power analyses. While it is
preferable to find exact or at least close matches, we also want
to support researchers where this is not possible. Without
related work, researchers basically have to guess standardized
effect sizes or things like expected proportions or standard
deviations. To at least give a frame of reference against which
to judge these guesses, we examined the range of effect sizes
present in the field of DCUS. We used the categories from
Section 5.1 to aggregate the data for our guide.

To enable comparison and aggregation, we used the effect
sizes directly reported in the paper where possible and con-
verted them to Cohen’s d, as this is one of the most widely
used effect sizes in our sample. In other cases, we first used
the provided data to calculate an effect size, which we then
converted to Cohen’s d. For converting d to odds ratio (OR),
we used the formula from Haddock et al. [51], and a cor-
rection factor of 1.09, which is an average over the correc-
tion factors Poom and af Wåhlberg recommend for sample
sizes between 20 and 100 [89], since developer studies mostly
feature smaller sample sizes. To convert between d and φ,
we used Rosenthal’s formula [92] as described by Burns et
al. [18]. Finally, as described above, sufficient data was not
reported for many tests, and we exclude such tests from our
analysis.

When judging the size of effects, effect sizes of Cohen’s
d=0.2 are generally regarded as small, d=0.5 as medium, and
d=0.8 as large effect sizes [22]. When converted to other
effect sizes, this yields OR=1.37, 2.21, 3.57 as small, medium,
and large effect sizes displayed as odds ratios, φ=0.10, 0.24,
0.37 for the effect size φ used with χ2-tests.

While we did not encounter the correlation coefficient r
used as an effect size in this analysis, we nevertheless note
for researchers encountering r, that effect sizes of r=0.1, 0.3,
and 0.5 are considered small, medium and large effects re-
spectively [22].

In our DCUS sample, the reported effect sizes ranged from
equivalents of Cohen’s d=0.004 to Cohen’s d=2.22 (M=0.55,
median=0.47, SD=0.42). We excluded two effect sizes from
a Fisher’s exact test in [76] and a McNemar’s test in [106],
where the reported success proportion in one of the groups
was zero, and thus the effect size approaches infinity. Figure 4
shows the distributions of effect sizes separately for the vari-
able categories of the dependent variables. So if researchers
have to make educated guesses for their power analysis, they
can compare their values with the violin plots to judge where
in the spectrum they lie.

Three variable categories were not assigned to depen-
dent variables with a present effect size: experience, system
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Figure 4: Violinplots for the distribution of effect sizes for
tests, faceted by the variable categories of the dependent vari-
able

type, and participant type. These categories were more fre-
quently applied to independent variables. We did not plot
data for variable categories where fewer than five effect sizes
were reported. This is the case for four variable categories:
usability (N=2), participant characteristics (N=1), task re-
lated (N=1), and study related variables (N=3). All of the
five remaining variable categories exhibit a large variance of
effect sizes, which range from negligible and small to large
and very large effects. Median effects for tests with artifact-
related variables as the dependent variable are in the medium
range, and for all other categories and overall, the median
effects are in the small range. However, in the cases of behav-
ior, security, and participant judgment as well as overall, they
border on medium according to Cohen [22]. We will update
the online version when enough tests have been reported with
the necessary statistical details.

6.2 Publication Bias Correction

There is one final important warning that needs to be high-
lighted. Irrespective of whether single entries from the
database are used or our aggregation violin plots, researchers
must be mindful of the effect of publication bias on reported
effect sizes [58]. Since papers with statistically significant
results are more likely to be published and studies in DCUS of-
ten have fairly poor power it should be expected that reported
sample effect sizes are larger than true population effect sizes
(see Ellis, p.79ff. [35]). Ideally, our database would also in-
clude work that is methodologically sound but did not get

published due to statistically non-significant tests. However,
since we could not think of any feasible way of including this
at scale, we recommend taking this publication/sampling bias
into account.

Consequently, when planning a study using effect sizes
from related work or from our systematization or even a pre-
study, it is recommendable to either correct the acquired effect
size estimates [60, 111] or increase the desired sample size to
be able to detect slightly smaller effects than ones reported
in prior work. While this correction still requires some guess-
work, it is a lot easier than having to guess blindly.

7 Power Analysis and Reporting Recommen-
dations

While we hope that our systematization and database will
already be a useful aid to researchers, it is still incomplete. A
big hindrance in conducting our work was the fact that many
tests were not reported with sufficient statistical information.

The American Psychological Association’s publication
manual contains a very comprehensive list of recommenda-
tions on how statistical tests should be reported [5]. Based
on the APA and our findings in DCUS we want to highlight
some recommendations for statistical reporting that we be-
lieve would be particularly helpful for future power analysis.

Report standardized effect sizes Wherever possible, report
standardized effect sizes in addition to p values. Ellis
provides an overview of effect sizes in Table 1.1 [35],
and the guides in the appendix C have notes on effect
sizes for seven commonly used hypothesis tests.

Report non-standardized effect sizes and descriptives
Since standardized effect sizes can be unintuitive, also
report descriptive statistics showing the effect size, e.g.,
there was a 1-point difference on a 7-point scale so
that interested researchers can calculate effect sizes
themselves. Report frequencies within all groups when
comparing nominal variables, as effect size calculations
commonly use these. Report descriptive statistics
for each group of the independent variable(s) when
comparing ordinal or interval variables. Report at least
means, standard deviations, and group sizes. If this
becomes too extensive, move this information to the
appendix or supplemental material. Make sure that the
descriptives make sense, e.g., a mean is not a good
summary statistic for a bimodal distribution.

Make fully anonymized data sets available when needed
If presenting all the descriptive statistics and frequencies
is too extensive, e.g., for regression analyses with
multiple independent variables, ideally, the anonymized
data can be made available.

Hypothesis confirmation vs exploratory analysis State
whether pre-defined hypotheses are being tested or
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whether an exploratory analysis is being conducted
[107].

8 Limitations

Our paper selection process focuses on the top-tier venues
in which developer papers are published. Our sample does
not include workshop papers or unpublished work, thus the
publication and sampling bias needs to be taken into account
as described above.

Additionally, even though descriptive data is useful when
assessing effect sizes and conducting power analysis, we only
included descriptive data in our database which was directly
associated with a hypothesis test. The sheer amount of de-
scriptive data reported in some papers, and the variety of ways
it is reported, which included visualizations only partially en-
abling inference of exact numbers, tables, within the text or
in the appendix, makes it hard to find a general structure for
storing this type of data. We defer this to future work.

Our work focuses only on a priori power analysis as de-
scribed in Section 2.2. Power, and as such, power analysis
is situated within the NHST framework, and the analyses
of the field and recommendations in this work apply within
NHST. NHST results in point estimates about coefficients or
effect sizes and a priori power analysis serves to determine
the number of participants needed to detect such an effect
at a specified significance level. The practice of focusing on
the value of point estimates, rather than the precision of the
estimates has also been criticized [69]. Even when planning a
study with adequate power to detect an effect, the confidence
intervals around it can be wide, leading to little precision
of the effect size. Different analysis methods also exist, e.g.,
Bayesian analysis [63, 64]. Additionally, some statistical anal-
yses, like regression, are not used merely in NHST to falsify
hypotheses, but also to make predictions, and different judg-
ment criteria would apply in these cases [19]. In predictive
analysis, i.e., what is often known as machine learning, the
influence and explanatory power of individual variables in-
cluded in the model is not as important as the accuracy of
the prediction [17, 19]. Other criteria for what constitutes
good reporting may apply in these cases than what we have
covered in this work. However, NHST is commonly used in
DCUS specifically and HCI in general. We did not in fact
encounter any Bayesian analyses in our sample of analyzed
DCUS papers and given that recruiting software developers
is hard [4], having sufficient data for large-scale predictive
analyses is likely rare in this field. In conclusion, we believe
that our contributions align with common methods used in
DCUS at the time.

Finally, we only conducted our meta-analysis on tests with
a single categorical IV and a single DV. Thus, our work is
limited to assisting in the power analysis of the following
tests: Fisher’s exact test, chi-squared test, McNemar’s test,
Wilcoxon rank-sum tests, Wilcoxon signed-rank tests, and

paired and independent t-tests. We will extend this in future
work. However, in combination with simplifications even the
current data might offer benefits for the assessment of more
complex tests[68, 87].

9 Conclusion

In this work, we systematized 467 tests and 413 variables from
a data set of 54 DCUS papers published in top-tier venues.
We examined their methodology and reporting of statistical
results, as well as their power to detect effects of different
sizes, which was not sufficient for small effects, and only
sufficient for large effects in about half of the papers, where
enough information was reported to analyze the power. We
provide domain-specific effect size ranges for different cate-
gories of variables, which can serve as a fall-back for effect
size estimation in a priori power analysis, with effect sizes
in DCUS averaging at Cohen’s d=0.55, when considering
all variable categories. The raw data on which these ranges
are based is included in a searchable database of extracted
information from these papers, which other researchers can
use to reproduce our analyses and facilitate their own power
analyses. The brief guides in the appendix can supply fur-
ther assistance in conducting power analysis for some simple
but often-used hypothesis tests. When reporting statistical
results, authors should include effect sizes, both standardized
and non-standardized, as well as descriptive statistics for each
condition as a way to foster the use of power analysis in
sample size planning and to enable the re-analysis of results
through meta-analysis.

10 Future Work

As stated in the limitations section, we currently only cover
a subset of all tests. In future work, we plan to extend this
list to include more tests. The current implementation of
our database does not have a custom user interface and is
operated using SQL or other query tools to access and un-
derstand the data within. Ongoing work aims to improve the
usability of querying the database. We also plan to extend
our approach to the whole field of usable security and privacy.
While DCUS faces particular challenges when recruiting par-
ticipants, we believe end-user studies would also benefit from
a priori power analysis. To aid in this extension and general
upkeep we plan on developing a public-facing interface to
the database so researchers can add their own papers. In the
future, the database could also be used to explore other as-
pects of methodology use, such as the number of coders and
use of inter-rater reliability in qualitative work, whether the
behavior is measured objectively or subjectively using the
categorization of variables, or to conduct sensitivity analysis,
i.e., to analyze the power to detect effects.
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B Database Structure
Figure 5 shows a simplified ERD of the database.
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Figure 5: Simplified ERD of the database, not all attributes and entities are depicted.
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C A Guide to Power Analysis for Hypothesis Tests with One Categorical Independent Variable
with Two Groups

Four parameters are relevant to power analysis: Power, the significance criterion (i.e. the α error level), the reliability of the sample results or sensitivity of the
test, and the effect size [22]. The power of a statistical test is the probability of the test correctly rejecting the null hypothesis, i.e. that a statistical test yields a
significant result, when the alternative hypothesis is true [35]. Power can also be represented as 1−β, wherein β is the Type II error, i.e. wrongly rejecting the
null hypothesis. This means that if a test has a statistical power of 0.8, as is an often used, acceptable value [22, 30], an actual effect will be detected 80% of the
time. The significance criterion or significance level represents the threshold of maximum accepted probability of making a Type I error, i.e. wrongly assuming
the alternative hypothesis, detecting an effect, when there actually is none [22]. Using the widely accepted threshold of 0.05 for statistical significance means
that only in 5% of cases, an effect is detected in the sample, even though in the population, it does not exist. Reliability refers to how well a sample estimate
represents the corresponding population parameter [22]. Reliability is influenced by different factors, depending on the type of estimated parameter, such as the
quality of the measurement instrument, and controlling sources of variance in the data, which might distract from the effect you are trying to measure [35]. The
largest and invariably present influencing factor, however, is sample size [22], such that larger samples produce more consistent and reliable estimates than
smaller ones. Finally, the effect size measures the amount of impact of an independent variable on dependent variables, rather than only judging the presence or
absence of an effect [35]. There are generally two types of effect sizes: Non-standardized, or simple effect sizes, which represent the size of effect in the units of
the outcome variable, and standardized effect sizes which represent the effect size relative to the variability in the sample or population [10]. When comparing
two means, e.g. with a t-test, the difference in mean completion time between two different interface variants represents a simple effect size, measured in units of
time, e.g. minutes, while a standardized effect size for this scenario, such as Cohen’s d, takes into account the standard deviation in the two groups. Standardized
effect sizes are commonly classified as either belonging to the d-family, such as Cohen’s d in the example above, or as belonging to the r-family, such as the
correlation coefficient Pearson’s r [92].

These four parameters are interdependent, such that when three of them are available, it is possible to calculate the fourth. Such calculations are referred to as
power analysis. In general, there are four different kinds of power analysis, each used to determine one of the parameters from the other three, although it is also
possible to determine both α and power if a ratio for α and β is given together with the other two parameters - this is termed compromise power analysis [38].
The other four flavors are summarized, e.g. by Cohen [22] in Chapter 1.5.

The tutorials on the companion website5 provide an overview of the data necessary to conduct power analysis for basic hypothesis tests, where to find this
data in our database, and how to use it to conduct power analysis using G*Power or R.

5powerdb.info/
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Abstract
Visual cues play a key role in how users assess the pri-

vacy/security of a website, but often remain inaccessible to
people with visual impairments (PVIs), disproportionately
exposing them to privacy and security risks. We employed
an iterative, user-centered design process with 25 PVIs to
design and evaluate GuardLens, a browser extension that im-
proves the accessibility of privacy/security cues and helps
PVIs assess a website’s legitimacy (i.e., if it is a spoof/phish).
We started with a formative study to understand what pri-
vacy/security cues PVIs find helpful, and then improved
GuardLens based on the results. Next, we further refined
Guardlens based on a pilot study, and lastly, conducted our
main study to evaluate GuardLens’ efficacy. The results sug-
gest that GuardLens, by extracting and listing pertinent pri-
vacy/security cues in one place for faster and easier access,
helps PVIs quickly and accurately determine if websites are
legitimate or spoofs. PVIs found cues such as domain age,
search result ranking, and the presence/absence of HTTPS
encryption especially helpful. We conclude with design im-
plications for tools to support PVIs with safe web browsing.

1 Introduction

Visual cues play a key role in how users assess the pri-
vacy/security posture of a website [17] but are often inac-
cessible to people with visual impairments (PVIs) [32, 33].
In turn, PVIs are disproportionately susceptible to a broad
range of security risks, such as phishing threats [12, 17] and
challenges with web authentication [18, 27] intertwined with
privacy risks, such as shoulder surfing [4] and accidentally
sharing personal information [6, 7, 42]. Prior research [1, 41]
suggests that it is often difficult for PVIs to assess a website’s
credibility due to the poor accessibility of privacy/security
cues, such as whether a website is HTTPS-enabled.

Our work explores ways to make website privacy/security
cues more accessible to PVIs. We followed an iterative,
user-centered design approach in designing and evaluating

a browser extension, GuardLens, that collects and presents
key privacy/security cues for a website, so users do not need
to perform these checks manually. Based in part on prior
work [1, 10, 32] as well as a formative study and pilot study
that explored how PVIs assess the privacy/security posture
of a website, GuardLens highlights key privacy/security cues.
For instance, some security cues from GuardLens, like do-
main age registration and search result ranking, are relevant
to phishing detection, while cues like HTTPS encryption and
website owner are valuable general security cues. Guardlens
also provides privacy cues, such as whether website images
contain Not Safe For Work (NSFW) content to mitigate shoul-
der surfing and maintain social norms. Together, the pri-
vacy/security cues from GuardLens highlight many privacy
and security-related threats to the PVIs online.

We aim to answer two main research questions:

• RQ1: How does GuardLens make privacy/security cues
of a website more accessible to PVIs?

• RQ2: How does GuardLens help PVIs assess whether a
website is legitimate or a spoof?

We conducted our research iteratively in three stages with
25 PVIs: a formative study (n=5), pilot study (n=3), and main
study (n=19). The main study is an experiment (lab-based
interview study) that builds on the field study and the pilots
to directly answers the research questions. In the main study,
participants evaluated the accessibility of privacy/security
cues and website legitimacy with and without GuardLens.

Results. Our work has yielded novel and significant results.
First, in one easily accessible location, GuardLens presents

important privacy/security cues about a website: e.g., whether
it is HTTPS-enabled, its domain age, search result ranking.
Without GuardLens, PVIs often miss these cues due to inac-
cessibility or inconvenience.

Second, GuardLens helps PVIs to determine the legitimacy
of websites (spoof or not). Participants found privacy/security
cues from GuardLens helpful in correctly determining that
spoofs were spoofs and that legitimate, popular sites were

USENIX Association Nineteenth Symposium on Usable Privacy and Security    361



not spoofs. However, it also increased their concerns with
unpopular sites that were not spoofed. We reflect on the ways
future designs can improve the interpretability of these cues.

Third, we observed novel strategies participants used to
assess a website’s legitimacy without GuardLens. Strategies
included externally verifying that a website’s URL is highly
ranked in a Google search of its title, checking for links related
to copyright information and privacy policy in the footer, and
reading URLs character-by-character with a screen-reader.

Contributions. This work makes three main contributions:
we (1) designed a new tool, GuardLens, to make the pri-
vacy/security cues of a website more accessible to PVIs;
(2) identified privacy/security cues that participants found use-
ful to determine website’s legitimacy while using GuardLens
and observed novel strategies used by our PVI participants to
assess website legitimacy while web browsing; and, (3) offer
recommendations to further improve the accessibility of
privacy/security cues for PVIs.

2 Related Work

Prior literature has studied the privacy and security concerns
of PVIs extensively [2, 3, 5, 7, 9, 18, 25]. Researchers have
highlighted various privacy concerns for PVIs, such as shoul-
der surfing [4] and accidentally sharing personal informa-
tion [6, 7, 42] while browsing websites online. The privacy
risks often intertwine with various security risks to PVIs, such
as email and website phishing threats [12,50], challenges with
web authentication [18,27], and the inaccessibility of security
cues [10, 32]. For instance, Barbosa et al. [10] highlights that
although many websites offer visual cues to facilitate access
to features, e.g., log-in, such visual shortcuts are not accessi-
ble to PVIs. Similarly, Napoli et al. [32, 33] found usability
and accessibility issues with online resources, e.g., insuffi-
cient web browser security indicators and poor accessibility
of password managers. It results in poor access to privacy and
security-related information online for PVIs, making them
vulnerable to various privacy and security risks, such as unau-
thorized access to personal information and phishing threats.

2.1 Phishing Threats to PVIs
Phishing is a common problem. The Anti-Phishing Working
Group (APWG) [8] detected 266,387 phishing websites in
2019, the highest number since 2016. A large body of work
has explored phishing websites [15, 23, 28, 30, 34, 37, 38, 45,
47, 51, 52]. Xiang et al. [49] identified two major criteria of
a phishing site: a) visual similarity to a legitimate site and
b) at least one login form for users to input their credentials.
Dhamija et al. [17] found that some phishing sites fooled 90%
of participants, and existing anti-phishing browsing cues were
ineffective. For instance, studies [19, 39] highlight that phish-
ing websites are increasingly using HTTPS. Consequently,
checking whether a website is HTTPS protected is no longer

effective against phishing. A study on spear phishing emails
found that older adults were more vulnerable to phishing
attacks than younger adults [36].

Few studies have explored phishing threats specific to PVIs.
Blythe et al. [12] investigated the response of blind users to
phishing emails and found they used robust strategies for iden-
tifying phish based on a careful reading of emails. However,
Abdolrahmani et al. [1] found that it is more challenging for
PVIs to assess the credibility of phishing sites because of
the inaccessibility of security indicators. Sonowal et al. [41]
found similar accessibility issues while evaluating browser ex-
tensions designed to protect PVIs against phishing websites.

2.2 Website Privacy/Security Cues
Researchers have examined the effectiveness of pri-
vacy/security cues and often found them lacking [17, 29, 43].
Dhamija et al. [17] found that 23% of the participants did
not look at browser-based cues such as the address bar, status
bar, and security indicators, leading to incorrectly assuming
phishing websites safe 40% of the time. Other studies have fo-
cused on accessibility issues of privacy/security cues for PVIs.
Sonowal et al. [41] found a range of accessibility issues for
PVIs, such as color-based privacy/security indications, miss-
ing instructions, and lack of shortcut keys. Napoli et al. [32]
found that passive browser chrome indicators did not help
PVIs browse websites securely because they can only see a
small portion of a website when using a screen magnifier. The
small field of view is more likely to focus on page content
than other areas of the browser. Instead, to comprehend the
page as a whole, they skimmed pages while completing tasks
and skipped over large portions of content to find relevant
information from a website. It is insufficient to provide alter-
native text to describe security cues like lock icons and SSL
certificates because users may not actively seek out this infor-
mation. As a result, the security information can potentially
go unnoticed by users.

2.3 How PVIs Assess Site Credibility?
Researchers [24, 31, 32] have observed that blind and sighted
users absorb information differently. Sighted users compre-
hend information from whole to part. They see the whole
picture simultaneously and understand the different visual en-
codings in relation to each other (e.g., identifying a website as
a shopping site upon visiting). In contrast, PVIs put together
each piece of information to make sense of the picture as a
whole (e.g., scrolling through the webpage to explore what
the website is about). They often rely on text and use fast
tab/scroll down the webpage as an exploration tactic to find
relevant information. In this process, screen-reader users skip
over large portions of the content to alleviate heavy cognitive
loads associated with browsing websites audibly. However,
studies suggest [1, 32] that this habit could increase the like-
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lihood of missing vital privacy/security-related information,
making it challenging for PVIs to assess webpage credibil-
ity [1].

Overall, prior work [10, 25, 41, 46] suggests PVIs are often
exposed to privacy and security risks online, including phish-
ing, due to poor accessibility of websites and insufficient pri-
vacy/security indicators. These insights informed GuardLens’
design.

3 GuardLens System Design

We developed GuardLens with two design goals: (1) to pro-
vide quick access to privacy/security information, such as a
website’s domain name, and whether it is HTTPS enabled;
and (2) to equip users with information needed to protect
them against privacy/security risks such as phishing attacks.
These goals correspond to helping PVIs overcome the aware-
ness and ability barriers that can hinder users’ acceptance
of expert-recommended best practices for security and pri-
vacy [16]. Details of the design considerations are in the
appendix 8.

3.1 System Overview
GuardLens JS was developed in ES6, compiled with BabelJS,
and is executable and tested on Chrome, Firefox, Safari, Edge,
and IE10+. We incorporated remote backend development
used by the browser extension in response to any requests,
local storage to handle data requested from API services, gen-
eral helpers and algorithms to run required design features,
and messages/prompts for users to make informed decisions.
Requests to the backend were made over HTTPS, and the
endpoints required no user data. For example, the endpoint
to return TLS certificate information only requires a URL
request parameter. The backend was hosted securely in our
university servers with restricted access to our research team.
(see Figure 2 in the Appendix). The workflow contains client
requests sent to different services and a synchronous process
of the data in server endpoint to present the results in the
UI. We have open-sourced GuardLens 1. GuardLens is an un-
listed browser extension; only recruited participants received
a download link.

The GuardLens web browser extension interacts with back-
end API endpoints, and the app engine creates queries from
user requests (see Figure 2 in the Appendix). The app en-
gine backend receives requests from a script embedded into
the browser extension. These requests are sent automati-
cally from the browser extension to the system’s backend,
where the system has endpoints to each of the cues sup-
ported by the browser extension. TensorFlow JS2, Univer-
sal Sentence Encoder [14], and NSFW JS3 are some of the

1GuardLens source code: https://github.com/guardlens22/GuardLens
2https://www.tensorflow.org/js
3https://nsfwjs.com/

notable helpers/algorithms used in the backend to build the
privacy/security information features.

GuardLens also uses local storage to save users’ prefer-
ences if they choose to opt out of (1) seeing a GuardLens
pop-up for a particular website, or (2) seeing a particular type
of information block for all sites in the future.

3.2 Interface Details

Guided by our design goals, we implemented GuardLens
as a technology probe [26] that gives users easy access to
privacy/security-related cues about a website upon request.
GuardLens is a browser extension that consists of a collec-
tion of cues meant to surface pertinent privacy and security
information about the website that one is currently browsing.

After installing GuardLens, participants read and reviewed
the privacy policy for our study, and how data will be used
for this research. Participants then chose whether they would
consent to start using Guardlens or wish to uninstall it (see
details in Figure 1 in Appendix). After users consented on
this disclosure interface, they were prompted with a user input
field to provide a participant ID. We used “Screen A” for the
consent interface and the prompt message.

Once a participant entered their ID and clicked “OK”, the
GuardLens main interface (“Screen B” in Figure 1 in Ap-
pendix) appeared, displaying the privacy/security information
of the website presently in focus in the form of information
blocks (see “Screen B” in Figure 1 in Appendix). Each in-
formation block consists of an expandable drop-down with
a “Tool Tip” and Actionable Suggestions. Below we dis-
cuss each information block in the order presented in the
GuardLens interface. We chose and ordered these seven S&P
cues based on prior work [20, 32, 40] and findings from both
our formative and pilot studies.

HTTPS Encryption: This information block highlights
whether or not a site uses HTTPS. Prior work [32] suggests
that the HTTPS lock icon and/or SSL certificates are often
inaccessible to PVIs. To improve the accessibility of security
information, the backend system of GuardLens parses TLS
certification when a user visits the site. Users can find two
additional messages by clicking the expandable drop-down: a)
tool tip:“Based on the actual information from the website’s
security certificate”, and b) actionable suggestion: “What you
can do: You may choose not to send your information to this
website such as payment or personal information” if the site
lacks HTTPS encryption.

Website Owner Identity: This information block identi-
fies the entity that owns the website. We included this cue
for reasons similar to adding the HTTPS information. Ad-
ditionally, browsers share this information when displaying
certificate information, and participants in the formative study
found it useful. Clicking into the expandable drop-down, users
can find two additional messages: a) tooltip: “Based on this
website’s security certificate”, and b) actionable suggestion:
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“What you can do: You may be more cautious about sending
your information to this website not knowing who owns it.”.
The backend app engine parses the site’s TLS certification to
extract this information.

Domain Name: This information block states the domain
name of the website word for word. We included this cue
because some phishing URLs try to confuse users about the
domain name, e.g. bestbuy.greatshops.com. Clicking into the
expandable drop-down, user find two additional messages: a)
tool tip:“Based on this page’s address”, and b) actionable sug-
gestion: “What you can do: You may leave this website if it is
not the intended website you wanted to access”. The backend
app engine parses the site’s URL to extract this information.

Search Result Ranking: This information block presents
a website’s rank in Google search results. In the formative
study and the pilots, participants evaluated the legitimacy of a
site by manually checking if the site’s domain appears in the
top 5 of a Google search of its title, suggesting a need for the
cue. Clicking into the expandable drop-down, user can find
two additional messages: a) tool tip:“Based on website title,
search results are from Google search”, and b) actionable
suggestion: “What you can do: If the website does not appear
in the top 5 search result it is more likely to be a phish. If you
are uncertain, do not enter any personal information.” The
backend app engine submits a search with the website title
as the query term via Google search APIs and determines
whether the site is in the top 5 of the returned results. To the
best of our knowledge this cue works with most top websites.

Domain Registration and Age: This information block
shows “The website domain was registered 27 years ago.”
(see Screen B (Figure 1). We included this cue based on
participants’ suggestions from the formative study and the
pilots. Clicking into the expandable drop-down, users can
find two additional messages: a) tool tip:“Based on website
domain registration”, and b) actionable suggestion: “What
you can do: Research suggests that younger websites are
more likely to be phish. In particular, most phishing sites are
less than 2 years old.” We added this actionable suggestion
for domain age based on prior phishing studies [22,34,35,44].
The backend app engine parses the site’s domain registration
from the Prompt API 4 (Whois Lookup API that provides
registration details) to extract this information.

External Links: This information block indicates how
many external links point out of the website. We included
this cue for two reasons. First, phishing sites often reuse the
HTML code of the legitimate site they are attempting to spoof,
change the part that launches the phishing attacks (e.g., login)
and leave the rest intact, which means they often have many
links pointing to the original site. Second, deceptive sites
with click bait often have many external links [48]. Clicking
into the expandable drop-down, user can find two additional
messages: a) tool tip:“Based on the destination address of all

4https://www.crunchbase.com/organization/prompt-api

links”, and b) actionable suggestion: “What you can do: If
this number is high, you may want to pay close attention to
links before clicking them. You also leave the website if you
think it is deceptive or masquerading as a real website, such
as a fake website with links that point to the real website.” The
backend app engine parses the site’s HTML code to identify
and count the external links to derive this information.

Image Description: This information block shares
whether images on the screen show Not Safe For Work
(NSFW) content. We included this cue because the unex-
pected inclusion of NSFW content can be a signal to help
PVIs assess if they are browsing the website they intended to.
Moreover, particularly in cases where the PVI may be near
bystanders, they can use this information to assess whether
or not they should leave the website up in keeping with the
social norms of their situation. Clicking into the expandable
drop-down, the user can find two additional messages: a) tool
tip:“Based on an automated standard detection of indecent
or inappropriate images on the screen, which suggest images
show content that may not be safe for work.” as a tool tip, and
b) actionable suggestion: “What you can do: You may want
to leave this page if you are not comfortable with potential
bystanders seeing your screen.” The backend uses existing
trained machine learning models for detecting objects in im-
ages and image safety features (e.g., NSFW JS).

4 Methodology

We followed an iterative user-centered design process with
a series of three studies: initial formative study, pilot of
the main study, and the main study. This research is IRB
approved. Our interdisciplinary team has expertise in pri-
vacy/security, human-computer interaction, and accessibility.
One team member self-identifies as a person who is blind.

4.1 Main Study
We conducted lab-based interview experiment to explore the
two main research questions stated in Section 1. These re-
search questions were informed by the results from the forma-
tive study and the subsequent pilots. In the formative study,
which included five participants, we deployed GuardLens
as a technology probe [26] to field-test usefulness of pri-
vacy/security cues users while browsing websites. We then
improved GuardLens design based on the results to better
support PVIs needs. Next, we piloted the new design with
three participants and made further improvements. Finally,
our main study included 19 participants. Details of the forma-
tive study and the pilot study are included in the appendix 8.

4.1.1 Study Design

Due to the pandemic, we conducted the study remotely us-
ing Zoom. The one-hour session began with the study tasks
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embedded within the interview questionnaire, followed by an
exit interview. Participants received a $30 USD gift certificate
upon completion of the session. The study tasks followed
a within-subject design, where all participants browsed six
websites. These websites were selected from three categories:
popular, unpopular, and spoof across seven domains: finance,
e-commerce, accessibility, news/media, education, healthcare,
and productivity. Popular sites were chosen from sites in the
top 1,000 Alexa ranking5. Unpopular sites were chosen from
sites ranked 5,001+ in the Alexa ranking. The popular and
unpopular sites are not spoofs. For spoof sites, we developed
spoofs of two popular sites for our target user population:
amazon.com (Amazon) and nfb.org (National Federation of
the Blind). We created these spoofs to be visually similar to
their legitimate counterparts, similar to prior studies [33, 49].
The domain names of the spoof sites sounded identical to the
original sites when read out aloud by a screen reader but were
spelled differently: i.e. amaZaunn.com vs. amazon.com. Also,
these spoof sites were safe to browse. Feedback from the
formative study suggested GuardLens’ usefulness depends
on the popularity of and familiarity with the site. We thus ex-
plored these factors in the main study by having participants
visit six websites that varied in familiarity and popularity, sim-
ulating real-world browsing. It helped us to test GuardLens’
effectiveness at assessing site security, privacy features, and
legitimacy across popular (often familiar), unpopular (often
unfamiliar), and spoof (of popular) sites. Table 4 (Appendix)
lists all the websites used in the main study.

For the study tasks, we emailed participants links to the
websites we chose. We followed a scenario-based approach,
commonly used in the prior work on phishing [17]. Our sce-
nario stated, ‘Imagine that you receive an email message that
asks you to click on one of the following six website links.
Imagine that you decide to click on the link to see if it is a
legitimate website or a “spoof” (a fraudulent copy of that
website). Please browse three websites using the GuardLens
tool and the other three without the tool.’ We randomly se-
lected two popular and two unpopular websites from a pool of
four popular and four unpopular sites (see Appendix Table 4).
The same two spoof sites were presented to all participants.
Each participant browsed three sites (one popular, one unpop-
ular, and one spoof) with GuardLens and another three sites
without GuardLens without knowing the conditions (popular,
unpopular, spoof sites). Note that, we counterbalanced the
order of presentation of websites using Guardlens and without
it. Some participants were first presented with GuardLens,
followed by browsing websites without it and vice versa.

After browsing each website, participants were asked five
5-point Likert scale questions and three open-ended questions
6. The Likert scale questions asked participants to rate le-
gitimacy, familiarity, accessibility, ease of assessing privacy

5Alexa Internet was a web traffic analysis company, owned by Amazon.
It was discontinued on May 1, 2022. https://www.alexa.com/

6GuardLens study questions: https://github.com/guardlens22/GuardLens

and security of the website, and whether they would recom-
mend the site to their friends. They were also asked to pro-
vide reasoning for each rating. We also asked participants an
open-ended question about the strategy they used to detect
the privacy/security features of the website. If a participant
read the URL of the website character by character, we asked
open-ended questions about what prompted them, and how
often they do so in daily life.

After participants completed browsing the six sites and an-
swering the questions, which took about 45 minutes, we ended
the study with a 15-minute exit interview. In the exit interview,
we asked participants open-ended questions about their ex-
periences of browsing the sites with and without GuardLens.
Figure 5 (Appendix) illustrates the main study design.

4.2 Participants.

We recruited participants through the National Federation of
Blind (NFB) mailing list and Reddit (r/Blind). Prospective
participants took a screening survey with basic information on
age group, occupation, self-reported visual abilities, and their
regularly used email services, browsers, and screen readers.
Eligible participants must (1) self-identify with visual impair-
ments and (2) regularly use screen readers and the Chrome
browser. The goal was to ensure that participants were fa-
miliar with the technical environment we provided. Then we
identified 19 eligible participants (nine female, 10 male) to
participate in our interview session (see appendix Table 3). 15
participants self-described as individuals who are blind and
the other four self-described as individuals with low vision.
All 19 participants used screen readers. Only P17 did the
formative study and no participants did the pilot study.

We provided participants an online consent form within
the screening survey, informing about our study procedure
and data protection policy. We informed participants that
this study was designed to improve the accessibility of pri-
vacy/security of browsing websites online.

4.3 Ethics

Our study was approved by our IRB. Prior to each of the
three studies, participants signed a consent form, including
an agreement to audio/video record. At the start of each ses-
sion, we re-confirmed their consent and communicated our
pseudonymization procedure. We also reminded them their
participation was entirely voluntary.

4.4 Data Collection and Analysis

Upon receiving participant consent, we asked them to share
their screen and began recording. We also took notes dur-
ing the study. Our analysis was driven by our main research
questions. To answer our questions on the ease of accessing

USENIX Association Nineteenth Symposium on Usable Privacy and Security    365



privacy/security cues on a website, assessing a website’s le-
gitimacy, and security strategies participants employed, we
first qualitatively analyzed participants’ responses using the-
matic analysis [13]. Two co-authors (coders) manually and
independently generated initial codes that capture meanings
of the same subset of our interview data at a fine-grained
level (usually at the sentence level). Then, the two coders
discussed, and converged their codes into a code book of
50 unique codes ranging from easy access to GuardLens,
trusted website footer links, and familiarity with site. We cal-
culated the inter-coder reliability is 0.88 (Cohen’s Kappa),
which is considered good [21]. Next, the two coders used the
agreed-upon code book 7 to code the rest of the responses. We
followed an open coding method to explore how participants
used GuardLens and why they found it helpful or not. We
added new codes to the code-book when existing codes could
not capture the data, until the code saturation was achieved.
We then grouped all codes into higher-level themes, such
as tool support, legitimacy assessment, and website content
familiarity.

We next employed quantitative methods to assess if use
of GuardLens resulted in statistically significant differences
in: (1) participants’ perceptions about the accessibility of
privacy/security cues on a website; and, (2) participants’ abil-
ity to differentiate between legitimate and spoofed websites.
We also explored how independent factors — such as the
accessibility of a website and participants’ familiarity with
the website — impacted users’ ratings for assessing a web-
site’s privacy/security and legitimacy. To do so, we employed
a mixed-effects regression analysis (R lme4 [11] package):
we included participants’ familiarity and perceived accessi-
bility of a website as covariates, participants’ use (or not)
of GuardLens as the independent variable, and included a
random-intercepts term for participant IDs since each partici-
pant browsed and rated multiple sites.

5 Results

We first examine participants’ perceived ease of accessing pri-
vacy/security cues with or without using GuardLens for three
types of websites: spoof, popular (legitimate), and unpopular
(legitimate) (RQ1). Next, we evaluate whether participants
correctly determine the website’s legitimacy (i.e., spoof or
not) with or without using GuardLens for each type of web-
site (RQ2). We hypothesized that GuardLens should make
privacy/security cues more accessible and help PVIs more
easily assess website legitimacy.

5.1 Ease of Accessing Privacy/Security Cues
We asked participants to rate and provide reasoning for the
ease of accessing the privacy/security cues of a website on a

7GuardLens study codebook: https://github.com/guardlens22/GuardLens

5-point Likert scale (the “ease rating”). Ratings 4 and above
mean participants found it easy to access the privacy/security
cues; ratings 2 and below indicate that participants found it
difficult, and a rating of 3 indicates neutrality. Figure 3 in
appendix 8 shows the ratings for different types of websites
with or without GuardLens. Table 1 in appendix 8 summarizes
the most accessible privacy/security cues participants used
with or without GuardLens.

5.1.1 Spoof Sites

We hypothesized that PVIs would access privacy/security cues
on spoof websites more easily with GuardLens than without.
Our results confirm the hypothesis.

Each participant visited a spoof of two sites, Amazon
and the National Federation for Blind (NFB), which are
well-known to our target user populations. If participants
were asked to browse the spoof NFB site (eneffbee.org) us-
ing GuardLens, then they would browse the spoof Amazon
(amazaunn.com) without using GuardLens and vice versa.

We used linear mixed-effect regression analysis to
determine how GuardLens impacts participants’ perceived
ease of accessing privacy/security cues. The ease rat-
ing was the dependent variable, while using GuardLens
or not was the independent variable. The familiarity
rating and the accessibility rating of the site from the
specific participant were covariates. We also included
a random intercept term for each participant ID to ac-
count for repeated observations. The R lme4 model is:
ease = tool + f amiliarity+accessibility+(1|pid)

Finally, we estimated the statistical significance (p-values)
of the fixed effects with the R car::anova function (type III
Wald Chi Square test). The evidence suggests that GuardLens
made privacy/security assessments easier for PVIs as they
browsed spoof websites. Participants gave significantly higher
ease ratings when browsing spoof sites with GuardLens than
without (estimate coefficient = 0.9152, p<0.05∗). Below, we
present qualitative results providing additional context for
why, and distill our findings into a key takeaway.

Without GuardLens, about 47% of participants gave a
rating of 4 or above, while 53% gave a rating of 3 or below
for ease of accessing privacy/security cues on spoof sites.
It suggested that participants found it difficult to assess the
privacy/security of spoof sites without GuardLens’ cues.

Six participants (33%) checked the website’s URL char-
acter by character using a screen reader, which helped them
determine the site was a spoof. While three out of these six par-
ticipants habitually checked for URLs character by character,
the other three were primed by the URL’s odd pronunciation.

Some participants checked a combination of specific pri-
vacy/security cues. For instance, those (16%) who searched
the site for layout and footer information (e.g., contact us,
privacy links, and copyright information) also checked for
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HTTPS. For instance, P11 gave an ease rating of 4 for the
spoof NFB site because, “It’s a familiar website. I recognize
the link, and there is https on the top”. Note that participants
gave an ease and legitimacy ratings independently; in this
case, though the NFB site was spoofed, the participant still
believed it was easy to access privacy/security cues without
GuardLens, and ultimately made an incorrect determination.

With GuardLens, the majority (74%) of participants rated
ease of accessing the privacy/security cues on spoof websites
4 and above. Participants stated GuardLens cues about a web-
site’s domain age and (lack of) appearance in the top five
Google results raised suspicion, prompting them to manually
check the URL character-by-character with their screen reader.
For example, P8 rated ease of accessing privacy/security cues
a 5 when visiting the spoof NFB site (eneffbee.org) based on
the cues from GuardLens because, “It was easy. It (website)
was registered 10 months ago, 527 links go to other websites,
and I spelled the URL—that’s not them.”

Unlike P8, P13 ignored the GuardLens cues on the spoof
amazaunn.com site. She checked all the cues, then stated “I
can’t understand why GuardLens stated domain age as 11
months.”, as this information contradicted her expectation
about Amazon’s age. P13 assumed that Amazon’s security cer-
tificate was renewed 11 months ago, then ignored Guardlens’
domain age warning and assessed the site as credible based
on the website footer links. This finding suggests that when
GuardLens cues contrast with user expectations, some users
may doubt the cue itself. We articulate relevant design impli-
cations for GuardLens in the discussion.

Observation 1: For spoof sites, GuardLens cues prompted
many PVIs to check the URL character by character,
making it significantly easier for them to assess the pri-
vacy/security of these websites.

5.1.2 Popular Sites

We hypothesized that people with visual impairments would
rate ease of accessing the privacy/security cues on popular
websites to be higher when using GuardLens than when not.
Our results support this hypothesis. When using GuardLens,
participants rated the ease of accessing privacy/security cues
on popular websites significantly higher (estimate coefficient
= 1.208, p < 0.0005∗∗∗). We highlight participants’ reason-
ing for preferring GuardLens and provide a conclusion in
observation 2.

Without GuardLens, approximately 47% of participants
rated ease of accessing privacy/security cues of a popular web-
site 4 and above. They often relied on checking the HTTPS
encryption in the URL and the website footer information,
such as the presence of copyright and privacy links. Those
who gave ratings of 3 and below (53%) were unsure how to
check a website’s privacy/security cues.

With GuardLens, approximately 95% of participants

rated ease of accessing privacy/security cues 4 and above
for popular sites. Most relied on GuardLens because the tool
consolidated website’s security-related information in one
place. For instance, P19 said“Everything I needed to know
about the website was in one place. I didn’t have to look at
all other places. It was a lot easier.” Participants further re-
ported they found GuardLens’ security information accurate
and trustworthy. P7 said they browsed the website footer and
found the “Copyright info matched with GuardLens domain
age.” Some of the security cues from GuardLens that partici-
pants found particularly helpful were domain age and HTTPS
encryption information.

Observation 2: For popular (legitimate) sites, GuardLens
significantly eases PVIs’ access to a site’s privacy/security
cues by consolidating them in one place.

5.1.3 Unpopular Sites

We hypothesized that people with visual impairments would
rate ease of accessing the privacy/security cues on unpopular
websites to be higher when using GuardLens than when not.
We did not observe strong evidence to support this hypothesis.
While the descriptive statistics show that people gave higher
ratings using GuardLens, using GuardLens was not a signif-
icant factor in the mixed-effect regression model (p>0.05).
We further explore why by evaluating participants’ reasoning
and provide a conclusion in observation 3.

Without GuardLens, 36% of our participants gave ratings
of 4 and above for ease of accessing the privacy/security cues
of a website. Participants in this rating group often checked
for three cues: HTTPS encryption in the URL; the presence
of a privacy policy link in the website footer; and the general
readability, accessibility, and layout of the website. For exam-
ple, while browsing a productivity site (openoffice.org), P18
reasoned that it was easy for him to assess the privacy/security
of the site because “(The site was) built like other ones, and
there’s privacy policy link.” He was not familiar with the site
so he browsed it thoroughly and found it accessible, similar
to the other websites he often visits.

Some participants provided unique reasoning for their rat-
ing. While browsing a money-transferring site (zapsend.com),
P4 reasoned that the website appeared in the top 5 Google
search results, so it was easy to assess its privacy/security.
Although he navigated through the website, he did not rely
on the features within the site to assess its privacy/security.
Rather, he verified whether it was a spoof or not by googling it
and then matching the URL of the search result with the web-
site we gave him to browse. Another participant (P11) visiting
a shopping site (zolucky.com) accessed the website’s SSL cer-
tificates by clicking on the lock icon near the address bar to
check its domain registration date. Since he found that the
website was registered and the security certificate was valid,
he gave the rating 5 for ease of accessing privacy/security of
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the site. Interestingly, P16 assessed the privacy/security of the
same shopping site based on customer reviews for its prod-
ucts. “It didn’t take me a lot of time to realize there were no
customer reviews. The cursor kept moving around.” She also
found that the website had poor accessibility features, and
the website footer did not include a privacy policy link. She
concluded “Even if it has https, I wouldn’t trust it.” While we
focused on assessing how well GuardLens helps participants
identify phish, participants also assessed other types of threats.
For example, here the site was not a spoof, but still seemed
untrustworthy to this participant.

21% participants gave a rating of 3, and 47% participants
gave a rating of 2 and below because they were unfamiliar
with the website and uncertain of their assessment. For in-
stance, P5 rated an unpopular audiobook site 3 “because I am
not familiar with the website. I am not very knowledgeable on
website security and domain.” Similarly, P14 and P15 were
uncertain because they were unaware of what type of data the
sites collected from them. However, while browsing an online
learning site from another country, P15 felt skeptical, “I’m not
certain of my assessment, it was much more difficult. I have
my own biases because it’s in Nigeria. I would be hesitant to
buy something from a website in another country.” In the case
of a financial money transfer website, P12 mentioned that “I
think with all these websites, it’s very hard just by looking at
it without entering personal information.” Participants also
googled the websites; and checked for layout, content, and ac-
cessibility. P9 said, “the score goes down because I couldn’t
find a Google result with website link. But the actual website
looked legitimate.”

With GuardLens, more participants (42%) gave a rating
of 4 and above for ease of accessing privacy/security cues
of unpopular sites. It suggests that although we observed
mixed results about the effectiveness of GuardLens on un-
popular sites, the tool improves accessibility. Participants
relied on GuardLens to access privacy/security cues about
the website. However, even with GuardLens, they found it
tougher to assess the privacy and security of unfamiliar web-
sites. Those who gave ratings 3 (26%) or 2 and below (32%)
found the information from GuardLens confusing, especially
for unpopular sites hosting illegal content such as audio-
book torrents. For example, while browsing an audiobook
site (http://audiobookbay.ws/), P2 said “It was difficult be-
cause the info in GuardLens was contradictory. It was in the
top 5 search results and had low external links but it also had
warnings. It was not clear to me. They might be illegally shar-
ing audiobooks but not really trying to get my information.”
According to P2, although GuardLens suggested two positive
features for the site, it also gave warnings such as the site
lacks HTTPS encryption, and the site has a younger domain,
suggesting that it may not be safe. In such cases, even though
GuardLens provided access to privacy/security information, it
was insufficient. An important note: by “legitimate” websites,
we mean sites that are not spoofs — not that the website is

“secure” and harm-free. The audiobooks website in this exam-
ple hosts torrents for audiobooks which is illegal in the US.
However, the website is still safe to browse unless the user
downloads anything from it. In that case, maybe they could
download some potentially malicious files.

Observation 3: GuardLens privacy/security cues for un-
popular (legitimate) sites are less helpful. Lack of familiar-
ity with a site, and sometimes mixed (positive and negative)
cues, seem to complicate user assessments.

5.2 RQ2: Assessing Website Legitimacy
We asked participants to rate the legitimacy of the websites
on a 5-point Likert scale, where a high rating (> 3) means
that the user thinks the website is not a spoof or a phish. We
also asked about their reasoning for the rating, and the se-
curity strategies used to assess legitimacy across the three
website types (spoof, popular, and unpopular). We used the
same spoof websites described in Section 5.1.1 for assessing
site legitimacy. Figure 4 in appendix 8 shows ratings for dif-
ferent types of websites with and without GuardLens. Table 2
in appendix 8 summarizes the most popular strategies par-
ticipants used to assess website legitimacy with and without
GuardLens.

5.2.1 Spoof Sites

We hypothesized that PVIs would rate the legitimacy of spoof
websites lower with GuardLens than without. Our results
confirms this hypothesis. We performed a linear mixed-effect
regression to determine Guardlens’ impact on the perceived
legitimacy of a site. The R model is:
legitimacy = tool + f amiliarity+accessibility+(1|pid)

We estimated the p-values of the fixed effects using the
car::anova function (type III Wald chi-square test). We found
statistically significant evidence suggesting that GuardLens
impacted participants’ legitimacy ratings for spoof websites
(estimate coefficient = -0.8279, p<0.05∗). Participants gave a
lower legitimacy rating for spoof sites when they had access to
GuardLens than when they did not. We present their reasoning
for the rating and provide a conclusion in observation 4.

Without GuardLens, participants tended to ignore the
cues of spoof websites and assessed legitimacy based on their
familiarity with the website. Only 45% of participants identi-
fied the spoof websites. Among these participants, 39% gave a
rating of 2 and below and 6% gave rating of 3. The remaining
55% of participants failed to identify the spoof sites and gave
legitimacy ratings of 4 and above.

Participants who successfully identified a spoof site with-
out GuardLens often relied on manually reading the URL
character by character using a screen reader. Participants also
often checked whether the website was HTTPS-enabled. For
example, P7 assessed the spoof website they encountered
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without GuardLens as illegitimate: “I don’t think this is legiti-
mate. The URL is very suspicious. But the homepage sounds
like its clone.” But for the 55% of participants who failed
to identify the spoof websites without GuardLens, they all
mentioned familiarity with the site as the main reason for
their high legitimacy ratings. P3 assessed the spoof NFB site
as being legitimate with certainty, “I am extremely sure the
website is legitimate. I have been on the website (before).”

With GuardLens, participants used cues which are other-
wise inaccessible such as domain age of the website. Only
28% of participants failed to identify spoof websites. By con-
trast, the majority of participants (72%) successfully identified
the spoof websites using GuardLens.

When participants used GuardLens, its cues were the most
popular security strategy they used in making their legitimacy
assessments. The most commonly cited GuardLens cue was
the domain age of the website. Indeed, the domain age cue in
GuardLens suggested that if the website was less than 2 years
old, the site may be more likely to be a phish.

For instance, when visiting the spoof Amazon site, the tool
surfaced that the domain age of the website was 9 months.
This cue raised suspicion among participants since Amazon
has been in the market for over 20 years. Similar observations
were made for the spoof NFB site. For instance, P4 gave a low
legitimacy rating (2) for the spoof Amazon site, explaining “I
am not sure at all (whether the website is legitimate). Because
it seems to be a legitimate site, but GuardLens said it’s a
website from 10 months ago. So I’ll give 2.”

Among participants who used GuardLens but failed to iden-
tify the spoof websites, the most common strategy employed
was relying on their familiarity with the website content, lay-
out, and accessibility. Even though they may have noticed
suspicion-raising privacy/security cues of the spoof websites
on GuardLens, they tended to make their assessments rely-
ing on familiarity. For example, in explaining why she gave
a spoof site a legitimacy rating of 5, P2 said: “I read the
info provided by the tool which indicated that it was secure.
I further confirmed by browsing that it is identical to one I
browse.”

Observation 4: GuardLens significantly helped partici-
pants correctly identify spoof websites by providing pri-
vacy/security cues in one place.

5.2.2 Popular Sites

We hypothesized that PVIs would rate the legitimacy of pop-
ular websites to be higher when using GuardLens than when
not. Our results confirm this hypothesis. We found signif-
icant evidence to suggest that GuardLens affected partici-
pants’ legitimacy ratings for popular websites (estimate coef-
ficient = 0.6405, p<0.0005∗∗∗). Unlike spoof websites, popu-
lar sites are most visited and are legitimate websites. Using
GuardLens, participants gave higher legitimacy ratings for

popular sites. Below we highlight their reasoning for the rat-
ing and provide a conclusion in observation 5.

Without GuardLens, 90% of participants gave legitimacy
ratings of 4 and above, 10% of participants gave a neutral
rating (of 3). The top three security strategies participants
used were URL-related strategies (e.g., reading URL char-
acter by character using screen reader, checking for HTTPS
encryption), browsing content of websites, and relying on
familiarity with websites. For popular websites participants
browsed daily, they tended to believe that the website was
legitimate. Some of the participants (2 out of 19) did not
check security cues but made decisions only based on fa-
miliarity. P2 and P3 gave high legitimacy ratings to popular
websites. The reasons for their decision were, respectively:

“It’s the NY times and it also seems consistent with what I
know NYT should be.” and “I visit it a lot (target.com)”. In
addition, other participants “manually read URL character
by character” or attempted to “check if the website uses https
encryption”. Since participants used these popular websites
in their daily life, they remembered what the website URL
should be. Thus, simple strategies such as comparing URLs
could help facilitate participant assessment of site legitimacy.

With GuardLens, participants noticed more security cues
instead of relying only on their familiarity with websites and
checking URLs. 100% of participants gave legitimacy ratings
4 and above and successfully identified popular websites as
legitimate. Participants preferred using GuardLens cues as the
most popular security strategy to assess website legitimacy.
They found three cues most useful: the website’s domain age,
Google search ranking, and the presence/absence of HTTPS
encryption. For instance, P2 assessed a popular website as le-
gitimate because “GuardLens shows that it is a secure HTTPS
website and has been around for 26 years; most phishing sites
are not around that long.” Other than website’s domain age
and search ranking information, P2 also relied on the web-
site’s HTTPS encryption information, even though it is not a
helpful cue to assess phishing websites.

P3 also noticed more cues, explaining their high legitimacy
rating: “very easy to navigate, headings were readable and
in the right spot.” However, familiarity with websites is still a
main factor influencing legitimacy perception. P5 explained

“Based on the content of the website and Guardlens informa-
tion, I feel it is a real site. I don’t know how you can copy an
entire domain. But the content seemed familiar. I am familiar
with NFB, so it is easy for me to recognize the content.” In-
terestingly, we found familiarity with websites both helped
and hindered participants in correctly identifying legitimate
websites.

Observation 5: GuardLens significantly helped partic-
ipants correctly identify the legitimacy of popular sites.
Participants leveraged their familiarity with the site, and
GuardLens facilitated their assessment by providing cues
(e.g. domain age of the site).
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5.2.3 Unpopular Sites

We hypothesized that PVIs would rate legitimacy of unpopu-
lar (legitimate) websites higher with GuardLens than without.
However, our results suggest the opposite. Using the same
linear mixed effect model, GuardLens had a significant (nega-
tive) impact on participants’ perception of unpopular websites’
legitimacy (estimate coefficient = -0.6207, p<0.005∗∗). This
suggests that GuardLens misleadingly increased participants’
concern about the sites’ legitimacy. Unlike popular websites,
some unpopular websites focus less on privacy and security
design. GuardLens helped participants identify security issues
in unpopular websites, such as a lack of HTTPS encryption.
Participants gave low legitimacy ratings based on security
issues and unfamiliarity with unpopular sites. While these un-
popular sites are not spoofed, their lack of security protection
(e.g., HTTPS) is still worth noting to users. Thus, GuardLens
can still be useful by presenting cues for multiple threats. Al-
though the only security threat our study assessed was phish-
ing, participants may have given lower legitimacy rating to
certain unpopular sites based on poor security properties of
those sites in general. We present participants’ reasoning in
detail below and conclude in observation 6.

Without GuardLens, 36% of participants gave a rating
of 4 and above. 32% of participants gave a rating of 3, and
32% 2 and below. Being unfamiliar with these unpopular
websites, participants most often used URL-related strategies
to determine legitimacy. Since participants are not familiar
with the URLs of these unpopular websites, most of them
googled the URL. However, some participants did not realize
that some of these websites do not use HTTPS. For instance,
P14 gave a legitimacy rating of 5 to http://audiobookbay.ws/
and did not check the site for HTTPS. He stated “I think this
website is audiobook service provider.” In addition, P4, P10,
P11, and P18 ignored the lack of HTTPS when they browsed
unpopular websites without GuardLens.

With GuardLens, 20% of participants rated legitimacy 4
and above, 45% felt neutral (rating 3), and 35% rated 2 and
below for unpopular websites that are not spoofs. GuardLens
identified and presented some security issues of these web-
sites, which made participants concerned about these sites’
legitimacy. For example, GuardLens helped participants no-
tice some unpopular websites not using HTTPS. P1 said “(I
knew) because the tool told me that it was not secure and
warning about encryption.”

Observation 6: GuardLens highlighted security issues
(e.g., no HTTPS) in some unpopular websites. These (neg-
ative) cues made PVIs significantly more concerned about
the website’s legitimacy. While these unpopular websites
are not spoofs, these security issues still pose threats to
users and deserve their attention.

6 Discussion

We employed a user-centered design process to design, im-
plement, and evaluate GuardLens: a web browser extension
that helps PVIs make informed privacy and security decisions
about a website by surfacing a basket of privacy/security cues
that would otherwise be inaccessible. Our results reveal the
strengths and limitations of the current design and points to a
rich area for future research and design.

Our results suggest that GuardLens improves the accessibil-
ity of privacy/security cues on websites and helps PVIs make
informed decisions about website legitimacy, especially for
spoofed and legitimate popular sites. Prior literature [2,32,41]
has highlighted the accessibility issues of these cues. PVIs
often miss these cues as they try to piece together and make
sense of information on the website as a whole [24, 31]. Our
participants expressed appreciation that GuardLens, through
its varied information blocks described in Section 3, provides
a bird’s eye view of the privacy/security information of a
website in one, accessible location.

Prior studies [1,41] explored accessibility challenges faced
by PVIs to identify the credibility of websites in general. Our
study explores how this population interacts differently with
websites to assess their credibility, depending on whether the
website is popular, unpopular, or a spoof site. Our study asked
participants to browse those three types of websites to mimic
their real-world browsing experience.

GuardLens and Spoof Sites. Prior work [49] has identi-
fied two major criteria for phishing (spoof) sites: a) visual
similarity to the legitimate site and b) at least one login page
for users to input credentials. Our study’s spoof sites are visu-
ally similar to the original sites for Amazon and the National
Federation of the Blind. Using GuardLens, a significant ma-
jority of participants identified the spoof sites, relying on tool
information such as domain age, search result ranking, and
the domain name of the website. However, some participants
still failed to identify the spoof sites. While they checked the
information provided by the tool, they still relied on famil-
iarity with the website’s content and layout based on past
browsing experiences with original sites. Two participants
ignored the red flags about shorter domain age and website
not appearing in the top five search results from GuardLens
because they thought GuardLens had some glitches. We will
revisit this challenge in the design implications section.

GuardLens and Popular Sites. GuardLens was also ef-
fective at helping users assess the legitimacy of popular sites.
For example, by validating that the site is among the top
Google search results for its title and by confirming that the
site domain was registered when the user might have ex-
pected, participants could confidently recognize the website
as legitimate. GuardLens provides an overview of these pri-
vacy/security cues in one location.

GuardLens and Unpopular Sites. Unlike the spoof and
popular sites, we observed mixed results using GuardLens for
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unpopular sites. Multiple participants stated that GuardLens
reduced the effort to identify privacy/security information on
a website, consolidating this information in one place. How-
ever, since our participants were unfamiliar with these sites,
strategies such as checking domain age using GuardLens were
not helpful in making legitimacy judgments, because partici-
pants did not have apriori expectations. Moreover, GuardLens
elevates security cues not to be directly pertinent to whether
or not a website is a phish, but nevertheless reveal poor se-
curity properties. It could cause confusion, as participants
might conflate general security with legitimacy. For example,
the presence or absence of HTTPS is not always relevant for
assessing website phish [1]; yet, websites without HTTPS are
less secure, leaving viewers more susceptible to man-in-the-
middle attacks. Nevertheless, some participants relied on the
HTTPS cue when making legitimacy assessments.

More generally, GuardLens cues correspond to different
privacy/security threats without clear distinction. We will
revisit this design challenge in the design implications section.

Security Assessment Strategies. Prior literature [33]
touches on the security assessment strategies such as fast
tab/scroll used by PVIs to determine a website’s legitimacy
and overall privacy/security posture. Our results confirm those
accessibility-based strategies. However, unlike prior study [1],
which claimed that PVIs may not rely on HTTPS or SSL/TLS
dialogues to assess whether a website is legitimate or fraud-
ulent, our participants considered the presence of HTTPS
encryption in URL an important characteristic of a legitimate
website. In addition, we also observed some novel strategies.
Our participants relied on the website footer links, which in-
cluded privacy policy, copyright information, ‘Contact Us,’
and ‘About Us,’ to determine website’s legitimacy.

They also relied on their experience and familiarity with
specific popular sites. They would often compare the content
of the site they visited during the study with an impression of
the site they had based on familiarity.

6.1 Design Implications

Privacy/security cue explanation. Participants found it chal-
lenging to interpret some GuardLens cues (e.g., website’s
owner identity is unknown). While GuardLens includes an
expandable summary of what a cue means and what a user
can do, our participants did not always check or understand
those details. Future research should explore alternative ways
to present such information: for instance, a chatbot allowing
users to directly ask questions about those concepts.

Website accessibility and footer indicators. Screen
reader users utilized a website’s accessibility and footer infor-
mation to assess a website’s legitimacy. Browsers and security
tools similar to GuardLens should consider adding a score
to summarize websites’ accessibility. An accessibility score
could use factors like heading structure, inclusion of image
description (alt-txt), and compatibility with various screen-

readers such as JAWS, NVDA, or VoiceOver. Similarly, a
footer score could highlight the presence of information such
as privacy policy, copyright, and contact information.

Structuring privacy/security cues. GuardLens provides
mixed signals for unpopular sites. For instance, for an unpop-
ular audiobooks site, GuardLens warned that the site lacks
HTTPS encryption and has a younger domain age, suggesting
it may not be safe. However, GuardLens also mentioned that
the site appeared in the top five search results and had few
external links, suggesting the site is safe. Different GuardLens
cues tend to correspond to different threats and might some-
times confuse users. Future designs can more explicitly distin-
guish the underlying threats (e.g., man-in-the-middle attacks,
phishing) and structure the cues accordingly.

Providing a blanket privacy/security statement? Some
participants desired a simple blanket statement about whether
they should visit a site or not. We believe that tools could
provide a strong warning for sites that are clearly problematic
(e.g., spoof sites). However, as for the long tail of unpopular
sites that often have mixed privacy/security cues, providing
such a blanket statement is risky because it does not convey
the nuance of privacy/security. In those cases, providing de-
tailed but structured (based on underlying threats) cues might
be more appropriate.

Engendering user trust with privacy/security tools.
Sometimes participants suspected GuardLens has glitches
because the cues conflict with expectations. For instance,
when Guardlens suggested that the domain age of a spoofed
Amazon site was 11 months. P13 nevertheless fell for the
spoof because they thought that GuardLens was wrong, mis-
takenly showing the age of the site’s current SSL certificate.
Exploring ways to increase users’ trust in assessment tools
like GuardLens is another design challenge for future work.
One strategy could be to more explicitly state where and how
the tool creates a security cue (e.g., domain age). Another
strategy is the web browser directly incorporating such fea-
tures rather than having them in a third-party tool.

6.2 Limitations

6.2.1 Limitations of the Current GuardLens Design

Sound Alerts. Participants suggested that GuardLens should
have a sound alert when it pops up on the screen with a
warning about website. It would nudge users to check the
security cues of a website.

Reading Website Domain Names Character by Char-
acter. In the current version of GuardLens, the domain name
information block states the website domain name as words
(e.g., Amazon). Participants must manually read the name by
character using a screen-reader (e.g., A-m-a-z-o-n) to verify
the spelling of the domain name. Participants suggested that
if GuardLens could read out the domain name of the website
character by character, it would help PVIs to more easily no-
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tice whether they are visiting a phishing website that uses a
domain name similar to a legitimate website. Future design
could incorporate an option to automatically pronounce the
website domain name character by character.

Activating GuardLens. Several participants preferred
GuardLens to pop up only when visiting a new site because
they are already certain about sites they frequently visit. In the
current version, GuardLens does not filter whether the user
has previously visited a site. Future design could explore an
option where users can define different policies for enacting
GuardLens. For instance, GuardLens could ignore a whitelist
of sites that a user visited more than twice in the past month.

Catering to Different Levels of Technical Expertise.
Participants exhibited multiple levels of technical expertise in
the study. While GuardLens provides privacy/security cues
for a website, it does not adjust itself for an individual user’s
technical expertise. Future iterations of GuardLens could be
improved to better cater to individual differences in technical
expertise, which could be voluntarily provided by a user at
the first time of usage by answering a short set of questions.

6.2.2 Limitations of Our User Study

Sample Size. 25 participants finished our study. While it
would be desirable to have more participants with different
backgrounds, our sample size is on par with the other pri-
vacy/security user studies focusing on PVIs [12, 32].

Study Design. Though atypical, we first conducted the for-
mative field study, followed by the summative lab study. In
the formative field study, participants used GuardLens as part
of their regular browsing experience. The field study strength-
ened the system’s ecological validity and improved its design.
The main study yielded many insights, but we could not test
GuardLens in real-world context. Participants in the lab-based
interview study were aware of being observed and could have
been primed to look for privacy/security cues both with and
without GuardLens. Nevertheless, the comparison results re-
main valid. Future work could conduct another summative
field study to observe participants’ use of GuardLens in situ.
We could only test a few websites and website genres to
conduct the study within a reasonable duration, especially be-
cause these tasks could be taxing for our participants. Future
work could explore additional sites, along with GuardLens’s
usability, factors influencing its adoption/abandonment, and
inclusion of other security and privacy features.

7 Conclusion

To address the accessibility barriers that PVIs face in assess-
ing the privacy/security posture of a website, we conducted
an iterative, user-centered design process with 25 PVIs. First,
we explored what privacy/security cues PVIs find helpful in
assessing the legitimacy of websites. Using this knowledge,

we designed and implemented GuardLens, a web browser ex-
tension that automates and aggregates these cues for PVIs. We
then evaluated if and how GuardLens helps PVIs assess the
legitimacy of three types of websites, i.e. spoof, popular, and
unpopular. We found that while PVIs had difficulty interpret-
ing GuardLens cues for legitimate, unpopular websites with
otherwise poor security properties, it effectively increased
the accessibility of privacy/security cues, and was helpful for
PVIs in assessing the legitimacy of spoof and popular sites.
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A Design Considerations

We designed a tool, GuardLens, to improve the accessibility
of privacy/security cues of websites and help PVIs make more
informed decisions while browsing websites online.

First, GuardLens provides easy access to privacy/security
cues about a website (RQ1). This information is often in-
accessible to PVIs but accessible to others almost instantly
through a quick visual scan of a page (e.g., HTTPS lock icon,
website search result ranking). The information otherwise
readily provided by GuardLens is traditionally cumbersome
to obtain or even inaccessible for PVIs, such as security cer-
tificate information [32, 33]. Motivated by prior work [10]
and RQ1, one of our design goals was to give users the ability
to quickly obtain privacy/security information.

Second, GuardLens hopes to help users with visual impair-
ments protect against insecure websites (RQ2). Sighted users
can rely on readily obtained privacy/security cues by simply
glancing at a rendered page, enabling them to quickly take
action to act on their privacy and security. For example, a
quick glance may provide cues on whether a web page shows
inappropriate images, what topic/genre the website or page
is about (e.g., finance, news, shopping) and whether the page
is out of context or is a click bait. In addition, with little ad-
ditional effort, sighted users can also verify if links work or
point to other website domains (e.g., via mouse-over), which
can be helpful cues to detect phishing websites.

However, this is often not the case for PVIs. They use
screen readers to navigate website content and often skip
over large portions of text to prevent cognitive overload of
information. However, doing so increases their likelihood of
missing vital privacy/security related information [1]. Thus,
obtaining privacy/security information about a website re-
quires disproportionate effort on the part of PVIs. To this end
and conforming with RQ2, our second design goal was to
provide equitable access to privacy/security-related informa-
tion, equipping users with useful information that could help
protect them against privacy/security risks such as phishing
websites. For instance, an attacker creates phishing (visually
similar spoof) websites with a goal to trick users into enter-
ing personal information (e.g., account credentials, financial
information). We assume that the attacker cannot alter in-
formation from trusted sources such as security certificates,
domain registrations and Google search results.

Note that we conducted the formative study after devel-
oping GuardLens’ initial version. We updated GuardLens
tool design iteratively based on participant feedback from the
formative study and the pilots.

B Formative Study

First, we conducted a formative study with five PVIs. Our
formative study was motivated by prior work [10,25,41,46]
highlighting PVIs’ needs for more accessible privacy/security
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cues. The goal of this exploratory study was to understand
the usage of GuardLens, as a technology probe, through 2-
week field deployment. Each participant who completed the
study for the full two weeks received a $70 gift card. We
hypothesized that presenting a website’s privacy/security cues
in a non-visual format would help PVIs better assess the
website. In particular, we explored two research questions: (1)
what are the pros and cons in making website privacy/security-
related information more salient to PVIs? (2) under what
circumstances are privacy/security cues useful for PVIs?

To initiate the field study, we conducted a session with
each participant to help them install the GuardLens browser
extension. Due to the COVID-19-related social distancing
guidelines, we conducted the study remotely via Zoom. After
the initial session, participants used the system for two weeks
as part of their regular browsing experience. Participants were
asked to visit a minimum number of unique websites based
on the screening survey. For example, if they claimed to visit
10-15 websites in the week prior to answering the screening
survey, they were asked to visit at least 10 unique websites
per week and half of the sites using GuardLens. After the
2-week period, we conducted 45 minute semi-structured exit
interviews with participants. These interviews focused on the
pros and cons of increased accessibility of privacy/security
cues and whether the information provided by GuardLens
was helpful. During the interview, we encouraged participants
to share their experiences with GuardLens.

Participants found it difficult to access the security certifi-
cate of a website by clicking the padlock icon on the address
bar. Therefore, GuardLens providing the security certificate
information was useful. In addition, participants found three
types of information from GuardLens most helpful: HTTPS
encryption, external links pointing out of the website, and
website owner. However, they also found the tool annoying
because it would pop-up too frequently and it presented too
much information. We used this feedback to improve the tool,
for instance, by only showing the GuardLens pop-up when it
detects important security issues (e.g., lack of HTTPS). We
also added an option that allows users to choose specific pri-
vacy/security cues they want to see for a website. In addition,
we made GuardLens more accessible, e.g., we improved the
accessibility of the prompt dialog box (see Screen A in Figure
1) using an ARIA label.

C Pilot of Main Study

We pilot tested the main study with three PVIs, who self-
identified as male, blind screen reader users. One of them
did the earlier formative study. We followed the main study
protocol and each pilot took about 1 hour. Each participant
received a $30 gift card for completing the study.

Bird’s eye view. Participants commended GuardLens’
overview of privacy/security information of a website at one
location. They said it saved them time compared to manually

checking that information themselves. For instance, a partici-
pant said, ‘When I am navigating without GuardLens, I don’t
have tool that tell me info about related links on the website
and links to external websites. It gives me a quick bird-eye
view of the website.’ Pilot participants found the following
information from GuardLens most useful: website encryption
(HTTPS), owner identity, and external links pointing out of
the website. Participants assumed that if more links point out
of the website, it may not be secure.

Feedback to improve GuardLens. Pilot participants re-
ported that it was difficult to interpret the warning about
‘owner identity unknown’ because it only provided descriptive
information but no actionable suggestions. We also observed
that without GuardLens, participants applied strategies such
as reading a website’s URL character by character using their
screen reader, and Googling unfamiliar websites to determine
whether they are legitimate by checking their position in the
Google search results.

Based on the findings from these pilots, we made sev-
eral changes to GuardLens. We added two new information
features to the system, namely, domain age of website, and
Google search results of a website. The details about these
cues were discussed in Section 3.2. We also added actionable
suggestions for some of the cues, e.g., checking the website
URL character by character as an actionable suggestion for
the ‘owner identity unknown’ cue.
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Click

Screen A Screen B Screen C

Figure 1: GuardLens UIs: (a) Screen A includes privacy disclosure and purpose of the study, (b) Screen B includes the main
screen with privacy/security information blocks for a site being visited by a user and clicking into the arrow key of an information
block will show tooltips and actionable suggestions, and (c) Screen C includes settings for the user to choose which information
blocks to appear on GuardLens main screen as well as a confirmation page for saved settings. All the screens are marked up with
the adapted information hierarchy and touch targets for screen reader accessibility.

Figure 2: Workflow of GuardLens: upon user consent, GuardLens is triggered to send requests and build a channel between app
engines (helpers) and external Backend API endpoints. App engines create queries, talk to data sources/endpoints, and present
the structured information in the GuardLens UI for end users.
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Figure 3: Participant ratings for ease of accessing privacy/security cues across three types of websites, spoof, popular, and
unpopular websites, with and without GuardLens.

Table 1: The table shows most accessible privacy/security cues (in decreasing order) used by participants for three website types,
i.e., spoof, popular, and unpopular, while browsing websites without and with GuardLens tool.

With/out Tool Spoof Popular Unpopular

Without Tool Read URL char by char HTTPS encryption in URL HTTPS encryption in URL
Website footer Links Website footer Links Website footer Links
HTTPS encryption in URL Website Accessibility

With Tool Domain Age Domain Age HTTPS encryption (from tool)
Domain Name HTTPS encryption (from tool) Domain Age

Search Result Ranking

100% 

75% 

C: 
QI 50% t' 
QI a_ 

25% 

0% 

-
>-

-,-

,-

4 and above 

Spoof 

-
3 (Neutral) 

Rating 

Rating Distribution for Ease of Accessing Privacy/Security Cues - With tool 
- Without tool 
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75% -
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25% -

I 0% 
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Popular 
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lOO% ~------U_n~p_o~p_u_la_r ______ ~ 
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Rating 
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Figure 4: Participant ratings for website legitimacy across three types of websites (Spoof, Popular, and Unpopular) with and
without the GuardLens tool.

Table 2: The table shows the most popular privacy/security strategies (in decreasing order) used by participants to assess the
website legitimacy for three website types, i.e., spoof, popular, and unpopular, with or without GuardLens.

With/out Tool Spoof Popular Unpopular

Without Tool Familiarity with site HTTPS encryption in URL Google search by website title
Read URL character by character Browsing content HTTPS encryption in URL
HTTPS encryption in URL Familiarity with site

With Tool Domain Age Domain Age HTTPS encryption (from tool)
Google search result ranking (from tool)
HTTPS encryption (from tool)

100% 
Spoof 

75% 

" QI 50% ~ 
QI 
"-

25% 

0% 
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Table 3: Participant demographics (main study)

Participant
ID

Order of
Condition Age Group Gender Self-Described Visual Ability Assistive Technology Use Education

P1 GuardLens First 45-54 Female Blind JAWS on laptop,
VoiceOver on iPhone with Safari Associate Degree

P2 Without tool First 55-64 Female Blind
Loss of Hearing

JAWS, VoiceOver,
Refreshable Braille Display Master’s degree

P3 GuardLens First 25-34 Female I can see lights, shadows,
and objects very close to my face

JAWS, VoiceOver,
ZoomText, Refreshable Braille Display Master’s degree

P4 Without tool First 25-34 Female Blind JAWS,Narrator,
VoiceOver Master’s degree

P5 GuardLens First 35-44 Female Blind JAWS,NVDA,
VoiceOver Master’s degree

P6 GuardLens First 18-24 Male Blind NVDA Bachelor’s degree

P7 GuardLens First 25-34 Male Blind NVDA,VoiceOver,
Refreshable Braille Display Bachelor’s degree

P8 Without tool First 35-44 Female Blind JAWS,NVDA,VoiceOver,
Refreshable Braille Display

Trade/technical
/vocational training

P9 GuardLens First 18-24 Male Blind
JAWS,NVDA,VoiceOver,

Seeing AI, AIRA,
Envision AI, ABB YY Fine Reader

Master’s degree

P10 Without tool First 25-34 Male Blind JAWS,NVDA Bachelor’s degree
P11 GuardLens First 35-44 Male I have retinal detachment NVDA No diploma

P12 Without tool First 35-44 Female Blind JAWS,NVDA,Narrator,VoiceOver,
Refreshable Braille Display Bachelor’s degree

P13 GuardLens First 35-44 Female Blind JAWS Master’s degree

P14 Without tool First 25-34 Male
I’m diagnosed with

RP (Retinitis Pigmentosa) with
Maculer Degeneration and 100% blind

JAWS,NVDA,ORCA Bachelor’s degree

P15 GuardLens First 35-44 Male Blind JAWS Master’s degree

P16 Without tool First 18-24 Female Totally blind except
for light perception JAWS, VoiceOver High school graduate

P17 GuardLens First 25-34 Male Retinopathy of prematurity,
rop5; no light perception. JAWS, VoiceOver, ABBYY Professional degree

P18 Without tool First 65-74 Male Blind JAWS, Refreshable Braille Display Professional degree
P19 GuardLens First 65-74 Male Blind JAWS, NVDA, Narrator, VoiceOver Master’s degree

Table 4: Websites from seven categories: finance, e-commerce, accessibility, news/media, education, healthcare, and productivity.

Website Type Genre

htt ps : //n f b.org/ Popular Accessibility-related
htt ps : //aira.io Popular Accessibility-related
htt ps : //nytimes.com Popular News/Media
htt ps : //www.webmd.com Popular Health
htt ps : //www.target.com/ Popular E-commerce
htt ps : //www.zapsend.co/index.php?// Unpopular Finance
htt ps : //yourcodercamp.com Unpopular Education
htt p : //zolucky.com/ Unpopular E-commerce
htt p : //www.openo f f ice.org/ Unpopular Productivity
htt p : //audiobookbay.ws/ Unpopular Audiobooks
htt ps : //www.amaZAUNN.com Spoofed Amazon E-commerce
htt ps : //www.ene f f bee.org Spoofed NFB Accessibility-related
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Email scenario and six 
websites to participant 
before starting study

Study Task

Step 1: Participant 
browse website 1

Treatment condition:
Browse websites
With GuardLens first

Randomly assign 
participant to browse 
websites either with  
treatment or control 

condition first

Step 2: Participant 
answers questions 
related to website 1

Participants repeat 
step 1 and 2 with 

other two websites

Participants browse 3 
websites and answer 

questions with 
control condition

Control condition:
Browse websites
Without GuardLens second

Exit Interview

Other half of the 
participants began with 

the control condition, and 
then proceeded to the 

treatment condition

Figure 5: The main study design included the study task and the exit interview. In the study task, we emailed participants links
to the websites along with a scenario. They visited various sites with and without GuardLens, unaware of site conditions, in a
counterbalanced order.
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Abstract
Crypto wallets are a key touch-point for cryptocurrency use.
People use crypto wallets to make transactions, manage crypto
assets, and interact with decentralized apps (dApps). However,
as is often the case with emergent technologies, little attention
has been paid to understanding and improving accessibility
barriers in crypto wallet software. We present a series of user
studies that explored how both blind and sighted individuals
use MetaMask, one of the most popular non-custodial crypto
wallets. We uncovered inter-related accessibility, learnability,
and security issues with MetaMask. We also report on an
iterative redesign of MetaMask to make it more accessible for
blind users. This process involved multiple evaluations with
44 novice crypto wallet users, including 20 sighted users, 23
blind users, and one user with low vision. Our study results
show notable improvements for accessibility after two rounds
of design iterations. Based on the results, we discuss design
implications for creating more accessible and secure crypto
wallets for blind users.

1 Introduction
Crypto wallets are an essential touch point for users to inter-
act with blockchain and cryptocurrency technologies. These
wallets are user interface wrappers over public/private key
pairs that allow users to securely store, send, receive, and
monitor their digital assets without mastering the underly-
ing blockchain technology or running their own blockchain
nodes [54]. In addition, they facilitate authenticating into and
interacting with decentralized applications (dApps) [5, 16],
and simplify the participation in the governance of Decen-
tralized Autonomous Organizations (DAOs) [56]. In short,
end-user use of cryptocurrency and blockchain technologies
is synonymous with the use of crypto wallets.

Unsurprisingly, understanding and improving the end-user
experience with crypto wallets has been the subject of much
prior research [15, 25, 28, 59]. Yet, as is common with emer-
gent and rapidly evolving technologies [20], ensuring the ac-

*The first two authors contributed equally to this work.

cessibility of crypto wallets has not been a focus of this prior
effort. This lack of accessibility, in turn, effectively marginal-
izes blind users from participating in the emerging ecosystem
of cryptocurrency and blockchain apps [18]. In response,
Marta Piekarska, Director of Ecosystem at Hyperledger, high-
lighted the importance of accessible wallets for the blind
community and how current wallets have not addressed their
needs [27]. The National Federation of the Blind has, like-
wise, called for improving the accessibility of cryptocurrency
technology [6], noting a lack of centralized oversight could
cause poor accessibility outcomes.

Moreover, accessibility is closely tied to usability and se-
curity. Usability issues often disproportionately impact blind
users [45]. For example, while all novices may be over-
whelmed by the highly technical concepts foregrounded by
crypto wallets (e.g., seed phrases, transaction gas fees) [3],
novices who are blind face the additional burden of con-
fronting these concepts with user interfaces that are inaccessi-
ble to screen readers. Likewise, security concerns are rampant
in the Web3/crypto space, particularly phishing scams that
trick users into sharing their private key or seed phrase with
attackers [48] and sending their cryptocurrency assets to an
attacker’s address [37]. Blind users may be even more at risk
than others: prior work has shown that accessibility tools can
help blind users detect and protect themselves against phish-
ing attacks [17], a tactic that cannot be executed when crypto
wallets themselves are inaccessible.

We present a multi-phased, iterative re-design of a popu-
lar crypto wallet, MetaMask, to both examine and improve
accessibility of crypto wallets. MetaMask is a non-custodial
wallet, meaning that end users are responsible for managing
their own private keys. We focused on MetaMask because
it was the dominant wallet when we conducted this work in
2022, with 30 million monthly active users [52]. We designed
the resulting wallet, iWallet, with “inclusiveness” in mind,
aiming to improve accessibility for blind users. Specifically,
our work was guided by the following research questions:
RQ1: What are the experiences of blind users with current
crypto wallets?
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RQ2: How can crypto wallets be made more accessible to
blind users?

To answer RQ1, we collected and analyzed user reviews
of 10 existing crypto wallets, performed a competitive anal-
ysis of the accessibility and other usability aspects of them,
and conducted a usability study (N=18) of MetaMask (Ver-
sion 10.23.2). Accessibility issues were common in all of the
10 popular wallets we analyzed. Eight of the ten wallets in
our competitive analysis did not implement any accessibility
features. The two that did (MetaMask, Coinbase) still had
accessibility issues such as a confusing heading hierarchy,
poor contrast between text and background colors, and a lack
of keyboard navigation accessibility. In the usability study,
we observed the behavior of 10 sighted users, 7 blind users,
and one user with low vision while they performed basic tasks
(e.g., creating an account, making transactions, importing an
account) using MetaMask. We aimed to identify accessibility
concerns and tasks that were disproportionately difficult for
blind users to inform our later accessibility-centered redesign.
We uncovered several accessibility issues, including unlabeled
and poorly labeled buttons and a lack of confirmation notifi-
cations. These accessibility issues also exacerbated a number
of correlated usability and security issues. For instance, when
creating or importing a wallet account in MetaMask, users
had to manually write down and type in their seed phrase, con-
sisting of 12 automatically generated words — a challenge
that was much more difficult for blind participants.

To answer RQ2, we followed an iterative design pro-
cess [47] to implement and evaluate a more accessible version
of MetaMask: iWallet. Based on our findings for RQ1, we
designed iWallet with a focus on accessibility — touching
on education, security, and usability. To evaluate our first
redesign, we conducted a pilot study with a new set of 10
sighted and 8 blind participants. Building on their feedback,
we iterated on our design and conducted a summative eval-
uation with a new set of 8 blind users. In our final design,
we updated several features: we improved button labels, pro-
vided text summaries to improve the accessibility of video
instructions, and prioritized downloading the seed phrase as
a back-up option over manually writing it down. The sum-
mative evaluation confirmed that participants found iWallet
more usable and accessible than the original MetaMask. On
the System Usability Scale (SUS), participants rated iWallet
much higher than MetaMask (81 vs 70, out of 100). Much of
this improvement could be attributed to reducing complexity,
improving ease of use, and reducing the need for prerequisite
knowledge in their interactions with the wallet. Our blind
participants, in particular, expressed positive feedback over-
all. Specifically, they appreciated: (i) the adequate labeling
of buttons and web elements as well as the accessible secret
recovery phrase1 management process; (ii) being prompted to
re-type and confirm the receiving address when sending cryp-

1The secret recovery phrase in iWallet and MetaMask is equivalent to the
seed phrase in other wallets. We use these two terms interchangeably.

tocurrencies to other accounts to ensure transaction security,
since differentiating wallet addresses is harder for blind users;
and, (iii) the accessible, video- or text-based explanations of
technical crypto concepts (e.g., wallet address).

Our work makes two main contributions. First, through a
competitive analysis of popular crypto wallets and a multi-
phase user study, our work is the first to examine and improve
the accessibility of crypto wallets for blind users, cataloging
accessibility issues faced by blind users when using popular
crypto wallets such as MetaMask. One concerning finding
is that popular wallets such as MetaMask failed common
accessibility standards such as WCAG. Second, through an
iterative design process, we fix accessibility issues (e.g., by
adding labels), introduce new accessibility designs such as
downloadable, encrypted seed phrases, and provide key in-
sights for researchers and practitioners on how to design more
accessible crypto wallets for blind users.

2 Related Work
2.1 UX of Blockchain-Based Apps
User experience (UX) is a major challenge in blockchain-
based applications, especially for non-technical users who
find it daunting to understand the technical aspects of
blockchain [30]. Additionally, the security of blockchain tech-
nology can be compromised if the UX is not designed with
security in mind, leading to security breaches [34].

Decentralized Autonomous Organization (DAO), a disrup-
tive advancement in blockchain-based applications, achieves
algorithmic governance through smart contracts while heavily
relying on human collaboration in decision-making [42, 44,
51]. DAOs face usability issues due to the complex nature of
the underlying technology, particularly with respect to smart
contracts. Users often encounter difficulties managing their
tokens to participate in voting and proposals, which is consid-
ered challenging for less tech-savvy individuals who may not
fully understand the process [33]. Non-fungible token (a.k.a.
NFT), another popular blockchain application, also suffers
from poor user experience, especially during the onboarding
process, which can lead to loss of money and scams [53, 60].
Uniswap is a decentralized cryptocurrency exchange with two
main features: cryptocurrency swapping and pooling cryp-
tocurrency as liquidity. A research report indicated that the
analytics features were not easily accessible to users navi-
gating the Uniswap app, which could cause confusion and
hinder user adoption [7]. Furthermore, users’ mental mod-
els, influenced by traditional financial applications such as
stock exchanges, could impact their perceived usability and
user experience of this decentralized platform. In the case of
blockchain-based gaming, players may find the technology
not intuitive, with accessibility being a significant barrier [4].

2.2 UX of Financial Apps
Since crypto wallets could be considered a type of financial
app, we also looked into the prior literature in financial apps,
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identifying a number of issues related to user experience,
including trust, security, usability, and design [14,32,38]. Ak-
turan et al. conducted a user experience inspection of financial
applications, focusing on mobile banking, online trading, and
personal financial management [13]. Medhi et al. [43] exam-
ined mobile banking user interfaces in developing countries
and proposed a framework that emphasized the importance of
designing for users with limited literacy and numeracy skills
to improve accessibility and financial inclusion. Teresa et
al. [55] examined different methods and tools for evaluating
the user experience of financial services and highlighted the
challenges of conducting research in the highly regulated fi-
nancial industry for many researchers. Several studies have
investigated the relationship between trust and user experi-
ence in mobile banking using a combination of surveys and
interviews. For example, it was found that trust was a key
factor in user experience and that factors such as security, re-
liability, and transparency could have a significant impact on
users’ trust in mobile banking applications [62]. In addition,
Wentz et al. and Goundar et al. [31, 61] have highlighted the
lack of consideration for accessibility in designing various
digital financial services.

2.3 Usability of Crypto Wallets
Cryptocurrency is becoming increasingly popular in recent
years. According to an NBC News poll, one in five Americans
has invested in, traded, or otherwise used cryptocurrency [24].
People hold cryptocurrency for investment purposes, to pur-
chase goods including everyday items, and to learn more
about crypto assets out of curiosity. Crypto wallets are soft-
ware wrappers on top of private/public key pairs to facilitate
easy interaction with the underlying blockchain [22]. How-
ever, usability issues prevent them from reaching the mass
public [57,63]. Researchers in the HCI community have tried
to identify usability issues in crypto wallets [26]. For ex-
ample, Moniruzzaman et al. adopted an analytical cognitive
walk-through inspection with 5 participants, and found many
crypto wallets lacked good usability in performing fundamen-
tal tasks [45]. From an end user’s perspective, a blockchain
usability report identified common usability issues of crypto
wallets through a survey of over 200 crypto holders [23]. The
report found that users had difficulty interacting with wallets
and, in turn, the underlying blockchain. More than half of the
users had at least one concern or problem with their transac-
tions. Many users did not have full confidence in transactions,
fearing that something might go wrong. The most reported
issue was that users were not sure if a provided wallet address
was accurate. Transaction fees were conceptually confusing
to the users since the connection between fees and delivery
times was often unclear. Similarly, 6,859 reviews regarding
user experience of five mobile crypto wallets were identified
and qualitatively analyzed by Voskobojnikov et al. [58]. Lack
of guidance during the setup made it challenging to create
a wallet. Qualitative quotes by interview participants were

presented by Voskobojnikov et al. [57], pointing out usability
issues of popular crypto wallets such as MetaMask: “You
have to enter a gas amount in some other currency that you
have never heard called Gwei and then a lot of the times the
recommended amount isn’t enough.”

Numerous attacks have been conducted against the
blockchain ecosystem [11], especially decentralized finance
(DeFi), such as flash loans [50]. Such security vulnerabilities
could often be attributed to usability issues. Mai et al. [40]
found that users’ misconceptions of cryptocurrency and the
blockchain were associated with their inappropriate security
and privacy practices. Compared to the large body of work
devoted to understanding and addressing usability issues of
crypto wallets, their accessibility is overlooked in prior litera-
ture, which we elaborate on in the following section.

2.4 Accessibility of Crypto Wallets
Accessibility in the context of crypto wallets has been dis-
cussed and promoted in earlier days. A blockchain workshop
position statement highlighted that most crypto wallets relied
heavily on visual elements, which made them difficult or even
impossible for blind users to use [27]. Advocacy groups, such
as the National Federation of the Blind, have responded to
the accessibility challenges and called for increased attention
to the accessibility of crypto technology. They argued that the
decentralized nature of cryptocurrencies and the lack of cen-
tralized oversight may hinder accessibility for blind users [6].
However, to date, there has been a lack of academic work on
the accessibility of crypto wallets. Thus, it is evident that there
is a need for more focused research on the accessibility issues
faced by blind users when using crypto wallets, as well as a
need for the development of wallet designs that are accessible
to all users, including those with disabilities. In this study, we
aim to contribute to the limited literature in understanding
and addressing accessibility issues of crypto wallets.

3 Empirical Analysis of MetaMask
No prior studies have examined wallet accessibility for blind
users. To help fill the gap, we first analyzed 10 popular wal-
lets in terms of their features and user reviews from three
major platforms, i.e., Chrome Web Store (Chrome extension),
App Store (iOS), and Google Play Store (Android). Details
of this analysis are in Section A in the Appendix. Our com-
petitive analysis allowed us to explore potential accessibility
challenges which were then used to inform our study and
redesign. In particular, we found common complaints about
the lack of accessibility among these crypto wallets, such as
poorly labeled buttons, and learnability and security issues.

To complement our aforementioned analysis, we conducted
a user study with 10 sighted users, 7 blind users, and one user
with low vision with MetaMask (Version 10.23.2). They were
recruited from blockchain channels on Discord, Twitter, etc.,
as well as our participant pools of previous accessibility stud-
ies. Table 3 in Appendix shows the details of these participants
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(M1-M18). We followed a similar procedure as in Section 5
for this exploratory user study, where we asked our partici-
pants to conduct a few tasks, such as creating a wallet account
and sending some (testnet) tokens. Interviews were conducted
before and after the tasks. The whole process generally took
1-2 hours. Blind users spent longer time on the tasks given the
accessibility issues. Participants were given $30 as a compen-
sation. Qualitative and quantitative data collected in this stage
were used to inform our redesign to improve the accessibility
and usability of MetaMask.

Our data came from participants’ think-aloud responses
and our observation notes during the tasks as well as the inter-
view responses. The success rate of tasks and results from the
SUS survey helped assess usability and accessibility for blind
users. The educational aspect was measured through knowl-
edge question (KQ) surveys and task success rates. We also
examined tasks such as typing the correct receiving address
and avoiding seed phrase disclosure to understand usable
security implications.

3.1 Findings: MetaMask
The user evaluations of MetaMask revealed a number of issues
about accessibility, security, as well as education about crypto
literacy. On average, our sighted participants finished 8.6 of
the 10 tasks. Blind users similarly finished 8.3 tasks, but the
process was more cumbersome for them. It took sighted users
28.2 minutes on average to finish the tasks, while for blind
users, the time increased to 47.9 minutes (about 70% longer
than sighted users). A major reason for this time difference
was the accessibility challenges encountered by blind users
when using the wallet. Table 1 summarizes the quantitative
results of our evaluations. We detail our findings next.

Accessibility. The majority of blind participants were more
or less discouraged by accessibility issues, including unla-
beled buttons and other web elements (e.g., input fields), lack
of confirmations or notifications, incompatibility with screen
readers, and the cumbersome process of dealing with the se-
cret recovery phrase.

Buttons in MetaMask were not properly labeled to be read-
able by screen readers2, according to many participants such
as M13. This made wallet usage awkward for blind users. In
the onboarding process, M11 failed to set up his password
promptly since the password rule (“8 character min”) was not
readable by his screen reader. He also could not reveal the hid-
den secret recovery phrase in the onboarding process, since
the button of “click here to reveal secret words” was hard to
find and operate with a screen reader; thus he could not go
to the next page without the help of our research team. Dur-
ing the transaction process, the field to enter the transaction
amount was also not labeled (M11, M13), making the transac-
tion a rather time-consuming process for the blind users. For

2Our participants mostly use JAWS, NVDA, and Voiceover (only available
on Mac systems).

some checkboxes, screen readers mistakenly announced them
as unchecked even after the users checked them (M18).

Inconsistent notifications were raised as another accessi-
bility issue in MetaMask. Sometimes, announcements were
not provided after an operation was performed, e.g., copying
the wallet address, or submitting a transaction. On the Meta-
Mask wallet main page, the wallet address is provided. After
one hovers over this clickable button with their mouse, a text
popup would appear, saying “Copy to clipboard.” However,
if a blind user navigates to this button with their keyboard,
the text will not be verbally announced. Many of our blind
participants like M13 did not know how to copy the wallet
address until being told by us to press the Enter key on the
button. There was also no announcement after the wallet ad-
dress was copied (M11), while for sighted users, there was a
text popup “Copied!”

When verifying the secret recovery phrase during onboard-
ing or importing accounts, blind users had to spend much time
and energy confirming it word by word. In MetaMask, each
secret recovery phrase is a random set of 12 words and users
need to select the words in the correct sequence to verify it.
As in M18’s case, when confirming the secret recovery phrase,
she needed to check the upcoming word in the original phrase,
and go through the shuffled words to find the matching one
— this process was cumbersome using a screen reader. M15
also complained that this confirmation process took a lot of
energy. Some blind users such as M11 and M13 did not want
to go back and forth to confirm the secret recovery phrase and
chose to use the “remind me later” option to skip the process,
which could become a significant security risk as MetaMask
did not provide an intuitive way for them to go through this
process again later in use. M13 skipped the process and could
not import her wallet later since she did not have the secret
recovery phrase. M11 downloaded the secret recovery phrase
in plain text in a file, which could be easily left in the wrong
hands. He felt MetaMask should provide more secure and
accessible options for storing the secret recovery phrase.

Many expressed that accessibility issues could also lead to
security problems. For example, M11 explained how improper
button labeling could lead to security and trust issues for blind
users, “With some of the functionalities unclear to screen
reader users, it raises trust concerns in that I’m afraid to
set off some unknown function that could negatively impact
my account. For example, I might accidentally click a wrong
button which is not labeled, and reveal my account. It could be
a real problem if I’m on public channels.” This chain effect
of accessibility issues and subsequent fear of accidentally
revealing important private information can significantly limit
their ability to engage with the wallet and the crypto space.

While the aforementioned issues were spotted in an earlier
version of MetaMask (Version 10.23.2), the more recent ver-
sion (Version 10.25.0) made some color changes in its light
mode to improve color accessibility. However, other accessi-
bility issues we identified still persisted. The design changes
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we made later were still lacking in the latest version of Meta-
Mask. We were not directly collaborating with MetaMask,
but plan to share our findings and redesigns with MetaMask.

Education & Learnability. Except for M3 who was famil-
iar with the concepts of crypto wallets before the study, all
other participants found MetaMask confusing due to its many
complicated concepts, such as secret recovery phrase, private
key, gas fee, and main vs. test networks. For instance, many
reported a lack of education for gas fees. Some participants,
like M6, suspected that the gas fee might be a transaction fee
equivalent, but none of them were sure about this concept.
M1 was confused about what percentage of the transaction
amount she should pay as the gas fee. Similarly, many partici-
pants did not understand the meaning and importance of the
secret recovery phrase even after the study. These concepts
are common in crypto wallets, which could give novice users
an extra barrier when using them. M16 thought the option
of skipping secret recovery phrase confirmation (“Remind
me later”) in the onboarding process diluted the education on
this concept, and he was no longer sure if it was important
(“Skippable things are not important”).

MetaMask often failed to provide explanations on crypto
concepts, which could be challenging for blind users. For ex-
ample, the shortened wallet address (e.g., 0x056...8089) was
there without further explanation, with many blind partici-
pants not knowing it was the wallet address. Sighted users
could infer the role of the string, i.e., they inferred the wallet
address string was the address after seeing it: “I guess it’s the
wallet address. Addresses usually look like this.” However,
blind users found more difficulty doing so since they could
not visually see the wallet address to infer what it was.

Moreover, our participants tended to skip educational
videos out of their user habit with apps. Blind users like M16
preferred text-based instructions, since they were easier to
read, more accessible, and more time-saving than videos. The
education provided by MetaMask was associated with a small
improvement in the number of KQs answered correctly. The
participants answered only 0.3 more questions correctly in
the post-study KQ survey than in the pre-study one.

Usable Security. A few participants (both sighted and blind
users) mentioned their concerns about sending crypto assets to
wrong receiving addresses, since in MetaMask, there was not
a confirmation page asking users to double-check their trans-
action details such as receiving address and amount. M9, who
manually typed the receiving address during the transaction
task, expressed the fear of typing a wrong address. Several
blind participants typed their own wallet address instead of
the one provided by the research team, and corrected it after
being reminded by the research team.

Disproportionately Impacted Blind Users. Our sighted
and blind participants experienced security and learnability
issues in MetaMask, such as uncertainty about transaction
accuracy and a lack of explanation for crypto concepts. These
issues were in part because they were novice users of cryp-

tocurrencies and crypto wallets. However, these issues could
affect blind users even more. For instance, without accessible
(visual) cues, it was harder for blind users to tell different
addresses apart. Moreover, inaccessible features such as un-
labeled buttons made it a rather cumbersome process to use
MetaMask for blind users.

4 Our Redesign of MetaMask
Previous studies in crypto wallets have primarily focused on
investigating the usability challenges [45] and security percep-
tions [40] of blockchain technologies. However, there remains
a lack of clarity regarding how to design crypto wallets to ac-
commodate a broader user population, which includes novice
users with limited cryptocurrency literacy, and individuals
with visual impairments. Our competitive analysis of multiple
popular wallets (described in Section A in the Appendix) and
user evaluations of MetaMask (detailed in Section 3) have re-
vealed several limitations and shortcomings that informed the
areas of improvement for accessibility as well as education
and usable security. While blind users were disproportion-
ately impacted by the design flaws, we utilized the results to
guide our accessibility-centered designs. To explore ways to
address these issues, we employed an iterative design process
to implement and evaluate our redesign ideas.

4.1 Crypto Wallet Redesign Considerations
Existing crypto wallets are often cumbersome to use for blind
users due to a number of reasons, such as inadequate label-
ing, core functions which require great cognitive effort from
blind users (e.g., secret recovery phrase management), and
ineffective and inaccessible learning resources. Thus acces-
sibility became a pivotal design consideration in our study.
To enhance accessibility, we aimed to label buttons and other
web elements adequately, organize them into a clear hierarchy,
and use a combination of colors with sufficient contrast to
make the content more distinguishable for users with low vi-
sion. In addition, we considered streamlining the cumbersome
secret recovery phrase management during the processes of
onboarding and account importing to improve usability while
potentially enhance accessibility for blind users.

Design consideration 1: We improved the accessibility of
crypto wallets by labeling buttons adequately, organizing
web elements, and simplifying complicated tasks such as
secret recovery phrase management.

While crypto concepts were found harder to grasp for
blind users without visual cues, we aspired to present de-
sign features that improved both accessibility and learnability
of crypto wallets. To enhance the accessibility of educational
resources on crucial concepts and terminologies in cryptocur-
rency, such as gas fees and secret recovery phrase, we aimed
to incorporate intuitive onboarding and transaction processes
featuring a well-informed navigation with just-in-time video
and text instructions. The embedded instructions and guid-
ance would potentially eliminate the need for users to switch
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Figure 1: Downloadable encrypted secret recovery
phrase for seamless management.

Figure 2: A PIN code to encrypt the secret recovery
phrase before downloading it to enhance security.

Figure 3: A dedicated education page with accessi-
ble videos and summative text to educate users on
blockchain and wallet basics during onboarding.

Figure 4: A confirmation page for users to double-
check the receiving address by re-typing the last 4
digits to improve transaction security.

to a separate help center or additional web pages, which could
pose a challenge for blind users. The instructional videos and
text would educate novice users about crypto concepts such
as secret recovery phrase and how to securely use the wallet.

Design consideration 2: We embedded just-in-time edu-
cational resources including videos and text to help blind
users understand critical concepts and explore wallets.

Finally, we considered incorporating the feature that al-
lowed users to verify the last four digits of the recipient ad-
dress in the transaction process. This was motivated by the
results of our user study with MetaMask, where participants
strongly suggested adding a confirmation page when financial
assets were at stake. The blind participants often could not
tell different wallet addresses apart, which made them prone
to the risk of sending crypto assets to the wrong addresses.
Such security features could enhance the overall security of

users’ assets, especially for blind users.

Design consideration 3: We added security features to
help reduce risks for novice users especially for blind users.

4.2 Redesign: iWallet (V1)
We used MetaMask, the most popular crypto wallet, as the
template for our redesign in terms of accessibility, education,
and usable security for blind users.

Accessibility. To improve the accessibility of MetaMask,
we took inspiration from Universal Design (UD), a framework
for inclusive design, providing principles for accessible experi-
ences in both physical and digital domains [39]. These princi-
ples include equal conditions, flexibility, simplicity, tolerance
for error, and reduced physical effort. UD implementation is
guided by best practices and accessibility guidelines such as
Web Content Accessibility Guidelines (WCAG) [8, 36] and
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Americans with Disabilities Act (ADA) [1]. More specifi-
cally, we first improved labeling for screen readers and dark-
ened texts for better contrast toward meeting the WCAG stan-
dards [8], which MetaMask failed to meet. The ARIA [2]
specification, which provides a framework to improve the
accessibility and interoperability of web content and applica-
tions, was also implemented for additional contexts for screen
readers. To help blind users be aware of their status in op-
erations, we provided notifications in pop-up windows after
they finished each task, e.g., submitting a transaction. We
further designed the function of downloading and uploading
an encrypted version of the secret recovery phrase for bet-
ter accessibility and security for blind users (Figures 1 and
2), as the process of writing and typing in the phrase was
cumbersome and error-prone for these users.

Accessible Educational Resources. Our redesign in the
education aspect utilized two types of media: video and text.
Figure 3 displays an example of the redesign aimed at educat-
ing users on wallet usage and crypto concepts. Specifically,
we added a dedicated page at the beginning of the onboarding
process with three informational videos to give users a gen-
eral understanding of blockchain, cryptocurrency, and crypto
wallets/exchanges. Note that the summative text under the
videos was implemented in the second design iteration. We
also provided a video during the transaction process to explain
the concept of gas fee, which was found confusing in previ-
ous research [23] and our evaluation of MetaMask. Some of
our blind participants in the MetaMask evaluation expressed
that they skipped videos because they were too fast to grasp,
and they would prefer text. In response, we added text ex-
planations using metaphors throughout the wallet pages. For
instance, we used bank account number to explain a wallet
address and bank password to explain a private key. To edu-
cate users about gas fee and its impact on transaction time in
an intuitive, direct-manipulation manner, we designed a gas
fee slider showing the positive relationship between gas fee
and transaction speed, and allowing users to choose between
low, average, or high fees for estimated transaction times of
45, 30, or 15 seconds, respectively.

Usable Security. To improve transaction security, espe-
cially for blind users, we designed a dedicated address con-
firmation page (Figure 4), asking users to re-type the last
four characters of the receiving address; only if there is a
match, users can proceed with the transaction. This feature
was designed to help ensure crypto assets were sent to the
right address.

4.3 Pilot Study Results of iWallet (V1)
We conducted a formative pilot study with 10 sighted users
and 8 blind users (W1-W18) to get feedback about our initial
redesign. We followed the same study process as in the evalu-
ation of MetaMask. Main pilot results are summarized below
but detailed in Section C in the Appendix.

The receiving address confirmation was regarded as a use-

ful and accessible security feature. Our embedded education
was deemed useful by participants, though the blind users
expressed a preference of text, which was more accessible for
them, over video instructions. While accessibility was greatly
improved in iWallet, leading to lower task completion time
than MetaMask, several accessibility challenges remain: (1)
Blind users wanted explicit text explanations beside crypto
concepts such as wallet address since they could not visually
infer their meaning as sighted users; (2) Blind users expected
more information (e.g., what is the next page for) in button
labeling to assist their navigation; (3) Blind users wanted text
summaries to supplement videos so that they could skip the
often inaccessible videos without missing important infor-
mation; (4) We failed to prioritize the option of uploading
the secret recovery phrase in the account importing process,
leading to task failure. Toward addressing the original acces-
sibility issues and the ones in our initial redesign, we focused
on accessibility in the second design iteration, which we elab-
orate next.

4.4 Redesign: iWallet (V2)
Based on the evaluation of iWallet (V1), our primary de-
sign goal was to enhance its accessibility. We provided more
thoughtful button labeling in a hierarchical manner to miti-
gate physical and cognitive efforts, and brief descriptions of
buttons and web elements to help blind users understand what
information was contained in them. We further improved
the consistency of page layout and prioritized the down-
load/upload option of managing the secret recovery phrase
during account creation and importing, aiming to make this
accessibility design better received.

We also made education more accessible for blind users.
To cater to user preferences and support their accessibility
needs, we added text summaries to supplement educational
videos, as some participants indicated that they preferred text
instructions, which were more accessible with a screen reader,
over videos. For example, under the video on cryptocurrency,
we provided a text summary: “Cryptocurrency is a form of
digital currency, such as Bitcoin and Ethereum (ETH).” Addi-
tionally, we made a number of changes to mitigate confusing
points of the user interface that our blind users expressed dur-
ing the pilot study. For example, MetaMask allows for the
management of multiple “accounts,” i.e., public/private key
pairs. By default, MetaMask refers to the wallet address of a
user’s default account as “Account 1.” However, the concept
of a wallet address as an “account” was confusing to users.
While sighted users were able to infer the wallet address string
to be an address, blind users found difficulty figuring it out.
Thus we changed the heading from “Account 1” to “Wallet
Address” to be more in line with the educational content we
showed users on wallet setup. Similarly, we provided a text
explanation for ETH, indicating it was a cryptocurrency.
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4.5 Wallet System Design and Implementation
We developed our crypto wallet using React JS, and tested it
on Chrome and Firefox to ensure its functionality. The back-
end of the wallet is capable of handling various functions,
such as updating users’ transaction history when they buy
or sell cryptocurrency, facilitating local storage for data re-
quests from APIs, and including general helper algorithms
to streamline the redesigned features (e.g., gas slider design,
downloadable encrypted seed phrase). Our wallet workflow
includes essential features such as account creation, secret
recovery phrase encryption, and gas fee adjustment. To save
users’ transaction activity, our crypto wallet app engine in-
teracts with storage hosted on MongoDB. Whenever users’
activity or queries are received, the wallet database updates
the state to reflect the current activity on their end. Note that
our crypto wallet is an unlisted browser extension, and only
selected participants were asked to perform tasks during the
study. Our wallet code is available on GitHub3.

5 User Study: iWallet (V2)
In the main user study, we aimed to evaluate our proposed
accessibility features after two design iterations. Below, we
provide a detailed description of the recruitment process, ex-
periment setup, and data analysis methods.

5.1 Recruitment
To evaluate iWallet (V2), we conducted a user experiment
with novice blind crypto users (N=8, W19-W26). We defined
novice users as those who may have heard of cryptocurrency
but have not traded or used them yet, or those who only had
experience with centralized exchanges (CEXes) such as Coin-
base and Binance, but had no or little experience with non-
custodial wallets such as MetaMask. The screening survey
included questions asking about potential participants’ expe-
rience with cryptocurrency, exchanges, and wallets, as well
as demographic information such as gender, age, educational
level, and country. Given the focus on accessibility of our
wallet (V2), we specifically sought out to recruit blind partici-
pants. To this end, we asked about participants’ visual acuity
and screen reader(s) they used.

The participants were recruited from various cryptocur-
rency channels and forums, including Discord, Twitter, and
Reddit, as well as previous participant pools of our accessibil-
ity studies. Ultimately, our goal was to recruit a diverse group
of participants with varied demographic characteristics, as
presented in Table 3 in the Appendix. All explicitly indicated
an interest in cryptocurrencies and in using crypto wallets.

The participation in our study was completely voluntary,
and participants were allowed to withdraw at any time. The
participants received $30, in form of Amazon gift cards, as a
compensation. The whole study lasted 1-2 hours for our par-

3Wallet code: https://github.com/AccountProject/Wallet_App

ticipants, and blind users tended to spend more time finishing
the study. The study was IRB approved.

5.2 Experiment Setup
Procedure. We started by conducting brief semi-structured
interviews with the participants to gather insights about their
prior experience with cryptocurrency and crypto exchanges, if
any. After answering six knowledge questions (KQs), which
were used to assess their crypto knowledge, they were as-
signed several tasks regarding crypto assets management and
transaction. After finishing the tasks, we asked the partici-
pants KQs again to see if our education was effective and
well received. We then asked participants to fill in a SUS
questionnaire to evaluate the usability of the wallet. Finally,
exit interviews were conducted to obtain participants’ overall
experience of using the wallet, including perceived acces-
sibility and general usability. Suggestions for future wallet
design especially regarding accessibility were also collected.
We conducted all user experiments via Zoom, and recorded
the interviews and tasks, upon consent, for further analysis.
Below we detail the study design.

Exploratory Interview. After introducing our study to
the participants, we asked about their experience and knowl-
edge of cryptocurrency and its underlying infrastructure, i.e.,
blockchain. Most of our participants were truly novice crypto
users, who had only heard of cryptocurrency, and we kept the
interviews with them short. For those who had used crypto
exchanges before, we asked about their general experiences
with exchanges, especially regarding the accessibility aspects.
We also asked them what general and accessibility features
they would expect if they needed to use a crypto wallet to
trade cryptocurrency.

Tasks. Before tasks began, knowledge questions were
asked in a survey to assess participants’ initial crypto knowl-
edge, as a reference to that after performing tasks. The six
knowledge questions (KQs) were multiple choice questions
about core wallet concepts, i.e., token names (ETH), wallet
addresses, seed phrases, account security, transactions, and
gas fees.

Each participant was asked to perform several tasks with
our wallet. The wallet has been pre-installed on the research
team’s local computer, and participants were given access to
control this computer remotely to perform the tasks, which
was a function afforded by Zoom. They were asked to think
aloud and answer questions during the study. We recorded the
participants’ process of performing the tasks for later analysis.

The tasks (N=4) and sub-tasks (n=9) required to finish each
task were revised from [45], and are listed below.We specifi-
cally sought out to observe how accessible our wallet was to
novice/blind users, and identify any accessibility challenges.

• Task T1: Configuration - Creating a new account within
the wallet (sub-task t1). Participants can optionally
watch educational videos to understand the concepts
of crypto, blockchain, and wallet.
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• Task T2: Checking wallet address, (receiving test ETH),
and checking wallet balance. We ask participants to pro-
vide their wallet address to us (sub-task t2), and check
test ETH balance after receiving it (sub-task t3).

• Task T3: Spend/Transfer - Making a transaction of 1
test ETH to the research team. Thus, this task involves
finding the transaction functionality (i.e., Send) (sub-
task t4), entering information such as receiver’s address
provided by the research team (sub-task t5) and ETH
amount (sub-task t6), submitting the transaction (sub-
task t7), and expressing when they think the transaction
is confirmed (sub-task t8).

• Task T4: New device scenario - Imagining using a dif-
ferent device and importing the existing account. We ask
participants to refresh the wallet page (get back to the
onboarding phase), and ask them to import their existing
wallet into the “new” device (sub-task t9).

After using the wallet, we asked the participants to answer
the KQs again to evaluate their crypto knowledge. The SUS
survey was filled out to evaluate the usability of the wallet. In
addition to the 10 items implemented in the SUS survey, we
additionally contained 4 wallet-specific usability questions
concerning the onboarding process, wallet address, transac-
tion process, and gas gee.

Exit Interviews. In the exit interview, we asked partic-
ipants for their opinions on various aspects of the wallet,
including overall experience, accessibility, learnability, secu-
rity, privacy, etc. We also asked for design suggestions from
them to further improve our wallet, especially in terms of
accessibility.

5.3 Data Analysis
We performed both qualitative and quantitative analysis on
our collected data from interviews, task observations, and
surveys.

Qualitative Analysis. Two authors independently coded
the transcripts of the conversations during the experiments and
interviews as well as observational notes, and met regularly
to discuss. Through thematic coding [29], themes started to
merge and brought us back to the transcripts to find more
data for them. We used XMind [10], a mind mapping tool, to
arrange and organize codes and corresponding quotes into a
hierarchy of themes. After several iterations of analysis, we
arrived at the current findings. We use observational notes
and participant quotes to illustrate our points. All quotes have
been anonymized to protect privacy of the participants.

Quantitative Analysis. Recorded videos of the participants
performing assigned tasks were analyzed to measure task
success rates and task completion times. Surveys, including
two KQ surveys and one SUS questionnaire, were statistically
analyzed to understand educational effect and user experience
of the wallet.

6 Findings: iWallet (V2)
Our accessibility features were greatly improved compared to
MetaMask and the previous version of iWallet (V1). iWallet
(V2) outperformed MetaMask in terms of SUS score, task
success rate, task completion time for blind users, and im-
provement in the number of KQs answered correctly after
usage (see Table 1). The security and education features also
helped blind users interact with crypto wallets smoothly and
safely. Our participants provided rich qualitative insights re-
garding our accessibility and security improvement.

6.1 Accessibility
Our improvement in accessibility resulted in a higher SUS
score (81), compared to 70 for MetaMask and 65 for our previ-
ous iteration. Moreover, none of our participants encountered
any difficulties in completing the sub-tasks. Our blind partici-
pants spent 37.8 minutes on the tasks, compared to 40 minutes
in V1 and 47.9 minutes in MetaMask.

Enhancing Accessibility for Equitable Use. Accessibility
was key to blind users’ interaction with crypto wallets and
financial apps in general, but was frequently overlooked. Our
participant, W26, reported her experience of trying multiple
centralized and decentralized crypto exchanges before set-
tling down to Robinhood, which worked well with iPhone
and Voiceover. She added that Coinbase, another crypto ex-
change, was not accessible, leading to a lack of confidence
in using the platform: “It’s confusing, not very friendly. I
cannot get through it with confidence. If I accidentally hit
a button When dealing with finances, I don’t know if I will
get into an area that I cannot get out of. Buttons should be
labeled correctly instead of just reading ‘button’ or ‘link’.”
After using our wallet, she thought it well met her accessibil-
ity needs, making it possible and enjoyable for her to interact
with crypto wallets. Many of them did not expect crypto wal-
lets to be accessible, and felt it a pleasurable process to use
our wallet. W20 expressed appreciation for our accessible
wallet and inquired about its availability in the Chrome Web
Store and Apple App Store for daily use.

Adequately Labeled Buttons for Intuitiveness. Our par-
ticipants provided positive feedback regarding the clear and
informative button labeling (W20, W21, W22, W23, W25,
W26). Participant W23 highlighted the usefulness of the de-
scriptive button labeling in guiding the completion of tasks,
stating, “I found the button names to be descriptive compared
to other apps I usually use. When I complete a task and press
the next button, I’m quite sure what I’m going to see next, like,
the next is X or Y.” W25 similarly praised the well-labeled
buttons: “The buttons and input fields are pretty well labeled.”

Onboarding/Portability with Low Physical Effort. Our
participants, e.g., W21, indicated experiencing no accessi-
bility issues when making transactions and found the user
interface workflow to be straightforward. W19, W20, W21,
W23, and W26 found the streamlined onboarding process –
whether creating a new wallet or importing an existing one –
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Wallet SUS score (out of 100) Task success rate (%) Task completion time (min) Improvement in KQs

MetaMask 70 86 28.2 (sighted), 47.9 (blind) +0.3

iWallet (V1) 65 79 26.1 (sighted), 40.0 (blind) +0.7

iWallet (V2) 81 100 37.8 (blind) +1.3

Table 1: Quantitative results of our evaluations.

to be effortless. W19 expressed that “the onboarding process
is pretty easy to follow,” while W23 echoed her opinion, “Ac-
count creation is intuitive and the steps are straightforward.”
W26 was particularly intrigued by the onboarding process,
which introduced her to the new concept of secret recovery
phrase – something she had never encountered in her previ-
ous experience with Robinhood. Most participants preferred
the option to download the encrypted secret recovery phrase
over the option to write it down manually (W20, W22, W23,
W24, W25, W26). W22 opted to upload the secret recovery
phrase to verify the account, explaining that “selecting the
words takes too much time, and uploading seems less time-
consuming.” W20, who chose to write down the phrase, had
difficulties importing his wallet due to not inserting space be-
tween words while typing them manually. He stated that the
process would have been easier if he had chosen the option to
download the phrase. After the researchers consistently priori-
tized the download/upload option in the onboarding/importing
process, none of the participants in this round had confusion
as observed in the pilot study.

Enhancing Accessibility Enhances Security. The down-
loading option of managing the secret recovery phrase was
also regarded as more secure since it was encrypted by a pin
(W24). W23 further expressed his security concern of the
writing option: “If we are outside, there would be privacy
issues. When we write it down in a mobile phone or computer,
other people can hear it. Not all screen reader users use head-
phones.” Interestingly, several participants downloaded and
wrote down the secret recovery phrase at the same time to
avoid losing it (W21, W22, W24). This could be due to blind
users’ typically cautious behavior when using a new app.

The only remaining accessibility improvement recommen-
dation pertained to ensuring seamless auto-focus on popup
windows for screen reader users (W22, W24, W25, W26).
According to W25, who used JAWS as the screen reader, the
confirmation notification after the transaction was helpful
for blind users; however, the appearance of popups was not
spotted by the screen reader timely. As a result, she had to
navigate to the bottom of the main page before finding the
popup window. W24 suggested using dialog boxes rather than
pop-ups to facilitate easier navigation for blind users.

6.2 Accessible Crypto Wallet Education
It was commonly acknowledged by our participants that hav-
ing sufficient knowledge of crypto wallet was crucial for blind

users since they found difficulty relying on visual cues to infer
meanings of new concepts and inform their security decisions,
echoing with our previous user evaluations. Before the tasks,
most of our participants did not know basic concepts in crypto
wallets such as secret recovery phrase and wallet address, as
shown in the first KQ survey. W24 explicitly indicated that
she was “not sure what secret recovery phrase and wallet
address meant.” W19 was on-boarded to a crypto wallet by
her brother, but did not use it ever, as she found it conceptu-
ally harder to use than traditional financial apps. She added,

“Blockchain concepts and terminologies are a totally different
world.” Before the experiments, our participants answered 3.3
questions correctly out of a total of 6 on average. Following
the experiments, the number increased to 4.6. After using our
wallet, 10 more participants (from 6 to 16) correctly answered
the question on wallet address, compared to an increase of two
for the baseline MetaMask. Such evidence demonstrates the
efficacy of our accessible education designs, including rich
instructional videos and concise text summaries as suggested
by blind users in the pilot study, as well as text explanations
of wallet address, ETH, etc.

Crypto Knowledge. The instructional videos were effec-
tive in familiarizing some users with crypto concepts (W21,
W22, W23, W25, W26). W22 found the videos useful for
learning how to create and use a new wallet: “The informa-
tion was totally new for me. That’s why I watched the videos.”
W25 intended to watch all the videos to “make sure what
it is, in case doing something incorrectly.” She thought the
videos were concise and taught her interesting concepts such
as mining. W26 thought the videos were of good length and
helped explain things, such as what secret recovery phrase re-
ally meant. W24 found the videos easy to understand, played
at reasonable speed, jargon-free, and informative. On the con-
trary, W20 did not watch any videos in the onboarding process
and had difficulty understanding crypto terminologies such as
the secret recovery phrase in subsequent steps. He acknowl-
edged that he would have watched the videos if he knew there
were related operations afterward. Additionally, some partici-
pants, such as W24, preferred to read the text summaries of
the video content rather than watch the videos themselves.

By explicitly explaining the “Wallet Address” right above
the string and putting the text “ETH is a digital currency”
below the ETH balance, we enabled our participants to locate
them promptly (W19, W20, W24). In contrast, there were no
such text cues in MetaMask and our previous version, making
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it harder for blind users to infer their meanings. Many of our
participants, including W19, indicated using the explicit text
evidence to find the wallet address.

Goal-Directed & Engaging Learning. The gas fee slider
was deemed as an intuitive way to adjust gas fee by our partic-
ipants (W19, W20, W23). W20 thought it was a nice design to
have in the wallet. He further explained that he would select
the low option when sending money to friends and the high
option if he was sending money for business or critical trans-
actions to make it more timely. W25 went with the default gas
fee, since she “didn’t know enough about it [gas fee] to make
it go through.” W22 also chose the default gas fee because
she thought “the system default would be a good option, and
users tend to think the default one is the best option for them.”
W24 further suggested a design to show how many people
were choosing each option to inform new users’ decisions and
increase their trust of the slider as a social navigation feature.

6.3 Usable Security Features
Our participants anticipated a wide range of security measures
other than passwords in a crypto wallet in the pre-experiment
interview, including pincode (W19), two-factor authentication
such as Google Authenticator (W24, W25), account/password
recovery, e.g., when losing the initial device (W25), and bio-
metric authentication, such as fingerprints and face recogni-
tion (W19, W24), especially in the transaction process where
stakes became higher. After the study sessions, all participants
felt iWallet was secure. For instance, W25 thought iWallet
was safe since “the secret recovery phrase is encrypted [into
the downloaded file] and cannot be read by others.” W22 both
downloaded and manually wrote down the secret recovery
phrase, and thought it as two-factor authentication. W23 re-
called the instructional videos reminded him about password
security: “[It] should be strong, not a human or pet name.”

The security feature of asking users to re-type and check the
last 4 characters of the destination address was well received
by our blind participants (W21, W22, W25, W26), who could
not easily notice different addresses. W21 interpreted the
feature as a way to verify who to send money to, which was
a common understanding among them. W25 added that in
regular apps, when people made transactions, there would
be prompts like “are you sure it’s the right person?” W22,
who reconfirmed the last 4 characters multiple times, thought
it as a very useful option. However, one participant (W25)
noted that it could be hard to catch the last 4 characters with
a screen reader and retype them in a single pass.

7 Discussion
In our study, we utilized a competitive analysis of existing wal-
lets, semi-structured interviews, and task-based experiments
to identify major accessibility issues experienced by users
which led to both learnability and security challenges for blind
users. We further implemented and evaluated accessibility-
centered design solutions for crypto wallets. Our findings shed

light on addressing the accessibility, security, and learnability
challenges faced by blind users when using crypto wallets.

In this section, we reflect on accessibility issues in the
emerging application domain of crypto wallets and how we
alleviated some of these challenges through an iterative design
approach. In addition, we discuss education, usable design,
and security interventions for improving accessibility. Our
goal is to contribute to empirical knowledge in accessibility
issues associated with crypto wallets; particularly the inter-
section of accessibility and security for blind users [12, 46].

7.1 Accessibility Helps Usable Security
Accessibility is of utmost importance for security for blind
users. Many user-facing security concerns in the crypto space
stem from user misconceptions [40, 41]. Inaccessible wallets
leave blind users especially prone to these misconceptions,
and in turn, vulnerable to security breaches. We extend prior
work [46] by identifying several instances where security
information and consequences are not effectively commu-
nicated to users via design and assistive technology in the
context of crypto wallets. Participants in our study identified
ill-fitting security and crypto concepts on MetaMask, making
it difficult for them to internalize the consequences and make
informed decisions during tasks. For example, seed phrase
was not conceptually perceptible for blind users to understand
the length of security exploitation if they did not save it se-
curely. In addition, MetaMask provided little audio guidance
for web elements, misleading screen reader users during use.

To address these design issues, iWallet incorporated re-
designed features that better served blind users in transitioning
towards more beneficial states of security awareness. For ex-
ample, we implement a feature prompting users to confirm/re-
type the receiving address during transactions, which helps
blind users ensure they are sending crypto to the correct ad-
dresses, and potentially helps them avoid “clipboard hijacker”
which replaces crypto wallet addresses with lookalikes [49].
This design was especially praised by our blind participants
since they could not visually differentiate between different
wallet addresses like sighted users and were thus more prone
to accidentally sending assets to the wrong addresses. Meta-
Mask did not require address confirmation, and several blind
users sent assets to their own addresses instead of the one
provided by the research team. In short, by improving acces-
sibility, we also improved security.

Another key challenge of crypto wallets for our novice user
participants was the lack of fundamental knowledge about
cryptocurrencies and wallets [21]. Therefore, we incorporated
educational materials about crypto concepts and security into
our wallet redesign. We emphasize the importance of learning
these critical yet hard-to-grasp concepts by closely collabo-
rating with blind users through the iterative design process.
Technical concepts are difficult for novice users to grasp.
Accessible designs such as textual explanations about these
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concepts should be included which blind users can access
and benefit from. These accessible educational materials can
contribute to the usable security for blind crypto wallet users.

7.2 Improving Crypto Wallet Accessibility
Though accessibility issues in crypto wallets are well known
[27], little effort has been devoted to understanding and im-
proving them. In our user testing of MetaMask, we found that
blind users encountered numerous unlabeled buttons, render-
ing them unable to complete critical steps, including reveal-
ing secret recovery phrases, entering transaction amounts, etc.
Some participants skipped the secret recovery phrase backup
process during onboarding due to the frustrating accessibility,
which could potentially lead to severe security risks. Our re-
design and evaluation indicated that adhering to accessibility
standards and best practices such as WCAG [8] and ARIA [2]
could address some critical accessibility issues (e.g., unla-
beled buttons) and foster greater adoption of crypto wallets.
Future design of crypto wallets should explicitly consider
accessibility and implement accessibility best practices.

Moreover, blind users have their unique challenges and
needs than sighted users. Visual cues may be quickly grasped
by sighted users. For example, after seeing the wallet address
string, they immediately knew it was the wallet address with-
out explicit explanations. However, blind users could hardly
use such visual evidence to infer unfamiliar concepts. It is
also harder for blind users to infer the status of an operation,
e.g., if a transaction is confirmed, while sighted users find less
difficulty spotting content change on the page, e.g., the change
of ETH balance. To improve accessibility for blind users, it is
essential to provide more explicit explanations and notifica-
tions that can boost their confidence in using crypto wallets.
While our notifications in form of popup windows are not
accessible enough for blind users, we recommend providing
sound notifications which are clear and distinguishable [19].
For example, different sounds can be used for different types
of notifications, such as new transactions or errors.

Similarly, we observed that some simple operations for
sighted users were conceptually or practically harder for blind
users. For example, confirming the secret recovery phrase
by re-arranging the shuffled 12 words into the original order
was extremely hard with a screen reader. The blind users
had to go back and forth to check each word and select them
in MetaMask. Correspondingly, we designed an additional
option for users to download and upload the secret recovery
phrase seamlessly, which was well received by them, finding
it time-saving and convenient. The encryption feature further
added to the perceived security of the wallet.

Through our iterative design and evaluation, we are aware
that adhering to accessibility standards and guidelines is im-
portant, but not enough. Application context is crucial for
accessibility development. In financial scenarios, blind users
expect more notifications and accessible security measures to
allow them to navigate the pages with confidence. Thus crypto

developers, who are often sighted, should consider accessibil-
ity as a key design requirement for their wallet design. Both
accessible content features (e.g., educational videos, screen
reader compatible text descriptions) and design features (e.g.,
gas fee slider, downloadable encrypted secret recovery phrase,
receiving address checking) could be helpful for blind users.

7.3 Limitations and Future Work
There are a few limitations of our presented work. First, our
user studies and redesigns only focused on MetaMask and
thus we can not claim that the set of crypto wallet accessibility
issues we found was exhaustive. However, these issues were
common in other wallets as shown in our competitive analysis.
Second, while our sample size is on par with or even larger
than that of many other usable security studies with blind
users, a larger sample of blind users with diverse (technical)
backgrounds would be useful. Third, our tasks may not fully
simulate and reveal users’ actual behaviors in real transactions
when stakes become higher (e.g., transactions involving their
own real crypto assets). Future work could deploy the crypto
wallet and study user behavior in practice. Last but not least,
there are limitations of our accessibility designs. For example,
encrypting the secret recovery phrase with a PIN means that
users need to safeguard and recall the PIN, which could also
become a target for attackers. Future work could consider
addressing these limitations and proposing additional designs,
e.g., security mechanisms that completely remove the need
for having the secret recovery phrase.

8 Conclusion
We presented an iterative redesign of MetaMask to make it
more accessible, usable, and secure for novice, blind users.
Building on the perspectives of 23 blind users, one low-vision
user, and an additional 20 sighted users (N=44), we uncov-
ered a number of accessibility problems with MetaMask that
frustrate blind users and that leave them disproportionately
prone to common security risks. Our summative evaluation
suggests that our redesign alleviated many of these problems:
e.g., we followed best practices for accessible design to allow
screen readers to access the user interface elements, presented
an option for downloading one’s secret recovery phrase in
an encrypted file to circumvent the need to manually write
it down, and created accessible text- and video-based guides
to help users understand crypto concepts. Building on these
findings, we proposed design implications for creating a more
accessible and secure crypto infrastructure for blind users.
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A Evaluation and User Review of Wallets

With our goal of improving usability, before initial designs,
we got familiar with and systematically evaluated 10 popular
crypto wallets on Ethereum, in 3 aspects, i.e., education, se-
curity, and accessibility. Since some wallets were developed
and used in multiple platforms (i.e., mobile, browser, and
desktop), we evaluated them independently, and analyzed the
consistency across different platforms. These 10 wallets are:
MetaMask (Browser & Mobile), MyEtherWallet (Browser &
Mobile), Trust (Mobile), Coinbase Wallet (Mobile), Exodus
(Desktop & Mobile), Argent (Mobile), Jaxx Wallet (Desktop
& Mobile), DeFi Wallet (Mobile), Lumi (Mobile), and Atomic
(Desktop & Mobile). We also analyzed user reviews from var-
ious sources such as Chrome Web Store (chrome extension),
App Store (iOS), and Google Play Store (Android) to gain
additional insights on each wallet.

Evaluation General Features. According to our evaluation,
we found that the wallets contained similar functions and
processes: an onboarding process where users got and were
asked to keep their seed phrase, which was the only way
to access their wallets, buying/sending/receiving/exchanging
crypto assets, and displaying chart information about each
asset’s market values and trends. Table 2 lists features in
different wallets.

Cross-platform wallets allowed users to access their as-
sets on different devices and with different operating systems.
However, only half of the wallets evaluated had an alternate
platform besides mobile. This could be an accessibility con-
cern for those who wanted to use a crypto wallet but did not
have a smart phone.

A notable feature comes from the DeFi mobile wallet,
which integrates a status meter for users to check on current
gas prices, with estimated transaction times, cryptocurrency
values, USD values, and graphics for showing how much
traffic is currently on the Ethereum network. This feature
may help users make better-informed financial decisions and
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Wallet Multiple
Platform

Seed
Phrase
Security

Multi-sig
Security

Two-
factor
Auth

Education
Page

Gas/Traffic
Meter

Dapp In-
tegration

Accessibility

MetaMask ✓ ✓ ✗ ✗ ✗ ✗ ✓ ✓
MyEtherWallet ✓ ✓ ✗ ✗ ✓ ✗ ✗ ✗
TrustWallet ✗ ✓ ✗ ✗ ✓ ✗ ✓ ✗
Coinbase ✓ ✓ ✗ ✗ ✗ ✗ ✓ ✓
Exodus ✓ ✓ ✗ ✗ ✓ ✗ ✗ ✗
Argent ✗ ✗ ✓ ✗ ✗ ✗ ✓ ✗
Jaxx ✓ ✓ ✗ ✗ ✗ ✗ ✓ ✗
DeFi ✗ ✓ ✗ ✓ ✓ ✓ ✗ ✗
Lumi ✗ ✓ ✗ ✗ ✗ ✗ ✗ ✗
Atomic ✓ ✓ ✗ ✗ ✓ ✗ ✗ ✗

Table 2: Competitive analysis of existing crypto wallets.

develop a greater awareness of how gas prices work. Our later
design of the gas fee slider has been inspired by this feature.

Education. A main usability issue is the lack of educational
resources for users. Half of the wallets contained education
resources and features, but typically only provided one or two
screens. MyEtherWallet (mobile) was the only wallet that had
a dedicated resource page, educating users on cryptocurrency,
blockchain technology, security/privacy best practices, and
the wallet itself. However, these resources were not properly
embedded in the browser version of MyEtherWallet: the re-
sources were externally provided, and one must log out of
their wallet to access them.

MetaMask (mobile) was the only wallet that provided a
tutorial for users, teaching them about different parts of the
app and what they could do. However, this tutorial was only
accessible as a part of the onboarding process, with no other
way of accessing it in the future or daily use. This tutorial was
also completely absent from its browser extension counterpart,
again displaying cross-platform inconsistency.

Several wallets included tips or popup screens that ap-
peared after clicking a “help” icon, especially for certain
screens/features which required additional clarification. But
they were not present in other screens where a user may need
help or instructions. For example, MetaMask (mobile), Argent,
and DeFi only provided instruction in the settings section,
specifying their security measures. The remaining screens
were designed with the assumption that users understood
their content.

Security. Out of the 10 wallets evaluated, nine used a
mnemonic/seed phrase for account backup and recovery. The
only wallet without a seed phrase mechanism, Argent, al-
ternatively utilized a multi-signature authentication for the
same purpose. Specifically, one could choose trusted people
as “guardians” to help recover the wallet and approve trans-
actions. Other common security measures in these wallets
included daily transaction limits, auto-locking, and 2-factor
authentication via Web2 intermediaries such as phone/email
or a third-party authenticator.

Some wallets, such as MetaMask chrome extension, does

little to guarantee security/accuracy of transactions. Specifi-
cally, it did not include a confirmation mechanism to verify
receiving address during performing transaction. As a result,
users would miss the opportunity to double check, which may
lead to sending crypto to a wrong address.

Accessibility. During the wallet accessibility evaluation, we
used a contrast checker [9] to check the color contrast of Meta-
Mask as well as Coinbase wallet. In MetaMask, the contrast
ratio between foreground color (i.e., text) and background
color was 4.27 : 1, which did not meet the standard of WCAG
2.0 level AA, which is a standard to assess web accessibility
compliance [35].

User Reviews We analyzed users reviews to gain addi-
tional insights on each wallet, and identify features/functions
users wanted. To have an abundant collection, we collected re-
views for each wallet from Apple App Store (for iOS version),
Google Play Store (for Android version), and browser stores
of Chrome and FireFox (for browser extension version). From
the thematic analysis of the user reviews, we similarly found
three main areas of improvement, i.e., education, security, and
accessibility. Here we present representative issues encoun-
tered by users, as well as design suggestions and preferences
provided by them.

Education - MetaMask [Firefox Browser Add-on] Users
frequently indicated the need for educational resources and
instructions during the onboarding process of crypto wal-
lets. One such example was from a MetaMask user who
complained about the lack of (jargon-free) instructions in
MetaMask: “I’m a newby with little experience. The instruc-
tions from MetaMask are confusing and often lead to screens
where there are no direct instructions on what to do next.
MetaMask seems to lack personnel who can write instructions
in a clear (without jargon) style.” - Firefox user 16749602, 1
star (03/12/2021)”

Security - MetaMask [Google Play Store] The limited us-
ability and security afforded by seed phrase is repeatedly
complained about. Some users mentioned the current process
of dealing with the seed phrase was time consuming, and less
usable than the traditional security measures they usually used
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in Web2, such as Google Authenticator: “I think there could
be more security options, like google authenticator, email ver-
ification! A friend of mine was hacked last week, by some sort
they got possession of his 12 word seed phrase and boom 5k
lost!” - Pedro Santos, 4 stars (05/07/2021)

Accessibility - MyEtherWallet [App Store] Yet another im-
portant area of improvement is accessibility for engaging a
broader audience to the crypto space. Regarding accessibil-
ity, many users encountered unlabled buttons and input fields
while using crypto wallets, e.g., in the following review, “But-
tons need to be labeled for TalkBack users who are blind. I’m
unable to create or sign in to the app, because a fair number
of the buttons are not labeled so I can’t tell if I’m entering
in something correctly or not let alone if it is correct and
heading the correct or wrong button.” - chuck winstead, 1
star (03/23/2021)

The above analysis of wallet features and user reviews has
heavily impacted our redesign process.

B Participant Demographics

We strove to recruit a diverse set of participants for our user
evaluations, in terms of age, gender, profession, and vision
ability. By so doing, we aimed to identify unique needs of
potential crypto users, especially those who were blind, and
inform inclusive designs for our crypto wallet. Most partic-
ipants did not have prior experiences with cryptocurrencies
before the study. Only six out of 44 had some prior experience
with centralized exchanges such as Binance and Coinbase.
More demographic details of our participants are summarized
in Table 3.

C Pilot Study Results of iWallet (V1)

The pilot results of iWallet (V1) showed that the educational
materials helped users understand cryptocurrency and wallet
concepts and terms. Most participants deemed the videos use-
ful and were willing to watch them. However, some skipped
videos due to their habit (e.g., W1), perceived uselessness
(e.g., W10, “I skip everything but can still get it set up”), and
preferring text over videos (e.g., W15, “I’m a text person”).

W5 suggested making the videos mandatory, which could help
novice users learn the important basics. W3 further suggested
embedding a video to educate users on crypto-related laws.
On average, our participants got 3.7 knowledge questions cor-
rectly before using the wallet, and that average increased to
4.4 after using the wallet, showing an 19% improvement. In
addition, nearly all blind users expressed that they preferred
text instructions over video instructions since text were more
accessible and saved time.

The security feature of confirming the receiving address
was positively received by the participants. All of them ex-
pressed that the design made them more confident during the
transaction process.

Our accessibility improvements led to less time for task
completion for blind users. It took them 40 minutes on aver-
age to finish all the tasks, while in the MetaMask evaluation,
the blind users spent an average of 47.9 minutes on the tasks.
However, we identified several accessibility challenges in our
initial redesign. For example, our blind participants suggested
putting explicit text explanations, such as “wallet address,”
next to the elements, to help them more easily understand
crypto concepts. The button labeling was not intuitive and
informative enough for many blind users, e.g., when they
clicked the Next button: “Next to what? More information is
needed.” Our blind participants further expressed that videos
should be complemented by text summarizing their content,
which was a favored medium for them to save time. The
option of downloading the encrypted version of the secret
recovery phrase was deemed helpful for blind users. How-
ever, we did not prioritize the option of uploading the secret
recovery phrase in the account importing process. W11 ex-
pected the upload option on the left in the account importing
page but only saw the “typing the phrase” option. She failed
to import her wallet since she typed in the encrypted phrase
which was downloaded during the onboarding instead of the
plain text phrase. As a result of this inconsistent design, six
out of eight blind participants were unable to import their
wallets successfully. This highlighted the importance of con-
sistency of function layout, especially for screen reader users
who had more difficulty navigating. The accessibility glitches
explained our relatively low average score (65 out of 100) in
the SUS survey.
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ID Platform Country Gender Age
Group

Occupation Crypto
Experience

Visual
Impairments

M1 MetaMask Germany Female 25-34 PhD Student N No
M2 MetaMask China Female 18-25 Master Student Y No
M3 MetaMask China Female 25-34 Master Student Y No
M4 MetaMask Sweden Female 18-25 Master Student N No
M5 MetaMask US Female 18-25 PhD Student N No
M6 MetaMask China Male 18-25 Data Scientist N No
M7 MetaMask US Male 18-25 Self-employed N No
M8 MetaMask Netherlands Male 25-34 Vehicle Engineer N No
M9 MetaMask India Male 25-34 PhD Student Y No

M10 MetaMask Switzerland Male 18-25 Administration N No
M11 MetaMask US Male 45-54 Accessibility Expert Y Blind

M12 MetaMask US Female 35-44 Logistics Management
Specialist N Blind

M13 MetaMask US Female 45-54 Contractor N Blind
M14 MetaMask US Male 25-34 PhD Student N Blind
M15 MetaMask US Agender 35-44 Freelance Artist N Low-vision
M16 MetaMask US Male 25-34 Master Student N Blind
M17 MetaMask US Male 45-54 Financial Consultant N Blind
M18 MetaMask US Female 25-34 Self-taught Student N Blind

W1 iWallet(V1) US Male 18-25 Master Student N No
W2 iWallet(V1) US Female 25-34 PhD Student N No
W3 iWallet(V1) Spain Female 18-25 Translator N No
W4 iWallet(V1) US Male 18-25 Store Worker N No
W5 iWallet(V1) Netherlands Male 18-25 Journalist N No
W6 iWallet(V1) Nigeria Female 18-25 Undergrad Student N No
W7 iWallet(V1) China Female 18-25 Accountant N No
W8 iWallet(V1) Hong Kong Male 18-25 Master Student Y No
W9 iWallet(V1) China Female 18-25 Project Manager N No

W10 iWallet(V1) US Male 25-34 PhD Student N No
W11 iWallet(V1) US Female 25-34 Unemployed N Blind
W12 iWallet(V1) US Female 55-64 Accessibility Specialist N Blind
W13 iWallet(V1) US Male 25-34 Accessibility Evangelist N Blind
W14 iWallet(V1) Italy Female 35-44 PhD Student N Blind
W15 iWallet(V1) US Male 18-25 Undergrad Student N Blind
W16 iWallet(V1) Bahrain Male 25-34 Administration N Blind
W17 iWallet(V1) UK Male 35-44 Open-source Developer N Blind
W18 iWallet(V1) Canada Male 25-34 Developer N Blind

W19 iWallet(V2) US Female 35-44 Accessibility Consultant N Blind
W20 iWallet(V2) US Male 18-25 Lab Scientist N Blind
W21 iWallet(V2) US Male 18-25 Therapist N Blind
W22 iWallet(V2) India Female 35-44 Bank Manager N Blind
W23 iWallet(V2) India Male 25-34 Partnership Specialist N Blind
W24 iWallet(V2) UAE Female 18-25 High School Graduate N Blind
W25 iWallet(V2) US Female 45-54 College Student N Blind
W26 iWallet(V2) US Female 55-64 Self-employed Y Blind

Table 3: Demographic information about the participants. M1-M18 tested MetaMask. W1-W18 tested iWallet (V1). W19-W26
tested iWallet (V2).
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Abstract 
With youth increasingly accessing and using the internet, it is 
important to understand what they know about online privacy 
and security (OPS), and from where they gain this knowledge 
in order to best support their learning and online practices. 
Currently, the field of literature surrounding such youth un-
derstandings has gaps in depth and breadth that we aimed to 
address in this study. We conducted semi-structured inter-
views with 40 youth/parent dyads with youth in 3rd-12th 
grades in the United States to understand more about what 
youth know about OPS and how their parents attempt to in-
fluence this knowledge. We found that youth of all ages in 
the study could provide at least basic descriptions of both 
online privacy and online security and could give relevant ex-
amples of good and bad OPS choices. We also found that par-
ents took a variety of approaches to influencing youth under-
standings and behavior, with most of those approaches rely-
ing on device monitoring and limiting use. However, parents 
who attempted to influence their children’s knowledge 
through conversations had children who demonstrated the 
most nuanced understandings. Our findings offer promising 
suggestions for parents, technology providers, and future re-
search.  

1. Introduction 
Children and teenagers under 18 (hereafter referred as 
“youth”) utilize technology more and at younger ages than 
ever before [1], and are often “digital by default” [52] with 
digital footprints that begin before birth [53]. In 2019, 95% 
of 3–18-year-olds in the United States had home internet ac-
cess [56]. With this access, youth of all ages participate in a 

 
1 This material is based on work supported by the UMD and NIST Professional Research Experience Program (PREP) under Award Number 
70NANB18H165. 
2 We use OPS as an acronym for brevity when we are talking broadly about the focus of the study or discussing parental involvement in aspects of youth 
online activity that influence both online privacy and security. 

variety of activities online—including gaming, researching, 
social media, emailing, and streaming entertainment 
([1][28])—all of which involve elements of online privacy, 
security, and personal data management. As a result of this 
ongoing use, youth’s descriptions and understandings of 
online privacy and security (OPS)2 are constantly in flux as 
they learn how to protect themselves and be responsible in an 
ever-evolving online context ([22][60]). 

To know how to best support youth’s ever-developing OPS 
knowledge, we need to know more about the influences and 
intricacies of their current understandings, as well as the peo-
ple and places—including parents, family members, schools, 
friends, and technology itself—that influence those under-
standings.  

Quayyum and colleagues [44] reviewed a decade of youth 
cybersecurity awareness literature from 2011-2020 and con-
cluded that “although cybersecurity awareness research for 
children has received significant attention from researchers, 
there remain gaps,” particularly in evaluating youth’s aware-
ness [44]. The purpose of our study was to address this gap 
in order to learn more about what youth know about OPS. In 
addition, we wanted to understand how parents understand 
and attempt to influence youth’s OPS knowledge and prac-
tices given the important role they play in youth’s lives and 
access to technology. To achieve these purposes, we inter-
viewed 40 youth/parent dyads with youth in 3rd-12th grades to 
answer three research questions: 

1. What are youth’s descriptions of online privacy and 
online security, and how do they understand these terms? 

2. How do parents view the role of online privacy and online 
security in their children's lives? 

3. How, if at all, do parents influence children's online pri-
vacy and online security understandings? 

Our qualitative investigation of these questions is unique in 
two ways. First, the design of our study was distinct from its 
peer research in both its dyadic structure and in the broad age 
range of youth participants (3rd-12th grade). This design and 
population allowed us to compare youth and parent 
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understandings surrounding OPS across and within dyads 
and grade bands to look for interrelationships that cannot be 
studied using other research designs. Second, much of the ex-
tant literature surrounding online security knowledge, specif-
ically, examines youth’s knowledge after participating in 
some kind of learning experience like a cybersecurity game 
or summer camp (e.g., [24][50]). These studies are valuable 
in that they evaluate contexts and supports that help youth 
learn about OPS, but they also precludes the ability to know 
what and how children understand OPS in their day to day 
lives either before or without such targeted learning experi-
ences. Our study, by contrast, explores youth’s knowledge 
without any kind of OPS knowledge intervention in order to 
better examine what youth authentically know about OPS.  

For the purposes of this study, we acknowledge that both 
“online privacy” and “online security” are broad, complex 
terms for which descriptions depend on audience and context. 
There is no commonly and widely used description of either 
term, which has been recently acknowledged by the field 
(e.g., [20][22][42]). Accordingly, in this paper we explore ex-
tant research involving youth knowledge of each term sepa-
rately (“online privacy” and “online security”), and report out 
findings regarding our study participants’ understandings of 
each term separately. However, we purposefully did not pro-
vide our own definitions of these terms given the study’s 
overarching purpose of understanding how our participants 
describe and understand the terms through their own words 
and examples. 

2. Related Work 
2.1. Youth OPS Understandings 
2.1.1 How Youth Understand Online Privacy 
Youth’s “needs, opinions, experiences, and attitudes towards 
privacy and data protection are the least researched so 
far”[37], due largely to the fact that many adults believe 
youth, especially young children, are too young to understand 
or care about online privacy [29]. That belief, however, is in-
accurate. The research reviewed for this study agrees that 
youth as young as six have some knowledge and care about 
the basic idea of online privacy ([37][67]). These studies also 
reveal that although youth find online privacy important and 
have basic ideas about why it matters, these understandings 
are not nuanced.  

Younger youth especially (up to age 11) have been found to 
value their privacy without fully understanding what it means 
to be private online [65], and to have flawed reasoning behind 
their understandings [5]. Youth in this age group have also 
been found to dislike the idea of their personal information 
being shared with strangers online, but do not always know 
how to prevent this from happening [44]. These gaps in 
youth’s understandings are partially attributable to develop-
mental processes: the concept of “online privacy” contains 
both tangible and abstract aspects that are complex, varied, 

and constantly changing ([8][18]). This can make it difficult 
for people of any age to learn about and exercise good online 
privacy behaviors, but especially youth, who do not begin 
processing abstract concepts until around age 12 [45]. Even 
as youth move into their teenage years, navigating abstract 
concepts like “privacy” and “security” takes time, and can be 
difficult to translate into online practice [45]. 

Further, online privacy can be broadly categorized into three 
“levels”—the interpersonal, the institutional (i.e., govern-
ment organizations), and the commercial—that are all unique 
and need to be understood differently [32]. Because youth’s 
developing online privacy understandings are an extension of 
their knowledge of privacy in the off-line world, they often 
have a strong sense of interpersonal online privacy (i.e., 
avoiding “stranger danger”), but have much less institutional 
or commercial privacy knowledge [52]. This is problematic, 
because the moment youth exist and interact online, their in-
formation and data are being collected. However, youth often 
have no idea what that means or what (if anything) they 
should do about it ([33][50]). This results in youth who are 
“cautious about strangers…[but] have not yet received 
knowledge about how corporate forces can use their data” 
[8]. This sentiment was echoed across multiple studies (e.g., 
[12][50]), with Milkaite and colleagues noting “when it came 
to their participants’ [83 9-12-year-old] knowledge of data 
protection rights and of more detailed data processing ac-
tions, the purposes of data collection, sharing and general use 
in commercial and institutional contexts, children’s under-
standing was much more limited” [37].  

Finally, some studies show that youth—and especially older 
youth—view elements of online privacy as negotiable and 
choice-based, which contributes to something called the “pri-
vacy paradox” [23]. The “privacy paradox” is the notion that 
privacy knowledge does not always translate into privacy-
protective strategies. For example, in a study of 366 4th-6th 
graders, this discrepancy between what youth know about 
privacy and if or how they put that knowledge into practice 
was common, and was most striking in the oldest (6th grade) 
youth in the study [15]. Similarly, a survey of 805 9-17-year-
olds in Taiwan revealed that “performing privacy protective 
practices did not simply lead to fewer privacy-precarious 
practices” [10], suggesting that youth who had knowledge of 
online privacy took preventative measures while also main-
taining questionable practices, or intentionally did not prac-
tice making choices that align with their knowledge of online 
privacy ([7][44]). It is important to note that the privacy par-
adox has been critiqued for its inability to sufficiently address 
the pervasiveness of technology in everyday life [60], and 
these critiques are in line with other calls to better address 
how the field needs to work on redefining ideas like “pri-
vacy” to capture new contexts like digital platforms [3]. 
Many such critiques include the online technologies and 
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platforms most used by youth, making the critiques particu-
larly important topics to consider in the youth user context.  

2.1.2 How Youth Understand Online Security 
A majority of studies exploring youth understandings sur-
rounding online security focus on the impact of online cyber-
security games or interventions on youth knowledge (e.g., 
[11][41]). The result is that these studies do little to help ex-
plain what youth actually know without receiving targeted 
training first, or what they take away from learning about 
online security outside the minutes immediately following 
some sort of targeted instruction. It is likely that some of the 
same challenges with abstractness and developmental think-
ing that can make online privacy challenging to learn also ap-
ply to the process of learning about online security, but the 
topic is less well studied and understood. 

In one of the few investigations seeking to broadly under-
stand youth’s cybersecurity awareness, only 19% of the 2,214 
8-12-year-olds and 32% of the 13-17-year-olds surveyed in 
New Zealand recognized seven common cybersecurity terms 
[57]. Of those who did recognize terms, most of the aware-
ness surrounded more fundamental ideas like firewalls and 
antivirus software with very few youth—only one of the 444 
youth in the 8-12-year-old group—having an awareness of 
terms like “phishing” and “tracker” [57]. Other cybersecurity 
awareness surveys were conducted in Malaysia [68] and Tur-
key [63] with similar results: youth were found to have very 
basic levels of cybersecurity knowledge and awareness, and 
rarely took measures to increase their cybersecurity.  

Most of the other available literature addressing youth’s 
preexisting online security knowledge uses passwords as a 
vehicle to gauge this understanding, and this password-re-
lated literature is also reflective of the knowledge vs. practice 
paradox. For example, Theofanos and colleagues [56] found 
that in 8-18-year-olds, older youth had more password 
knowledge, but were also more likely to report using poor 
password practices like sharing passwords with friends or re-
using passwords across multiple sites [56].  

2.2. Framing Youth Knowledge and Behavior Through a Social 
Learning Lens 
In this study, we use social learning theory [4] to frame our 
understanding of youth OPS knowledge and parents’ poten-
tial influence on that knowledge. Social learning theory sug-
gests that most human behavior is learned observationally 
through modeling and from one’s surroundings; people learn 
from seeing or being taught something, trying it on their own, 
and then evaluating the results [4]. Through this lens, to better 
understand youth’s OPS knowledge and behavior, we must 
better understand their contextual influences—such as par-
ents, family members, friends, teachers, and technology it-
self—as well as what motivates youth to retain and actually 
use OPS best practices. In this study, we chose to specifically 

examine the contextual influence of parents because of how 
prevalent and influential parent relationships are in children’s 
lives. A social learning framework led us to focus our data 
collection and analysis on how youth described and explained 
OPS and how parents described their roles in their children’s 
OPS knowledge development to examine possible connec-
tions between the two.  

2.3. Parental Influence 
In terms of contextual influences on youth’s OPS knowledge, 
parents are a natural point of inquiry given their central role 
in youth’s lives. Especially up until around age 11, youth rely 
on their parents for support with OPS choices and tend to seek 
out and accept parental oversight and support [33]. What ex-
tant literature otherwise knows about parents’ influence on 
youth OPS understandings, however, is complicated. For ex-
ample, Manotipya and Ghazinour surveyed 1,300 parents 
from 51 countries and found that parents generally feel that 
they have some awareness of their children’s online privacy 
practices, but that parents also often pose a threat to their chil-
dren’s privacy by oversharing information online ([19][34]).  

Device monitoring tends to be a common practice for parents 
to influence their children’s OPS. In an interview study about 
child internet use and protection strategies with 14 families, 
18 protection strategies were found, 17 of which were physi-
cal or technical controls like restricting access, configuring 
privacy settings, and restricting access as punishment [64]. 
Despite its widespread use, device monitoring may only be 
effective with younger youth. In a study of 1,700 4th-6th grade 
students’ internet use and supervision, about half of the stu-
dents reported being supervised when using the internet at 
home. Those youth who reported some level of parental over-
sight were more likely to practice privacy protective behav-
iors [59]. A separate survey of 746 12-18-year-old youth, 
however, told a different story. Unlike their 4th-6th grade 
counterparts, the teenagers surveyed by Shin and Kang [48] 
who experienced device monitoring and use rules did not 
demonstrate more privacy-protective behaviors. This reflects 
the conclusions by other scholars that teenage youth do not 
want to be monitored by parents as much. It also aligns with 
the demonstrated youth understandings of privacy and secu-
rity as being choice-based.  

Extant literature on parental influence does suggest that con-
versation and communication are also important ways that 
parents influence their children’s knowledge and behavior, 
with multiple studies concluding that “internet parenting is 
best achieved through an open communication style and 
through making connections with children” ([46][48][53]). 
Unfortunately, parents experience challenges with communi-
cating with their children about OPS topics. Some parents 
feel that their children are too young to understand or exercise 
protective OPS behaviors, and admit that cybersecurity con-
versations at home are not common ([27][40][64][67]). Other 
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parents have noted feeling like their own understandings are 
not strong enough to know how to protect their children 
([15][32][66]). In these instances, especially with older 
youth, it may be difficult for parents to make meaningful con-
tributions to their children’s knowledge [66]. 

In summary, existing research on youth online privacy and 
security knowledge suggests that they have some understand-
ing of these terms, but may not always put this knowledge 
into practice. In this literature, however, previous studies 
have focused on either online privacy or online security sep-
arately without differentiating between the terms. Addition-
ally, past studies tend to examine a narrow age range of 
youth, and/or are tied to specific knowledge interventions. 
Our study aims to contribute to this field by investigating pri-
vacy and security knowledge in tandem (and thus exploring 
if youth can differentiate between the two concepts) and stud-
ying a broader age range of youth in order to compare 
knowledge across grade bands. We also seek to better under-
stand youth knowledge in situ as opposed to in response to a 
learning task. Further, we aim to investigate youth knowledge 
alongside parental knowledge and understanding because of 
the important role that parents can play in shaping youth’s 
knowledge and behavior development. 

3. Methods 
To answer this study’s research questions about what chil-
dren know about OPS and how parents attempt to influence 
that knowledge, we conducted a qualitative study consisting 
of pre-interview questionnaires and semi-structured inter-
views with 40 youth/parent dyads in spring 2021. 

3.1. Recruitment and Participants 
This study was approved by the Institutional Review Board 
(IRB) of the National Institute of Standards and Technology. 
Parent/child dyads for this study were recruited by a contract-
ing research firm that used a preexisting user database; eligi-
ble parents self-elected themselves and their child for partic-
ipation. A total of 40 youth/parent dyads from across the 
United States participated. These dyads included 4 youth 
from each grade from 3rd-12th grades and one of their parents, 
resulting in 12 elementary school (ES; 3rd-5th grades, 8 to 11 
years old), 12 middle school (MS; 6th-8th grades, 12 to 14 
years old), 16 high school (HS; 9th-12 grades, 15 to 18 years 
old) participants, and 40 parents. Demographic information 
for each dyad can be found in the table in Appendix A.  

3.2. Instruments 
Data were collected using a pre-interview questionnaire and 
a semi-structured interview. The two instruments were de-
signed to be mutually inclusive; the questionnaires collected 

 
3 Any mention of commercial products or reference to commercial organi-
zations is for information only; it does not imply recommendation or en-
dorsement by the National Institute of Standards and Technology, nor does 

demographic data and participants’ basic descriptions and 
positions about online privacy and security and served as a 
pre-thinking exercise for participants for the interview, and 
the interviews allowed participants to expand upon and dis-
cuss their answers from the questionnaire with thoughts, ex-
amples, and personal narratives. The questionnaire language 
was scaffolded to suit participants’ age and role, resulting in 
three different versions: one for youth in grades 3-5, one for 
youth in grades 6-12, and one for parents. All three question-
naires consisted of content sections with demographic ques-
tions, general technology use questions, OPS knowledge 
questions, and three online risk questions. The parent ques-
tionnaire was six questions longer because parents were 
asked about both themselves and their children.  

The semi-structured interview protocols were also scaffolded 
to suit participants’ ages and roles [1]. Youth participants 
were asked 11 anchor questions about their knowledge of and 
behavior surrounding online privacy, security, and risk. Par-
ent participants were asked 9 anchor questions about both 
their own knowledge of online privacy, security, and risk, as 
well as how they view their child’s knowledge and behavior 
surrounding these ideas. 

Two members of the research team—one quantitative expert 
and one qualitative expert—created an initial draft of the data 
collection tools using the research questions and extant liter-
ature as a guide. From there, the content and quality of both 
tools were refined over four iterative steps: (1) review by a 
survey expert, (2) review by research colleagues and four K-
12 teachers, (3) cognitive interviews with three youth (one 
elementary, one middle, and one high schooler) [7], and (4) 
pilot interviews with three youth/parent dyads [55]. After 
each step in this process, the data collection tools were re-
fined based on feedback and pilot participant responses. The 
study instruments are included in Appendix B. 

3.3. Procedure 
All data collection occurred remotely over Zoom3 and was 
audio-recorded for transcription. The youth/parent dyads 
signed informed consent and assent forms (for youth older 
than 12) and were briefed about the study together.  

Following the study overview and verbal consent/assent pro-
cess, parent and youth participants were interviewed sepa-
rately in order to afford both parties—but particularly youth 
participants—the privacy needed to answer potentially sensi-
tive questions about their online activities as openly and hon-
estly as possible. All parents and youth were given the option 
to have youth participants interviewed with their parent in the 
room if they were more comfortable with this option. One 

it imply that the products mentioned are necessarily the best available for 
the purpose. 
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youth participant and one parent participant selected this op-
tion, and the other 38 dyads were interviewed separately. 

Each of the 40 data collection Zoom calls were scheduled for 
90 minutes, and the first author conducted all 80 interviews 
for consistency. Participants were compensated for their time 
with cash gift cards: parents received $75 and youth received 
$25. Any personal identifiable information (such as name and 
location) unintentionally revealed during the interview was 
properly redacted and removed from the data. Each partici-
pant was assigned a unique alphanumeric identifier. The data 
collection process yielded 80 complete pre-interview ques-
tionnaires and 546 pages of single-spaced interview tran-
scripts.  

3.4. Data Analysis 
The qualitative data analysis for this study proceeded across 
two cycles and was guided by methods outlined by Johnny 
Saldaña [47]. Cycle one contained both inductive and deduc-
tive coding resulting in 84 first-cycle codes. This initial code 
deck was used by the first and third author to code a random 
selection of nine full dyad transcripts using Nvivo coding 
software. The full research team then met to discuss and re-
fine the code deck. This process was repeated three more 
times with different samples of three dyad transcripts in order 
to refine the code deck. The first and third author then used 
the fourth revision of the code deck to run an interrater relia-
bility (IRR) agreement statistic, which returned a Cohen’s 
Kappa (k) value of .74 indicating substantial interrater agree-
ment [36]. All coding discrepancies were resolved through 
discussion with the full research team. Once the IRR statistic 
was calculated, the first and third author completed a final 
first-round coding pass of all 40 dyad transcripts.  

After all first-round coding was complete, the research team 
read through the coding results individually, then met to dis-
cuss patterns and themes for each research question from a 
dyadic perspective. To do this, we used the constant compar-
ative method as outlined in Boejie [6] and Williams-Reade 
and colleagues [61] as mentor processes for how to compare 
and contrast codes across different participants and dyads 
seeking patterns, similarities, and differences which could 
then be categorized and conceptualized. In doing so, we fol-
lowed these steps: (1) comparison of data and coding within 
a single participant’s interview, (2) comparison between in-
terviews within the same group (all youth and then all par-
ents), (3) comparison between different groups (all youth 
with all parents), (4) comparison in pairs at the dyad level 
(individual youth with their parent), and (5) comparison 
across all dyads. Finally, the first author performed a second 
cycle theming of the resulting data using the research ques-
tions as a frame. A table demonstrating an example of the 
coding process can be found in Appendix C.  

 

4. Results 
The results of this study are evidenced with direct quotes 
from participants and cited with an alphanumeric identifier. 
In the identifiers, the “Y” or “P” indicates “youth” or “par-
ent,” the number is the dyad code, and the ES/MS/HS indi-
cates whether the youth participant of that dyad was an ele-
mentary (3rd-5th), middle (6th-8th), or high school (9th-12th) 
student. 

4.1. RQ1: What do youth know about OPS? 
4.1.1 Youth online privacy descriptions 
Youth across all grade bands in this study described online 
privacy as how one protects personal and important infor-
mation, and often did so in interpersonal terms. In these de-
scriptions, “information” primarily meant personal details 
such as full name, location, age, passwords, and financial in-
formation, and the goal was to keep it from being accessed 
by strangers, hackers, and other unwanted third parties. 
Youth described online privacy as a way to “have your inde-
pendence” (Y03MS), “be safe” (Y06ES), and keep someone 
from “knowing your own business without you telling them” 
(Y22HS). The 40 youth also unanimously agreed that online 
privacy is important.  

MS and HS youth also spoke about their online information 
privacy agentively, positioning it as something over which 
they had some control. For example, when Y22HS was ex-
plaining what he meant by preventing people from “knowing 
your own business without you telling them,” he clarified that 
“a lot of [sketchy websites or skilled hackers] probably ask 
for credit card information or an email address or a phone 
number…the worst thing people can do is to give out infor-
mation that’s not necessarily needed.” In this explanation, he 
positioned the online user as having the choice to either 
tell/give or not tell/give their information. Through such 
choices, older youth position online information privacy not 
as something simply afforded to a person, but instead as an 
idea that is always under construction and dependent upon an 
ongoing series of choices. 

There was also a recognition across age groups that online 
privacy is contextual, and that within certain contexts a per-
son can choose how much privacy they want to have. Games 
and social media served as important examples of this point; 
for instance, Y21MS explained that she chose to have a pri-
vate TikTok account because “if I posted a video, I wouldn’t 
want it blowing up to the point where it has a million 
[views]…it would be overwhelming,” but that public ac-
counts are the right choice for some people. Of the youth that 
discussed social media, all opted for private pages on plat-
forms like Instagram and Pinterest, or stated a preference for 
apps like Snapchat that require a user to add “friends” before 
those friends can view shared content.  
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Finally, youth descriptions and examples of online privacy 
featured trust and feelings about security as central compo-
nents for making good online privacy choices. Having a sense 
for which people and which websites are trustworthy—and, 
more frequently, which ones are untrustworthy—emerged as 
a way that youth believed they could keep themselves and 
their information private. For example, Y12ES advised that 
“no one really that you don’t trust should know your private 
information.” The most cited untrustworthy entities were 
strangers (writ large), hackers, and advertisements or pop-
ups.  

In terms of why they felt online privacy was important, re-
sponses overwhelmingly included the consequences of “be-
ing hacked and having your information stolen” (Y02MS), 
having someone “get into your bank account and take your 
money” (Y10ES), “identity theft” (Y22HS), and having sen-
sitive information like “photos get(ting) leaked, and then it’s 
extremely hard to get those photos off the web…that can af-
fect your online and personal life” (Y27HS). HS youth were 
more likely to only cite virtual consequences of poor privacy 
choices like data theft and hacking by “the people that are 
good with computers” (Y39HS), while ES and MS youth 
were also frequently concerned about in-person conse-
quences like kidnapping (Y18ES) and people who “could po-
tentially steal from you and come over and rob [you]” 
(Y33MS).  

4.1.2 Youth online security descriptions 
Many youths described the online security by giving exam-
ples of choices that can be made to either increase or decrease 
security. Specifically, youth overwhelmingly mentioned 
good password behavior like making sure “all my passwords 
aren’t the same” (Y21MS), setting “strong passwords” 
(Y14ES), and not “shar(ing) my passwords and stuff” 
(Y34HS), as well as broader device and browsing choices 
like using “a secure network” (Y04HS) and only clicking on 
“secure websites” (Y03MS). MS and HS youth also noted us-
ing certain technologies—like virtual private networks 
(VPN) and firewalls—to help maintain their online security.  

To determine which websites were secure, youth sometimes 
cited concrete evidence like looking “in the left corner where 
it has the website link there’s usually a green lock” (Y12ES), 
but also sometimes mentioned relying on simply “feel[ing] 
like I’m set to just know that I made the right choice” 
(Y32MS). Some youth also described feeling confident in 
their online security behavior because they had not (yet) ex-
perienced any negative consequences, like Y27(HS) who ex-
plained that she knew she was secure online because she 
“[hadn’t] had my information leaked, [or] had any photos 
leaked.”  

Across grade bands, online security was described as a way 
to help ensure online privacy and protect against outside 

threats, specifically hackers and viruses. There was, however, 
a grade band difference in how much immediate, personal 
control youth felt that they had over their online security: 
youth in ES and lower MS were more likely to rely on parents 
and/or security software for security, while their upper MS 
and HS counterparts relied more on themselves and their on-
going choices. For example, Y09ES noted that before down-
loading apps “I always ask my dad first to see if maybe I 
could accidentally download a virus or something,” While 
Y34HS reported feeling secure because he used “safe apps 
and…won’t share my passwords.” 

4.1.3 Youth OPS understandings 
While youth’s OPS understandings in this study shared many 
characteristics, there was a difference between youth’s pri-
vacy and security knowledge, with youth providing more ex-
tended and detailed descriptions of online privacy. Youth 
across grade bands were more likely to say things like “I 
know more with privacy than security” (Y31MS), or to have 
less depth in their security knowledge, like participant Y10ES 
who knew “you could add extra security to your device,” but 
could not give an example of how. That being said, most of 
the youth were able to at least differentiate between “online 
privacy” and “online security,” often using the idea of “pri-
vacy” in their descriptions of “security,” but rarely the other 
way around. This suggests a specific (rather than random or 
conflated) understanding about the relationship between the 
two terms: that good security choices help ensure “that other 
people are not doing things that could potentially harm you 
or your privacy” (Y02MS).  

Further, outsiders were cited as the biggest threat to both 
online privacy and online security. However, the nature of the 
threat was described slightly differently across the terms. 
With online privacy, youth described the threat as losing an-
onymity and, along with it, security, while with online secu-
rity, youth described the threat as having information stolen. 
This understanding of threat seemed to also translate into an 
understanding of the role of agency.  

The 40 youth in this study described being able to make good 
and bad choices that could either increase or decrease both 
their OPS. However, when it came to privacy, these choices 
were more often described as optional, ongoing, and existing 
on a spectrum, whereas with security the choices were de-
scribed as more necessary, one-time in nature, and clear cut. 
For example, participant Y37HS referred to social media to 
discuss both her privacy and security choices, but in different 
ways. When talking about privacy, she described “only let-
ting people that you know and that you are comfortable with 
follow you, and [being] aware of what you’re posting,” which 
are both ongoing efforts. However, she later mentioned mak-
ing the more singular choice to maintain private social media 
accounts because “it’s more secure.”  
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Understanding OPS as being agentive choices as opposed to 
hard and fast rules held important implications for the youth, 
particularly surrounding the idea of calculated risks. Youth 
across grade bands in this study reported knowing about poor 
OPS choices, including making weak passwords, talking to 
strangers, illegally streaming content, and visiting questiona-
ble websites. However, the youth—in particular the MS and 
HS youth—were still making these choices anyways after de-
ciding that either the consequences were low, the reward was 
worth the risk, or both. For example, participant Y39HS ad-
mitted knowing that “pirating NBA basketball streams that 
go through lots of different ads and [involve] clicking off and 
stuff” was a “very, very bad” choice, but that he consistently 
chose to do it anyways because “it’s the only way I can watch 
the games.” Such descriptions of calculated risks highlighted 
a particular sort of self-aware confidence shared by most of 
the youth: in the pre-interview questionnaire, only about one-
third of youth participants (30%) said they knew “a lot” about 
online privacy, with that number dropping to 10% (4 partici-
pants) saying the same about online security (see Appendix 
A for youth self-reported knowledge levels). However, only 
3 participants (7.5%) admitted that they do not believe they 
use their devices securely, while 79.5% (29 participants) 
stated that they always use their devices securely. This appar-
ent contradiction was summarized beautifully by participant 
Y27HS. When asked why she chose “a Moderate amount” 
for the questionnaire questions asking how much participants 
felt they knew about OPS, she replied: “I feel like I know 
enough. I might not know a lot, but I think I know enough of 
how to keep myself safe online.” 

4.2. RQ2: How do parents understand the role of OPS in youth’s 
lives? 
Regardless of how parents viewed OPS in their own lives—
which was varied—they unanimously agreed that these con-
cepts were important for their children. For example, P11HS 
viewed her own online privacy as “a trade-off” in which “the 
more they [i.e., Google] know about me, the more relevant 
content I feel I’m going to get.” However, when it came to 
her child, she noted that “especially for a kid… he has to be 
extra careful.” Her sentiments were echoed by all 40 parents, 
who worried specifically about the consequences of their 
children’s actions. These concerns led to an emphasis on talk-
ing about the consequences of youth’s poor behavior as op-
posed to focusing on the benefits of good behavior.  

The parents’ understanding of consequences were shared 
evenly across both online privacy and online security, with 
the most frequently cited consequences being hacking, future 
social or professional repercussions, data loss or misuse, kid-
napping or stalking, theft, seeing inappropriate content, and 
mental health repercussions. Parents of ES children were 
more likely to mention the consequence of their child seeing 
inappropriate content, while parents of MS children were 

more likely to worry about their child experiencing mental 
health repercussions from online social interactions.  

While parents, themselves, were quite worried about the con-
sequences of poor OPS choices, they generally did not feel 
that youth were similarly concerned. Parents across grade 
bands stated a belief that OPS should or would matter to their 
children at some point, but that right now “it’s just not some-
thing that they’re thinking about” (P27HS) or are “as inter-
ested in” (P02MS). Parents of ES and some MS children felt 
that youth in these grades were too young to “necessarily 
think about the ramifications” (P33MS), or did not have 
enough high-stakes accounts or developmental knowledge 
yet for privacy and security to truly matter. For example, 
P16ES shared that youth her child’s age make choices “based 
off of their desires and things they want [without connecting] 
it to ‘this could affect your real life.’” These parents were 
more likely than their HS counterparts to say that privacy and 
security mattered some now, but that “as they get 
older...they’ll start to get it (P10ES). Parents of upper MS and 
HS youth described youth in these grades as being more im-
pulsive and explained that “at their age, they just want to be 
accepted” (P21MS) and “don’t think about the consequences 
down the road” (P37HS). This impulsiveness, parents ex-
plained, was the root of OPS mistakes. 

Interestingly, parents’ beliefs about “kids that age” were only 
sometimes reflected in their opinions of their own children, 
resulting in what we have dubbed the “good kid syndrome.” 
Parents experiencing “good kid syndrome” were those who 
gave conflicting responses about what “youth” do versus 
what they believe their own child does, believing that their 
child was more secure than most other children. Examples of 
parents with “good kid syndrome” included P13MS who 
stated that “I’m sure there are all kinds of kids who give their 
name to people they don’t know, maybe other whether large 
or small pieces of information that could personally identify 
them,” but when asked about whether his child has done the 
same stated “I’m sure she has, knowingly or unknowingly, 
but I think hers are probably, in my view, I think they’re prob-
ably average to below average versus other kids” (P13MS). 
Similarly, P27HS suggested that many teenagers “[connect] 
with people on social media that they don’t know personally” 
but that her child was “one of the good ones…a level-headed 
kid.”  

4.3. RQ3: How do parents attempt to influence youth’s privacy 
and security understandings? 
4.3.1 How parents monitor their children’s online activities 
Parents used a variety of methods to physically monitor their 
children’s device use in an attempt to ensure that their chil-
dren were private and secure online. The monitoring methods 
that were specifically mentioned included restricting access 
to devices (i.e., at night or as punishment), limiting screen 
time, controlling in-device purchasing and browsing using 
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parental monitoring applications, blocking websites or appli-
cations, observing device use, requiring devices to be used in 
a shared living space, and physically checking devices (i.e., 
looking at social media or browsing histories).  

The parents who monitored their children ranged from pas-
sively monitoring using one method on an infrequent basis, 
to very actively monitoring, like P33MS who limited tech-
nology access, used parental controls, and observed use. 
Across all monitoring types, the amount and intensity of 
monitoring decreased as youth got older. This was found both 
within grade bands—HS parents reported decreasing moni-
toring behavior over time—as well as across all dyads, with 
ES parents reporting doing more monitoring than HS parents, 
and MS parents falling in between.  

Parents of ES and MS youth were the most likely to rely on 
parental controls, but had complaints that parental controls 
were not nuanced enough, particularly for pre-teen youth who 
“kind of [fall] through the cracks…there’s no in-between” 
(P18ES). Overall, despite the proliferation of device monitor-
ing of all kinds, when we compared parents’ monitoring 
choices with their children’s understandings of OPS, we 
found no significant patterns between amount or type of mon-
itoring and level of youth understanding. 

4.3.2 How parents talk to their children 
In addition to monitoring, many parents reported having con-
versations with their children about OPS. A majority of the 
conversations that parents described having were about the 
consequences of poor choices, and were reactionary in na-
ture. For example, P30HS recalled having a conversation 
about talking with strangers online and security settings after 
her daughter and a friend “were playing Roblox and a weirdo, 
an adult male, decided to chat with them.” Similarly, P02MS 
admitted talking more about online privacy than security with 
her daughter because “that’s where I’ve seen the issue, hon-
estly.”  

Parents who chose not to have conversations about OPS with 
their children felt that the knowledge was coming from else-
where, like P22HS said she did not have OPS conversations 
with her son because “I think he’s been given lessons about 
it in school.” Technology was also cited as a reason to not 
need to have explicit conversations, like when P28HS ex-
plained that she “rel[ies] on a lot of websites that require a 
capital and a lowercase and a number [for passwords], so that 
kind of takes care of it,” and P35HS reasoned that “if I have 
this [security] suite and I keep it up to date, that should gen-
erally protect him…I’ve not had a conversation with him.”  

Parents’ decisions to have conversations about OPS depend-
ent on their child’s age. Parents of ES and MS youth most 
frequently reported either tailoring their conversations to 
their child’s perceived technological understandings or hold-
ing off on the conversation altogether until their children are 

older. P10ES explained that she currently only has a “small 
amount” of conversations with her daughter “due to age and 
because she only has a tablet…but as [she] gets older and [she 
gets] more independent, of course, you need to have those 
conversations.” Similarly, while P17ES made and stored all 
of her son’s passwords for him at the time of interview, she 
noted that “sometime soon [he’s] going to have to pick his 
own password for something…[and] then he’ll probably lis-
ten and we’ll discuss it.”  

Conversely, the parents of HS youth believed that their chil-
dren either already know about online privacy or were old 
enough for the conversations to no longer be necessary. 
P11HS was one such mom, who described her son as “a little 
man,” and noted that “we’ve had all those conversations, but 
it’s been years. I honestly don’t know what he knows at this 
point…because honestly we haven’t had those conversations 
probably in three or four years.” Interestingly this parent, as 
well as several of her peers who reported not talking to their 
children about these topics, overwhelmingly stated that they 
(the parents) were most responsible for their children’s 
knowledge, while also admitting that they do not regularly (if 
ever) talk to their children about OPS. 

Finally, the results of this study reveal that parents want to 
know more about OPS but are unsure how to do so. Of the 
parents who described not talking to their children about OPS 
at all, all but one self-reported knowing “little” about either 
online privacy, security, or both. One of these parents re-
flected that “this research has reminded me how little I know 
about OPS, and since my kids are young, it’s my job to teach 
them” (P12ES). P31MS noted: “I hope that as a parent I can 
stay on top of all the changing online interactions…[but] I 
feel a bit overwhelmed at times regarding this topic.” These 
comments, combined with the large number of parents who 
said they “want to learn more about this topic and how I can 
make better safety choices for me and my children” (P35HS) 
suggest that parents’ perceived levels of knowledge may im-
pact the amount and kind of conversations they choose to 
have with their children about OPS. This possibility is espe-
cially interesting considering only 4 parents in this study 
(10%) reported feeling like they know “a lot” about OPS.  

4.3.3 The Influence of Parents on Children 
Overall, the youth in this study with more nuanced descrip-
tions and understandings of OPS had parents who reported 
having conversations with them instead of or in addition to 
the monitoring of device use. This finding held true regard-
less of the parents’ self-reported levels of OPS knowledge 
(see Appendix A), of how confident they were in having the 
conversations, or of the strength of parents’ own stated un-
derstandings. For example, when talking about having online 
security discussions with her son, P20MS explained that “we 
just basically talk to him about the fact that certain websites 
are inappropriate or even could give him a virus.” She also 
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noted that the conversations involved explanations and were 
“usually not just like ‘oh we don’t want you to,’ we usually 
give him a reason why we don’t want him to be on that and 
why that behavior is inappropriate” (P20MS). These conver-
sations were directly reflected in the ways Y20MS talked 
about online security: he mentioned keeping information se-
cure using VPNs and firewalls, avoiding pop-ups and danger-
ous websites that can cause viruses, noted that he runs secu-
rity scans on his computer, and discussed the role of personal 
choice in a person’s level of online security. He also identi-
fied the consequences of risky online behavior as including 
“leading you to something that’s really inappropriate” and 
“giving your computer malware or a virus” (Y20MS).  

By contrast, the youth—especially ES and MS aged youth—
whose parents relied on physical monitoring in lieu of con-
versations could generally provide descriptions of OPS, but 
struggled to explain why OPS is important and to provide ex-
amples. For example, P26ES noted that she “monitor[s] [her 
son’s] phone to the fifth power” and, when asked if they have 
conversations about privacy and security, replied yes. After 
replying yes, however, she proceeded to provide an example 
of hearing foul language during a video game at which time 
she “took his headphones and said, ‘you can’t play, just turn 
it off.’” Consequently, her fifth-grade son Y26ES described 
online privacy as “not to be bothered” online, and said he did 
not know what online security was.  

With ES aged youth in particular, the parents who reported 
having conversations with their child had youth with more 
nuanced understandings. Conversely, elementary aged youth 
like Y26ES whose parents chose not to discuss OPS with 
them demonstrated lower levels of understanding and less nu-
anced descriptions. With HS participants, this gap disap-
peared: HS parents almost unanimously reported not having 
recent online privacy or security conversations with their 
children, but most HS youth still provided detailed descrip-
tions and nuanced examples of both terms.  

5. Discussion 
Our study sought to learn more about youth’s OPS 
knowledge, as well as how parents understand and attempt to 
influence that knowledge. It was unique in its design and pur-
pose in two ways. First, we studied parent/youth dyads (as 
opposed to one population or the other) with a broader age 
range of participants (10 standard United States school 
grades–3rd to 12th), which allowed us to examine findings 
both within and across dyads and grade bands to look for in-
terrelationships not able to be studied using other designs. 
Second, we were also curious about youth knowledge in gen-
eral versus in response to specific learning interventions or 
experiences. 

In terms of youth OPS knowledge, when asked to describe 
and give examples of OPS, the 40 youth in our study, 

regardless of age, were able to describe both terms, and were 
able to name examples and online choices that exemplified 
good and bad OPS behavior. Their descriptions and examples 
supported several preexisting findings about youth’s OPS un-
derstandings, particularly that youth do know about, care 
about, and value these ideas [67]; and that there are often gaps 
between what youth say they know and the actions they take 
([15][44]). Our study also supported existing findings about 
parents’ understanding of their children’s knowledge and at-
tempts to influence that knowledge, namely that parents fre-
quently choose device monitoring and physical or technical 
controls over conversations ([27][64]); often hold misguided 
understandings about youth’s knowledge, including the idea 
that younger children are too young to understand or exercise 
protective practices[40]; and are concerned about their own 
knowledge not being strong enough to best support their chil-
dren [15]. Our study’s most compelling findings arose when 
examining youth and parent knowledge both within and 
across dyads and grade bands. Our study’s greatest contribu-
tion to the ongoing investigation of youth OPS knowledge is 
our examination of the relationships between parent 
knowledge, parent OPS monitoring and education, and youth 
knowledge . 

5.1. Parental Influence on Youth Understandings 
What the 40 parents in this study understood about their chil-
dren’s OPS knowledge can be summarized into three broad 
categories: those who believed their children were too young 
to fully understand or care, those who believed their children 
were “good kids” who wouldn’t get into trouble, and those 
who felt like their children already knew enough to make 
good choices. All three beliefs, however, generated similar 
parental influence responses: an emphasis on passive moni-
toring (i.e., parental controls and device monitoring), or con-
versations that mostly centered on consequences of poor 
online choices. We also found, however, that parental con-
versations—either alone or in conjunction with monitoring—
may be more effective at establishing stronger youth under-
standings than device monitoring alone.  

These conflicting factors—along with the fact that the parents 
of younger youth frequently mentioned that conversations 
with their children would happen “later,” while parents of 
older youth noted that such conversations are no longer nec-
essary—collectively raise the question of when the magic 
time frame for conversations with children about OPS is, and 
if these conversations ever wind up consistently happening at 
all. On one hand, younger youth whose parents did more pas-
sive monitoring than conversational engagement had less nu-
anced privacy and security understandings. On the other 
hand, high school youth had more complete and nuanced un-
derstandings regardless of the methods of parental influence. 
This suggests that at some point, children begin gaining OPS 
knowledge from sources outside their parents that help round 
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out their understandings. However, up until that point, paren-
tal influence has the potential to make a meaningful differ-
ence in youth OPS knowledge and behavior, and the type of 
parental influence matters. 

Further, youth in this study understood OPS as agentive and 
user-influenced, suggesting that conversations with youth 
about decision-making surrounding the use and sharing of in-
formation and data online may be more important than more 
prescriptive approaches to building understanding like defin-
ing rules or pre-setting controls. If youth understand OPS as 
elements of their technical selves that require risk calculation 
and choice, having conversations about how to weigh such 
decisions and make good choices—as well as the potential 
consequences of choosing to engage in less private and less 
secure choices—is likely more helpful than monitoring. As 
youth grow and their online activities diversify, they will be 
increasingly faced with choices concerning their OPS and 
need to be armed with the knowledge and skills to make these 
choices, and parents simply cannot always be watching. The 
youth and parents in our study indicate that parental conver-
sations with youth either in addition to other forms of moni-
toring or as the sole form of monitoring, alone, is likely a bet-
ter approach. Further, contrary to parental belief, there is no 
such thing as “too early” for these conversations because, as 
these 40 youth indicate, youth of all ages understand the im-
portance of OPS and are prepared to think about how to pro-
tect themselves online. 

5.2. Implications 
5.2.1 Implications for Parents 
The primary takeaway from this study for parents is straight-
forward: talk about OPS choices with children, and begin do-
ing so in the elementary years as soon as youth are given ac-
cess to devices. Our study suggests that parents do not have 
to be experts—or even be incredibly confident in their own 
OPS knowledge—for these conversations to be successful. 
Rather, especially given the ever-evolving nature of these 
topics [18], parents can co-construct and continue to learn 
alongside their youth via conversations about OPS choices 
and behaviors versus feeling like they need to be OPS experts 
to be helpful. This idea of co-constructing knowledge could 
help overcome the gaps in knowledge that both youth and 
parents have when it comes to OPS ([8][66]), as well as pre-
pare youth to be informed decision-makers when making 
OPS choices they feel they are responsible for.  

5.2.2 Implications for Technology Providers 
Like other literature examining parent and youth understand-
ings of privacy, our study supported that both youth and par-
ents think about online security and especially online privacy 
more at the interpersonal levels and less at the commercial 
and institutional levels [33]. It also revealed through a social 
learning lens that by middle school, most youth may be get-
ting as much or more of their information about OPS from 

outside the home, including from technology tools, devices, 
applications, and services. This means that technology pro-
viders have the opportunity and possibly even the responsi-
bility to support youth knowledge, especially when it comes 
to understandings like how data is collected, stored, and 
tracked. These providers might consider making more proac-
tive, outcome-based tools to support parents instead of mon-
itoring-based ones, or creating more educational tools to 
teach young users about OPS choices and choice-outcomes. 
Similarly, providers might consider creating tools for pas-
sive-monitoring parents to help them supplement their cur-
rent strategies with conversational approaches. 

5.2.3 Implications for Future Research 
Extant research and literature tend to either conflate online 
privacy and security, or to specifically investigate one of the 
terms in isolation from the other. Our study—which investi-
gated both terms separately from each other—reveals that 
both parents and youth of all ages do understand these terms 
as interrelated but distinct, and that youth have more 
knowledge and exposure to online privacy than online secu-
rity. Future user-centered research should further explore 
youth’s interconnected understandings to explore how youth 
use their OPS knowledge in conjunction to stay secure and 
private online instead of as separate or singular entities. Fur-
ther, our study showed that especially older youth approach 
OPS from an agentive perspective, and intentionally make 
choices to engage or not engage in private and secure behav-
ior. More research investigating the nature of these choices 
and how youth make them could go a long way in continuing 
to support our understanding of youth habits. 

Finally, our study preliminarily reveals that the when, how, 
and what of parent conversations about OPS has the power to 
influence youth understandings, especially with youth in ele-
mentary and middle school. Further qualitative explorations 
into the kinds of conversations that parents have could help 
build a better understanding of exemplary characteristics of 
such conversations. More dyadic studies are a recommended 
approach to this work because of their unique ability to ex-
amine both parent and youth actions, perspectives, and result-
ing knowledge. Importantly, work is needed to understand 
how parents and youth feel about the extent and type of in-
fluence each have on understandings of OSP. 

6. Positionality and Limitations 
The positionality of the authors in this study is important to 
note. The first author is an educator and has worked with 
youth for over a decade and the second author is a parent, and 
these positionalities and related experiences explicitly sur-
faced throughout data analysis discussions. The influences of 
these positionalities were mitigated by a rigorous data analy-
sis process, as well as full-team data analysis discussions dur-
ing which individual assumptions surfaced and were 
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identified and discussed by the research team, including the 
third author who was neither a parent nor a teacher. 

Additionally, this study had several limitations. First, because 
of the COVID-19 pandemic, interviews happened via video 
platform. This meant that, although we requested that indi-
vidual participants complete the interview privately, there 
was a nonzero chance of youth/parent participants overhear-
ing and influencing each other’s responses or responding 
with the possibility of being overheard by others. Further, 
common limitations for qualitative data in general applied to 
our study, including the possibility of biases in participants’ 
self-reports of behavior (e.g. optimism bias [48]), and poten-
tial order effects by asking about online privacy first and se-
curity second [39].  

Finally, our study was limited by its cross-sectional design 
focusing only on parents and youth at one point in time. This 
study was not longitudinal, meaning we could compare dyads 
within and across age groups, but could not examine the pro-
gression of parental influence and youth knowledge of the 
same dyads over time. Further, our theoretical approach re-
quires an understanding that youth knowledge is impacted by 
a variety of factors including things like school and peers, but 
we scoped the study specifically to the influence of parents. 

Each of these design limitations offers important potential di-
rections for future research, such as focusing on longitudinal 
data and/or more holistic approaches to understanding how a 
variety of factors are influencing youth at different ages. 

7. Conclusion 
In conclusion, this study showed that the 40 3rd-12th grade 
youth we interviewed had at least basic—and at times nu-
anced and interconnected—OPS knowledge. Further, they 
viewed these topics as important and were aware that partic-
ipation in the online world includes frequent opportunities to 
make privacy- and security-related choices. For these youth, 
particularly the younger youth in elementary and middle 
school, parents were influential contributors to this 
knowledge and these choices, and had the power and influ-
ence to help their children be more private and secure online. 
For these 40 parents, the most effective strategy for influenc-
ing their children’s knowledge and understandings was 
through conversations and learning alongside their children, 
even when they thought their children might not be interested 
or old enough to fully “get it.”  

Continued learning about what young users know about OPS 
is an important step in the ongoing process of discovering 
how, when, and where to teach them this knowledge. The 
younger that youth can learn to flexibly practice strong OPS 
practices, the better prepared they will be to keep themselves 
secure online. Further, because we know that parents play an 
active and important role in this learning [4], the more we can 

help prepare parents to have constructive conversations about 
OPS with their children the better. 
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Appendix A. Demographics and self-reported OPS knowledge responses 
Dyad 

ID 
Youth 

(Grade) 
Youth Self-Rated 

Knowledge 
Youth Self-Reported 
whether always using elec-
tronic devices securely  

Parent (Age) Parent Self-Rated 
Knowledge 

Parent Perception on 
whether the child always 
uses electronic devices se-
curely  

Privacy Security Privacy Security 

D01 Boy (8th) A lot A lot Yes Mom (48) Moderate Moderate Yes 
D02 Girl (6th) Moderate Moderate Yes Mom (48) Moderate Moderate No 
D03 Boy (6th) Moderate Moderate Yes Mom (38) Moderate Moderate Yes 
D04 Girl (9th) Little Little Not sure Mom (44) Moderate Moderate No 
D05 Boy (12th) Little Little Yes Mom (37) Moderate Moderate Yes 
D06 Boy (3rd) A lot A lot Yes Mom (34) Moderate Moderate Yes 
D07 Boy (4th) Moderate Little Yes Mom (39) Little Little Yes 
D08 Boy (3rd) Little Little Not sure Mom (37) Moderate Moderate Not sure 
D09 Girl (4th) Moderate Little Yes Dad (35) A lot A lot No 
D10 Girl (3rd) Little Little Yes Mom (31) Moderate Moderate Yes 
D11 Boy (10th) Moderate Moderate No Mom (52) Moderate Moderate Not sure 
D12 Girl (5th) Moderate Moderate Yes Mom (50) Little Little No 
D13 Girl (7th) Moderate Moderate Yes Dad (46) Moderate Moderate No 
D14 Boy (4th) A lot Moderate Yes Mom (52) Moderate Moderate Yes 
D15 Girl (5th) Moderate A lot Yes Mom (34) Moderate Moderate Not sure 
D16 Girl (4th) A lot Moderate Yes Mom (39) Moderate Little No 
D17 Boy (3rd) - - Not sure Dad (41) Moderate Moderate No 
D18 Girl (5th) A lot Moderate Yes Mom (52) Moderate Moderate No 
D19 Boy (7th) A lot Moderate Yes Dad (42) Moderate Moderate Not sure 
D20 Boy (8th) A lot Moderate Yes Mom (39) Moderate Moderate No 
D21 Girl (7th) Little Little Yes Mom (36) A lot A lot No 
D22 Boy (11th) Moderate Moderate Yes Mom (48) Little Little Not sure 
D23 Boy (9th) A lot Moderate Yes Mom (47) Moderate Moderate No 
D24 Boy (11th) Moderate - Yes Mom (36) Moderate Moderate No 
D25 Girl (8th) Moderate Moderate Yes Mom (33) Moderate Little No 
D26 Boy (5th) Moderate Little No Mom (42) A lot A lot Yes 
D27 Girl (11th) Moderate Moderate Yes Mom (39) Moderate Moderate Not sure 
D28 Girl (12th) Moderate Moderate Not sure Mom (41) Little Little Not sure 
D29 Boy (6th) Little Moderate Not sure Mom (34) Little Little Not sure 
D30 Girl (9th) A lot A lot Yes Mom (51) A lot A lot No 
D31 Girl (8th) A lot Little Yes Mom (45) Moderate Moderate Yes 
D32 Girl (6th) A lot Moderate Yes Mom (44) Moderate Moderate Not sure 
D33 Boy (7th) Moderate Little Yes Mom (50) Moderate Moderate Yes 
D34 Boy (10th) Moderate Little Yes Dad (51) Moderate Moderate Not sure 
D35 Boy (9th) Moderate Moderate Not sure Mom (42) Moderate Moderate No 
D36 Girl (12th) Moderate Moderate Not sure Mom (44) Little Little Not sure 
D37 Girl (10th) A lot Moderate Yes Mom (51) Little Little No 
D38 Girl (11th) Moderate Moderate Not sure Mom (48) Little Little Yes 
D39 Boy (12th) Moderate Little No Mom (39) Little Little Not sure 
D40 Boy (9th) - - - Mom (35) Moderate Little Yes 
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Appendix B. Study Instruments
Pre-interview Questionnaire – Youth 
1. Choose your gender: [radio buttons: Boy/Girl for ES; 

Male/Female for MS/HS] 
2. How old are you? [entry field] (in years) 
3. What is your grade? [drop-down list from 3rd to 12th] 
4. Do you have a smartphone? [radio buttons: Yes, my own/Yes, I 

share one with someone else/No] 
[If the answer to Q4 is “No,” then skip to Q5] 
4.1 How old were you when you first got a smartphone? 
[entry field] (in years) 
4.2 On average, how many hours a day do you spend on 
your smartphone? [entry field] (in hours) 

5. Do you use a computer at home? (meaning a desktop, a laptop, 
or a tablet) [radio buttons: Yes, my own/Yes, I share one with 
someone else/No] 

6. How would you define online privacy? [text area] 
7. How much do you know about online privacy? [radio 

buttons: A little/A middle amount/A lot for ES; Very little to 
nothing/A moderate amount/A lot for MS/HS] 

8. [ES] Who taught you about online privacy? [MS/HS] From 
whom did you learn about online privacy? [matrix with 
Yes/No options for each item below] 

Your parents or guardians; Brothers/Sisters for ES, Siblings for 
MS/HS]; Other family members; Teachers/school; Friends; 
Yourself; Other 

9. How would you define online security? [text area] 
10. How much do you know about online security? [radio 

buttons: A little/A middle amount/A lot for ES; Very little to 
nothing/A moderate amount/A lot for MS/HS] 

11. [ES] Who taught you about online security? [MS/HS] From 
whom did you learn about online privacy? [matrix with 
Yes/No options for each item below] 

Your parents or guardians; Brothers/Sisters for ES, Siblings for 
MS/HS]; Other family members; Teachers/school; Friends; 
Yourself; Other 

12. Do you think you always use your electronic device(s) 
securely? (meaning smartphone, desktop, laptop, tablet) [radio 
buttons: Yes/No/I’m not sure] 

13. How would you define risky online behavior? [text area] 
14. Have your parents/guardians spoken to you about risky 

online behaviors? [radio buttons: Yes/No/I don’t remember] 
15. Would you say you know more, the same, or less about 

technology than your parents/guardians? [radio buttons: 
More/About the same/Less/I’m not sure] 

Semi-Structured Interview Scrip – Youth 
1. Tell me about how you spend most of your time online. 
2. I see you said you know [response from questionnaire Q15] 

about technology than your parents; can you explain this 
answer and why you said this? 

3. (ES) Does anyone in your house watch or check in on what 
you do online? Does anyone control how much time you 
spend online? [If yes, who and how?] (MS/HS) Does anyone 
in your house monitor what you do online or how long you 
spend online? [If yes, who and how?] 

4. I see you defined online privacy as [response from 
questionnaire Q6]. Do you think online privacy is important? 
[Why or why not?] 

5. Give me an example or two of a good online privacy 
choice. [What about a bad privacy choice?][What do you think 
happens when someone makes a bad online privacy choice?] 

6. I see you defined online security as [response from 
questionnaire Q9]. Do you think online security is important? 
[Why or why not?] 

7. Give me an example or two of a good online security 
choice. [What about a bad security choice?][What do you think 
happens when someone makes a bad online security choice?] 

8. I see you defined an online risk as [response from 
questionnaire Q13]. What are some examples of risky online 
behavior? Why do you think people take online risks? 
What happens to people who do [repeat answers child just 
gave about online risks]? Why do you think people make 
risky choices even if they know they’re risky? 

9. Can you remember making any risky choices online you 
can tell me about? Did you know they were risky at the 
time? What happened because of those risky choices? 

10. What are the most important things you can do to stay 
private and secure online? 

11. Who do you think is most responsible for keeping you 
private and secure online? 

 
Pre-interview Questionnaire – Parents 
1. What is your relationship to your child? [radio buttons: 

Mom/Dad/Other relative or non-family guardian (describe)] 
2. What is your gender? [radio buttons: Male/Female] 
3. What is your age? [entry field] (in years) 
4. What is your highest level of education? [radio buttons: Some 

high school/High school diploma/Some college/bachelor’s 
degree/Master’s degree/Doctoral degree/Other (specify)] 

5. What is your occupation? [text area] 
6. How many children under 18 live in your household? [text 

area] 
7. How many people in total live in your household? [text area] 
8. In general, when does your household adopt new 

technologies? [radio buttons: We try the latest technologies as 
soon as they come out/We follow technology trends/We let others 
work out the kinks first/We wait until our old technology dies/We 
wait until new technology becomes affordable for us] 

9. Do you own a smartphone? [radio buttons: Yes/No] 
10. Does your child have their own or share a smartphone? 

[radio buttons: Yes, their own/Yes, they share one/No] 
[If the answer to Q10 is “No,” then skip to Q11] 
10.1 At what age did you first give your child access to a 
smartphone? [entry field] (in years) 
10.2 On average, how many hours a day do you believe 
your child spends on a smartphone? [entry field] (in hours) 

11. Does your child have access to computer(s) in your home? 
[radio buttons: Yes, they have their own device/Yes, they 
share one with me or other family members/No] 
[If the answer to Q11 is “No,” then skip to Q12] 
11.1 At what age did you first give your child access to 
computers at home? [entry field] (in years) 

12. How would you define online privacy? [text area] 
13. How much would you say you know about online privacy? 

[radio buttons: Very little to nothing/A moderate amount/A lot] 
14. How would you define online security? [text area] 
15. How much do you know about online security? [radio 

buttons: Very little to nothing/A moderate amount/A lot] 
16. Do you think your child always use electronic device(s) 

securely? (smartphone, desktop, laptop, tablet) [radio buttons: 
Yes/No/I’m not sure] 

17. How would you define risky online behavior? [text area] 
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18. Have your spoken to your child about risky online 
behaviors? [radio buttons: Yes/No/I don’t remember] 

19. Do you think your child has been a victim of risky online 
behaviors? [radio buttons: Yes/No/I’m not sure] 

20. Do you think your child has knowingly engaged in risky or 
negative online behaviors? [radio buttons: Yes/No/I’m not sure] 

21. Do you think your child has more, less, or about the same, 
knowledge of technology as you? [radio buttons: More/About 
the same/Less/I’m not sure] 

Semi-Structured Interview Scrip – Parents 
1. Tell me about how you spend most of your time online. Do 

you think you and your child do similar things online? 
2. Do you or does someone else monitor and/or limit your 

child’s cell phone use?  [If so, who and how? Why?] 
3. I see you defined online privacy as [response from 

questionnaire Q12]. How, if at all, do you think online 
privacy matters in your child’s life? 

4. Describe good and bad online privacy choice. What are 
some of the consequences when children your child’s age 
make bad online privacy choices? Have you talked with 
your child about these choices and these potential 
consequences? 

5. I see you defined online security as [response from 
questionnaire Q14]. How, if at all, do you think online 
security matters in your child’s life? 

6. Describe good and bad online security choice. What are 
some of the consequences when children your child’s age 
make bad online security choices? Have you talked with 
your child about these choices and these potential 
consequences? 

7. I see you defined an online risk as [response from 
questionnaire Q17]. What sorts of risky choices do you think 
children your child’s age make online? Why do you think 
children take online risks? 

8. What are the most important things you think a child can 
do to stay private and secure online? What challenges, if 
any, do you face in helping maintain your child’s privacy 
and security online? 

9. Who do you think is most responsible for keeping your 
child private and secure online? 
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Appendix C 

Example of coding process from first cycle codes through final theming of data 
Research  
Question 

First Cycle Sorting Codes First Cycle Compari-
son/Discussion Codes 

Themed Data 

RQ3: How, if at all, do 
parents influence chil-
dren’s OPS understand-
ings? 

• P1a: Describes privacy (including 
extensions and descriptions from 
interviewee prior to the question 
‘do you think online privacy is 
important?’) 

• P1b: Y1b: Privacy understandings 
(own or related to child) 

• Y1a: Describes privacy (including 
extensions and descriptions from 
interviewee prior to the question 
‘do you think online privacy is 
important?’) 

• Y1b: Privacy understandings (in-
cluding examples and explana-
tions from interviewee prior to the 
question ‘do you think online pri-
vacy is important?) 

• P2a: Describes online security 
(including extensions of defi 

• P2b: Online security understand-
ing (own or related to child; in-
clude answers to “how do you 
know they’re secure”) 

• Y2a: Describes online security 
(including extensions and descrip-
tions from the interviewee prior to 
the question’ do you think online 
privacy is important?’) 

• Y2b: Online security understand-
ing (including examples and ex-
planations) 

• P1c: Perception of the role/im-
portance of online privacy to 
child 

• P2c: Perception of the role/im-
portance of online security to 
child 

• P4d: Reports discussion pri-
vacy/security with children as a 
way to teach/regulate use (include 
stories) 

• P4e: Reports physically control-
ling/monitoring children’ devices 
in some way 

• P4m: Does not monitor device 
use/activities 

Abbreviated Codes: 
• Shared knowledge  
• Fatalistic 
• Agency/agentive 
• Believe in privacy 
• Conflicting beliefs 
• Consequences 
• Specific conversations 
• General “conversations”  
• Reactive conversation 
• Consequence-based conver-

sations 
• Physical control 
• Device/technology moni-

toring 
• Privacy/security connection 
• Passive monitor 
• Screen time 
• Incident-based beliefs 
• Good kid syndrome 
• “Open door policy”  
• Cancel culture 
• Stranger danger 
• Deception-as-strategy 

Steps: 
• Compare P1a & P1b with 

Y1a & Y1b at the dyad 
level and then cross 
dyad/grade level 

• Compare P2a & P2b with 
Y2a & Y2b at the dyad 
level and then cross 
dyad/grade level 

• Compare P1c & P2c with 
P4d, P4e, & P4m at the 
dyad and then cross 
dyad/grade level; then com-
pare these results with Y1a, 
Y1b, Y2a & Y2b 

Results: 
• Parents who don’t find P/S 

important don’t talk about 
it  

• Parents of young children 
rely on parental controls, 
but don’t love them 

• All monitoring decreases as 
youth age (within and cross 
case) 

• Most parents physically 
monitor AND have conver-
sations  

• School is a trusted source 
• Conversations are reaction-

ary and consequence-cen-
tric  

• Conversations are develop-
mentally-perceived by par-
ents 

• Higher knowledge = par-
ents who have more con-
versations (younger) 

• More specific conversa-
tions = higher knowledge 
(younger) 
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Abstract
Many people who are blind take and post photos to share about
their lives and connect with others. Yet, current technology
does not provide blind people with accessible ways to handle
when private information is unintentionally captured in their
images. To explore the technology design in supporting them
with this task, we developed a design probe for blind people —
ImageAlly — that employs a human-AI hybrid approach to de-
tect and redact private image content. ImageAlly notifies users
when potential private information is detected in their images,
using computer vision, and enables them to transfer those im-
ages to trusted sighted allies to edit the private content. In an ex-
ploratory study with pairs of blind participants and their sighted
allies, we found that blind people felt empowered by ImageAlly
to prevent privacy leakage in sharing images on social media.
They also found other benefits from using ImageAlly, such as
potentially improving their relationship with allies and giving
allies the awareness of the accessibility challenges they face.

1 Introduction

A challenge for blind people1 is how to remove private infor-
mation they unintentionally capture in images they take before
sharing the content with others (e.g., personal information on
stray screens or pieces of paper, human faces that were not
supposed to appear). For example, prior work reported that
over 10% of over 40,000 images taken by blind people con-
tained private information [19]. Yet, sharing images is a key

1We use the identity-first language when describing people with visual
impairments, guided by the National Federation of the Blind.
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way for people to connect with each other, including on social
networking services (SNSs) [36]. This challenge on how to
preserve private visual information is relevant for the more
than 49 million blind people around the world [1,11,29,50,51]

Given the increasing ubiquity and accessibility of mobile de-
vices with built-in cameras, there is a growing potential benefit
of developing technology that supports blind users in redacting
private information in images. Yet, this capability is not yet
available. For instance, a potential workaround is to leverage
existing image editing tools to redact private information in
images, yet such tools are inaccessible to blind people. That is
because such tools require precise hand-eye coordination (e.g.,
moving the mouse or finger to brush over specific areas). Our
goal is to bridge this gap by empowering blind people with
an accessible tool that facilitates the detection and redaction
of private content in images they intend to share with others.

We introduce a new human-AI hybrid approach to enable
blind people to avoid unintended privacy-violating disclosures
in images they intend to share publicly. We first employ
computer vision to provide first-pass prescriptive insights
(object recognition and image captioning with associated
confidence scores) about image content. Blind users can then
decide for themselves whether they consider these identified
objects as unnecessarily private or sensitive and whether they
want to ask their trusted sighted allies (family members or
friends) for targeted editing assistance. If they choose to do
so, they can specify how they want the image to be edited (e.g.,
blurring specific human faces or cropping out certain parts
of the image). Our approach was inspired, in part, by what
Nissenbaum et al. call handoff [40] and what Zhang et al. call
an assistive transfer system [54]: a system that allows blind
people to solicit just-in-time, targeted assistance from a trusted
sighted ally to solve an outstanding accessibility challenge.
This human-AI hybrid approach also aligns with the emergent
perspective of embracing interdependence in assistive
technology design [8]. We designed a proof-of-concept system
to operationalize and assess this hybrid approach: ImageAlly.
We aim to use this system as a probe to understand how such
tools can be used by blind users and their sighted allies [26].

USENIX Association Nineteenth Symposium on Usable Privacy and Security    417



We conducted a user study to deploy this probe with 20
participants (10 pairs of one blind individual and one sighted
ally), following a pilot study (see appendix A.2) with seven
participants (four blind people and three sighted allies). The
goal of our study was to answer three research questions:

1. How well does our human-AI hybrid approach address
blind people’s need to identify and redact private
information in images they consider sharing online?

2. Given that both the AI-generated insights and the edits
generated by human allies provide different levels of
information and carry some uncertainty (e.g., AI results
can be inaccurate and allies’ edits can be subjective), how
might blind people use human versus AI assistance? As
part of this, we are interested in how they might deal with
the uncertainty when deciding whether to solicit targeted
editing assistance from trusted allies and share edited
images online.

3. How might use of ImageAlly affect the perceived
relationship between blind people and their trusted allies,
given that prior research on friendsourcing in general [56]
and assistive transfer systems in particular [54] suggests
that friendsourcing approaches can impact social
relationships between friends?

We found that the ImageAlly approach showed promise
in supporting blind people in sharing images in a way that
aligns with their personal privacy preferences by facilitating
the detection and redaction of private content in those images.
We also found that our blind participants varied in what they
wanted out of ImageAlly. For example, our participants wanted
different things out of the AI-powered image screener: some
preferred minimal descriptions of image content so they could
efficiently check for privacy leaks in images they took them-
selves, while others wanted to use the screener to confirm that
their allies appropriately redacted private information in their
images. For images processed by allies, we also observed some
inconsistencies between sighted allies’ editing and blind users’
preferences in six out of a total of 20 cases, which were per-
ceived differently by different blind participants and could
potentially be avoided by using ImageAlly for a second-time
AI screening. Lastly, some participants also believed that their
interactions with the blind individuals or sighted allies through
ImageAlly have potentially positive impact on their relation-
ships. For example, some sighted ally participants felt that
ImageAlly has a positive value in improving their awareness
of the challenges that their blind family members or friends
faced. They also found ImageAlly useful and felt it could pre-
vent their blind family members or friends from accidentally
sharing private information with others.

To summarize, our work makes three main contributions:
(1) we introduced and explored the design space of assistive
transfer systems for processing images with private informa-
tion, (2) we designed and implemented a proof-of-concept

assistive transfer system, ImageAlly, to serve as a design probe
to explore our human-AI hybrid approach in facilitating the
detection and redaction of private photo information for blind
people, and (3) we conducted a design probe study with both
blind people and their sighted allies to answer our research
questions and synthesize design insights for assistive transfer
systems and other tools designed to improve blind people’s
exploration and editing of images.

2 Related Work
2.1 Image Sense-making for Blind People
One approach that blind people currently take when they want
to make sense of images is to rely on apps and services that use
state-of-the-art computer vision techniques to detect objects
and caption images. Such tools include Microsoft’s Seeing
AI [2], Google’s Lookout App [16] and other automated image
description services [52]. While these services describe image
content, their outputs do not offer prescriptive guidance to
assist blind people in identifying and obfuscating private infor-
mation that may be unintentionally captured in those images.

Besides commercially available tools, the development of
deep learning models [17, 31, 42] has spurred the increasing
use of automated image description models that can assist in
image sense-making [5, 25, 53]. Such technologies simplify a
wide range of everyday tasks including identifying objects and
recognizing familiar faces or facial expressions [4]. Zhao et al.
studied how state-of-the-art computer-generated descriptions
in Facebook’s photo-sharing feature can help blind people im-
prove the photo-sharing experience [55]. Blind people were
also found to place a lot of trust in automatically generated
captions for visual content on social media (e.g., Twitter) al-
though the caption may diverge from the visual content [37].
Simons et al. studied crowd workers’ motivations and chal-
lenges for generating image descriptions to develop automated
solutions [44]. Finally, Gurari et al. explored the limitations of
modern algorithms in captioning images taken by blind peo-
ple [20]. While ImageAlly is guided by these prior studies, our
design probe is novel in understanding blind users’ practices of
handling private visual content in a human-AI hybrid fashion.

Another approach blind people currently employ to make
sense of images is to rely on human intelligence through
crowdsourcing or friendsourcing. Blind people sometimes
solicit sighted assistance from remote humans to support vi-
sual interpretation and visual question answering tasks. This
includes relying on remote professional assistance services,
such as Aira [3], asking physically proximate allies for direct
assistance [51], and soliciting assistance using commercial
and research-based crowdsourcing services, including Be My
Eyes [41] and VizWiz [10]. Generally, these services provide
blind people with remote assistance from sighted allies who,
for example, answer questions about their surroundings or pro-
vide vocal-guidance on using inaccessible interfaces. However,
a limitation of these human-based services is that they do not di-
rectly support screening images (or videos) for private content.
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2.2 Photo Practices of Blind People
Blind individuals (including teens [9]) take and share pho-
tographs for the same reasons that sighted people do [6,22,29].
However, when they share photos, identifying possible private
and sensitive information inside can be a challenge [45], not
to mention processing that information. Researchers have
developed many alternatives to assist blind photography.
For example, Google Lookout App [16] and iOS AI-based
VoiceOver recognition [49] provide text and audio feedback
of what is in the camera field of view.

Vázquez et al. proposed to help blind users aim a camera so
that they can know for sure what content is inside the frame [47].
Iwamura et al. [28] tried to solve the same problem by intro-
ducing a system that uses an omnidirectional camera. Comple-
menting the plethora of prior work around blind photography,
we introduce and evaluate the first prototype directly designed
to empower blind photographers to avoid inadvertently sharing
private/sensitive content captured in their images. Our work
builds off of prior work that investigated obfuscation tech-
niques to mitigate privacy leakage in images, such as via blur-
ring,pixelating, inpainting, and avatars [27,35]. Our ImageAlly
system provides sighted allies with obfuscation options and, to
our knowledge, our work is the first to explore blind people’s
experiences of applying obfuscation for privacy-preservation.

3 Design Considerations

We began designing ImageAlly by identifying the challenges
blind people experience with sharing images, especially
when those images might contain private information. More
generally, we identified three design goals for a hybrid
human-AI system for blind users to identify and occlude
private information in images based on recommendations
from prior literature [45, 55]. A co-author of this paper who
is blind also informed the design goals we strove towards.

3.1 Identifying Potentially Private and Sensi-
tive Information in Images

Our first goal is to fine-tune state-of-the-art computer vision
models to identify potentially private information in an image
to facilitate targeted editing or further description by a sighted
ally. This goal emerged based on our understanding that
despite impressive advances in facial recognition, object
detection, optical character recognition (OCR), and image
captioning, the identification of what content may be private
is highly contextual and personal [4, 45]. Thus, full delegation
of this responsibility to AI may be untenable. Such a system
would require going beyond simply identifying and captioning
the image contents, to recognizing the content in relation to
blind people’s specific visual privacy concerns in a particular
sharing context. In turn, our objective was to fine-tune existing
AI models to better identify image content that blind people

might consider to be private, e.g. faces and text [45, 55], and
then transfer that image content to sighted human allies who
can further interpret and redact the private content. We consider
such information screening as a first-pass prescriptive insight.

3.2 Redacting Private Information in Images
Our second goal is to source human assistance to redact private
information and provide description of their operations for
blind people to digest what has been changed in images. For
example, blind people may want to crop a certain application
window out of a screenshot of their laptop screen, blur out
personally identifiable information in a document scan, or blur
out children’s faces in personal photos. These tasks require
an accurate understanding of private visual information and
precise hand-eye coordination to act on it, such as moving the
mouse/finger to the edge of or over the area that needs to be
blurred. Therefore, rather than trying to build an automatic
image editing tool using AI models, our objective was to
source direct human assistance to help edit the photos. One
opportunity to address this goal is to enable a remote ally to
directly edit the photos. We consider such a photo transferring
and editing as a second-pass human-powered editing.

3.3 Communicating and Verifying Screening
Preferences

Our third goal is more of an additional consideration to com-
plement the human-AI hybrid approach. While such a hybrid
system of (1) first-pass AI-generated prescriptive insights and
(2) second-pass human editing can address our first two design
goals, privacy needs vary across individuals and sharing sce-
narios. For example, the designated ally might recognize some
personally identifiable information as private, and not recog-
nize other information as private, and return a photo that does
not meet the blind user’s expectation (e.g., blurring faces that
were not meant to be blurred, or forgetting to crop parts of the
image that were meant to be redacted). Given that blind people
may not be able to confirm if the edited photo was edited in line
with their expectations,a third goal was to provide an accessible
way for blind people and their allies to communicate expec-
tations, preferences, and actions. Blind people should have a
way to directly state how they expect the photo to be edited.

4 ImageAlly System

Guided by our design goals, we implemented ImageAlly as
a design probe [26] on iOS using React Native. In addition
to the mobile app, ImageAlly also includes the interface for
allies and the backend server. The interface for allies presents
the photo sent for redacting, the blind requester’s instructions
for how they would like the image edited, and an interactive
image-editing tool. Next, we describe ImageAlly’s interfaces
for the blind users and their allies.
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4.1 Non-Visual Interface

We designed and developed ImageAlly’s non-visual interface
(see figure 3) to provide blind users with image descriptions
(descriptive screening results) through text (and sound when
accessed through a screen reader). To do so, ImageAlly first
employed existing libraries and APIs [43] to detect potentially
privacy-intrusive information — i.e., faces, pre-selected object
categories (e.g., documents, ID cards), and texts that appear in
photos based on insights from prior work [19,45] and our blind
coauthor’s personal experience. This variety of information
was collected to assist blind users in their decision-making
process while having them ultimately determine if the
identified content is private or sensitive, and if so, whether
to edit it or leave it as is. Accordingly, in the case that the
descriptive screening results indicate that there is potential
private information in the image, the interface provides users
with a choice to send the photo to their designated ally. As
part of this process, the user can specify preferences—by
choosing from a list of common options or by typing in their
own preferred message for the ally—to indicate how the image
is further evaluated for private information.Lastly, users will
be asked to select a contact and click a button to send the
photo-processing request. Figure 2 summarizes the interaction
workflow of ImageAlly. We provide a detailed description of
ImageAlly’s descriptive screening process in the appendix.

4.2 Visual Interface for The Allies

Once a blind user obtains AI-generated descriptions of
potentially private content in images, they may next choose
to solicit assistance from allies to redact this information.
These sighted allies are solicited through an SMS or email
message in which they are provided with a link. The link, in
turn, directs the ally to a web interface that presents the photo
to be edited, the blind users’ corresponding instructions for
what information to redact, and a suite of controls to help with
redacting private information in images. For example, if the
blind user asks the ally to blur out all the text in the photo,
the ally can use the built-in tools to blur out the image partly
and return the image back to the blind person. Allies also
have a text-input box through which they can inform the blind
requester of what they did to the photo.

We provided as obfuscation techniques pixelating and blur-
ring using finger-drawing (like an eraser). Note that we use the
term “blur” in ImageAlly and throughout the paper as a general
term for obfuscation, unless noted otherwise, since we used
this term with our study participants to make it easier to under-
stand than with a more technical term such as obfuscation. Of
note, prior work has shown that obfuscation techniques such
as blurring and pixelating can be ineffective [33–35, 48] or
attacked (reversed) via deep learning [39], however, they are
still favored by users and viewers [13, 23, 35, 48]. Considering
the privacy-utility trade-off and the required effort for obfus-

cation, we chose blurring and pixelating in our current design
as simple interactions for sighted allies to perform. With that
said, ImageAlly could incorporate and work with other current
and future improved obfuscation techniques.

5 Study Method

We used ImageAlly as a probe that serves the design goal of
inspiring users and researchers to think about new technolo-
gies and the social science goal of understanding the needs and
desires of users in a real-world setting [26]. Specifically, we
sought to gain insights into blind users’ perceptions of, prefer-
ences towards, and usage of a hybrid human-AI assistive trans-
fer system for identifying and redacting private information in
photos they intend to share online. To that end, we conducted
an exploratory study of ImageAlly with 20 participants (10
blind people and 10 allies) using an IRB-approved protocol.
We asked blind people and one of their sighted allies (a friend
or family member, recruited with the blind participant) to use
ImageAlly to screen and edit photos from different sources.

After the study, we conducted a comparative analysis on
the pictures initially selected by the blind participants and the
redacted pictures edited by the allies. This comparative analy-
sis highlighted differences in how participants used ImageAlly,
as well as afforded us insight into whether ally-edits aligned
with blind participants’ preferences. Furthermore, for those
ally-edited pictures that did not fully match blind participants’
preferences, we followed up with the blind participants and
asked them how they felt about and wanted to act on that
inconsistency. Together we evaluated how ImageAlly worked
in detecting and redacting private image contents and covered
cases where ImageAlly did not work perfectly and how blind
users would like to handle it.

5.1 Participants
We recruited participants in pairs: one blind user and one
sighted ally who the blind user considered a trusted friend
or family member. In total, we recruited 10 pairs for 20 total
participants: 10 blind participants (referred to as requesters and
numbered from R1 to R10), and 10 sighted allies accordingly
(referred to as A1 to A10). Also two requesters reported to
have hearing impairments. The relationship of the participant
pairs varied from friends to family members including mother
and daughter, brother and sister, husband and wife. Note that
we only recruited requesters that use iPhones.

5.2 Apparatus
We used the ImageAlly design probe to conduct the exploratory
lab study. We provided a downloadable link via TestFlight [46]
before the study to let the blind users install ImageAlly on
their iPhone. For sighted allies, we also designed a simple
web interface that contains basic image editing tools including
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functions, such as blurring, cropping, and drawing overlay
markups (Figure 3, right). We developed the system so sighted
allies would not themselves need to install ImageAlly, but
would instead receive SMS text or email messages with an
embedded link assigned to this photo-editing session.

To simulate different scenarios, we used two image sources
in the study. First, we asked each blind user to prepare an image
that contains information they consider private. To protect their
privacy, we asked them to use outdated information: (1) their
room surroundings, (2) selfie or family photos, (3) a screenshot
of phone chat history, (4) a received letter, (5) an expired
credit card, (6) an expired ID card, (7) a medicine bottle with
descriptions, (8) visited webpages. These are the main privacy
categories identified in the VizWiz-Priv dataset [19]. We
ensured using their photos only for this project.

Second, we asked the blind users to share/re-post an image
prepared by our research team on social media. This is to
simulate the situation where they share others’ visual content.
The image was a mobile phone screenshot of a work group’s
chat history with co-workers’ names and avatar profiles.

By using two different sources, we were better able to
evaluate ImageAlly by accounting for a broader variety of
real world scenarios in which a blind person may consider
soliciting assistance, e.g., capture photos, and/or share and
repost photos from a second party.

5.3 Procedure

First, we conducted a single session remote study over Zoom.
The remote aspect of the study enabled our research team to
simulate the likely use-case for ImageAlly, where the requester
and the ally are not co-located when the requester might need to
use ImageAlly. Upon receiving participants’ written consent,
we video-recorded all sessions and took detailed notes.

All study sessions lasted about an hour, including a
post-study interview to gain insights of requesters’ and allies’
feedback separately in Zoom breakout rooms. Prior to the
study, the participants were told to prepare one photo from the
categories mentioned above in 5.1.2, and install the ImageAlly
App, which took around 5-10 minutes.

After the study preparation and introduction, the researchers
divided the participants into two Zoom breakout rooms to
simulate remote collaboration (i.e., they did not need to be
physically co-located to use the system). The two researchers
who helped conduct the study went into each of the two
breakout rooms to guide them through the study, answer
their questions, and conduct the exit interviews. After the
researchers and the participants settled in different rooms, the
researcher in the requester room (referred to as Researcher 1)
introduced the tasks and asked the participants questions from
a pre-study questionnaire (shown in Appendix A.6) about their
experience with photo sharing. The researcher in the ally’s
room (referred to as Researcher 2) also introduced the tasks
and asked the allies questions about their previous experience

of receiving requests and providing visual assistance by
describing the content of the photos, their concerns about
seeing private information from others, and their preference
about being contacted by requesters.

After asking both participants about their previous expe-
riences with requesting and/or providing visual assistance,
the researchers explained the possible scenarios in which Im-
ageAlly could be used. We asked the requesters to imagine that
they were sharing photos across two scenarios that were meant
to approximate distinct real-world situations in which blind
people may want to share a photo but may harbor concerns
about photo content: sharing original photos taken by them-
selves,and (re-)sharing photos taken by others. Doing so allows
us to compare/contrast preferences across different contexts of
use — for example, would participants have different privacy
concerns when sharing others’ vs. their own photos? Would
participants want the system configured, and if so, how? To
strengthen ecological validity from the ally’s perspective, they
were instructed that the requests from their friends may come
at any time, and that they could do other tasks rather than pas-
sively waiting for ImageAlly requests. When their assistance
was requested, they would be notified via SMS text message.

After explaining the scenarios, the lab study began.
Researcher 1 asked the requester to navigate to the ImageAlly
App, go over the instructions in the App, and follow all the
prompts from step one to step four (figure 3 left). For the first
session, Researcher 1 asked the requesters to use their own
photos and answered any question they may have during use
of ImageAlly. Within the app, users have the option to send
images to allies for editing depending on whether they believe
there was private information in images. However, in our
study, because the blind participants were instructed to prepare
photos with private information prior to the study, most of
them (9 out of 10) chose to continue sending the request
since there was private information in the images. Only one
participant (R1) prepared a selfie which didn’t have private
information they wanted to blur. However, R1 also chose to
continue exploring the full features of ImageAlly. Before they
sent the request, the blind participants were prompted to select
a contact from their contact book integrated inside ImageAlly.
Then they clicked a button to send the request.

After the allies received the message, they were asked to
open a link with the web interface of the image editing tool in-
side. They were also prompted to follow the requesters’ stated
preferences and crop or blur out certain parts of the photos and
provide text description of what they did to the photo. After they
were finished, they clicked a button to send back the photo and
the description, which can be saved and read by the requesters.

The session was repeated for the second scenario where
requesters were asked to forward a photo created by our
research team. The photo was sent to the requesters either
using an email attachment or a Dropbox download link.
Their allies also followed the same process of receiving,
reviewing, and editing images. After completing all the tasks,
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the researchers conducted an exit interview asking about
participants’ detailed experiences with the ImageAlly system.
The questions include general feedback, suggestions for
improvement, Likert-scale questions on system usability,
and how such requests might impact the social relationship
dynamics between requesters and allies (see Appendix A.7).

After the study sessions, we observed that for some images,
there were some inconsistencies between the blind partici-
pants’ preferences, sighted allies’ edited images, and/or their
descriptions of how they edited the images. We then analyzed
those images and further followed up with the blind partici-
pants whose preferences were not fully addressed in the edited
images. We asked those participants how they felt about and
how they would handle the inconsistency. We report on this
post-study analysis in Section 6.4.

5.4 Data Analysis

Upon receiving participant consent, we recorded the study
Zoom meeting and logged users’ behaviors in the ImageAlly
prototype (e.g., blind users’ requests and preferences, and how
allies edited images) as suggested by Hutchinson et al. [26]. We
transcribed the study videos and two members of the research
team analyzed the study sessions using thematic analysis [12].
We first individually read and familiarized ourselves with the
transcripts. Next, we performed an open coding of sessions
independently. We then discussed regularly and eventually
converged on the codes and the groupings of codes (i.e.,
themes) emerged. Since this work is exploratory and our analy-
sis involved the generation of new codes, following guidelines
from prior work [38], we did not calculate inter-coder
reliability. Example themes include blind participants’ prior
experience, general feelings about ImageAlly, and how they
reacted to the AI and ally generated results about photos. For
sighted allies, our analysis covered their impressions about Im-
ageAlly, their willingness and general availability to help blind
requesters with images. We also recorded task completion
time and their responses to System Usability Scores [15].

We conducted a comparative analysis on the 20 pictures
used in the study (10 original pictures selected directly
by blind participants, and 10 selected by researchers to
be “forwarded” by participants) and the processed version
of those pictures edited by allies during the study. Two
researchers examined each image manually by independently
recording the differences between the picture sent by the
blind participant and the picture edited by the ally. We mainly
analyzed: (1) What was the image about? (2) What were the
blind participant’s preferences, how does the edited image
look like, and what was the ally’s description of how he or she
edited the image? (3) What was the difference between the AI
screening results of the original image and the edited image?

Then two researchers met online and discussed consensus
of these recorded differences. These differences were fairly
straightforward to annotate (e.g., whether a person’s face

has been blurred or not). We mainly focused on gauging the
alignment between blind participants’ stated preferences for
edits and how sighted allies actually edited the pictures.

6 Results
To contextualize our study findings, We first present results
that answer our three research questions (from subsection 6.1
to 6.3 accordingly). Finally, we talk about a post-analysis of
inconsistent image editing from allies (subsection 6.4).

6.1 Overall Impression and Use of ImageAlly
To answer our first research question about how blind partic-
ipants and sighted allies felt about ImageAlly’s features, we
asked participants about their overall impression of ImageAlly.
All participants reported that they liked the ImageAlly system
but also identified specific pros and cons. To frame their
reactions to the system, we next report on our observations
of how participants used ImageAlly in the study.

6.1.1 ImageAlly Usage

All 10 blind participants successfully installed the App prior
to the study or with a researcher’s help during the study,
selected the photos they wanted to screen, and received the
AI screening results. The photos chose by participants for
the study included selfies, family photos, screenshots with
personally identifiable information, expired ID cards and
credit cards, and document scans. We present details of these
photos in table 2 (Appendix A.4).

Each task, from opening the app to receiving the edited photo
and saving or sharing it, took between 5 to 15 minutes. We note
that the allies were ready to help immediately, which might
not always be the case in practice. Task duration depended
on several factors such as how familiar both requesters and
their allies were with the ImageAlly interface (for the second
scenario/task) and whether they asked questions during the task.
However, ImageAlly provides an asynchronous way to process
photos and it is often not a time-sensitive or urgent task. Most
blind participants (9 out of 10) said they were willing to wait
for the request to be completed, since they understood that, for
instance, the human-editing process could take time. Unlike the
first photo task where blind participants used their own images,
in the second photo task we asked participants to imagine
that they were “forwarding” photos from others. All blind
participants were able to follow the same steps as the first task.

We also discovered that blind participants used ImageAlly
differently across the two scenarios. For their own photos, two
blind participants (R2 and R8) took the photos days before the
study and thus couldn’t locate the photos instantly. Then they
used ImageAlly’s AI screening function as a confirmation
tool to help find the right photo. R2 mentioned that ImageAlly
provides a quick and accessible way to confirm whether this
photo was the one they wanted to select because it’s “just a
couple clicks away.” They already knew roughly what was in
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the photo and could quickly recognize the simple keywords
or key objects in the AI screening results. For example, R2
found the keyword “server” in the AI screening results and
immediately recognized that was the right photo she intended
to select. In contrast, when “forwarding” others’ images, most
blind participants used ImageAlly as an exploration tool (as
opposed to confirmation) in order to understand the contents
of the images because they had no idea.

6.1.2 Blind Participants’ Impressions of ImageAlly

All blind participants liked ImageAlly’s overall functionality
and workflow. They spoke positively about ImageAlly provid-
ing: (1) some level of independence and interdependence (e.g.,
R2 said “I love the idea, it basically gives me the freedom to
do stuff myself, and it’s a really great way for my family to
assist me”); (2) more information about photos (e.g., R4 said

“I think it’s really cool. I have a lot of experiences with image
description but all of them are limited. It’s giving me much
information”); and (3) accessible and user-friendly interface
(e.g., R3 commented “I enjoyed it because it’s simple to use.
It makes sense once I get it and it’s pretty user-friendly”).

Many participants (five blind participants and six ally par-
ticipants) also pointed out the limitations of ImageAlly. First,
while the system allows allies to provide a description of what
the photo is about and what they did with the photo, it was still
sometimes hard for blind requesters to know what was changed
and to trust that the edited photo was free of private information.
Two blind participants (out of 10) expressed concern about the
edited photos. For instance, R1 mentioned that “Maybe they
missed something or I missed something. Before I share, I want
to be confident of what to share.” R1 was worried that perhaps
her preference recorded wasn’t clear enough for the ally or
the ally misinterpreted the message and edited it unexpectedly.
However, the other blind participants (8 out of 10) expressed
their trust towards their friends and family members in whether
they could successfully edit the photo as requested. For in-
stance, R3 said that “If I choose this friend to send the image,
it means I trust them and along with the photo they edited”. R2
had a similar sentiment: “I don’t need another way (to confirm)
because I trust my friend and family” Note that ImageAlly does
not introduce a new trust challenge — even with face-to-face
assistance,blind people still face the same challenges with trust-
ing that their ally accurately edited their photo in accordance
with their preference. In fact, ImageAlly provides a partial solu-
tion to this trust challenge: requesters can run an edited image
through the ImageAlly to get some descriptive insight into how
an ally’s edits changed what was perceivable to the AI, and can
just as easily solicit a second opinion from another trusted ally.

Participants also suggested other areas for improvement.
For instance, four blind participants said that they wanted to
receive notifications when their allies received the request
for photo editing to remove the private content, when the
allies start working on the request, and when the allies finish

checking the photos. They also desired a way to check their
allies’ availability before they send the request and the option
of sending requests to multiple people at the same time when
they are unsure if someone is not available.

6.1.3 Allies’ Impressions of ImageAlly

All ally participants found the tool useful and easy to use in
general. Allies highlighted that ImageAlly could prevent their
blind friends or family members from accidentally sharing
sensitive information such as credit card information with
others. They also felt that the tool readily provides them
with ways to help their blind friends or family members. For
instance, A8 shared that using ImageAlly would make her

“feel more confident when my husband has to send pieces of
info to someone.” She further highlighted that ImageAlly
eliminates the need for her to be physically present to help her
husband, “He doesn’t necessarily need me right there, he can
be in office and me at home and still help him out.”

Some ally participants were even interested in using the blur
feature of the tool for their own photos because they were not
aware of any other tool that provides the similar blur feature.
Our ally participants also offered design suggestions for the
tool, such as the ability to zoom into the picture to precisely
blur required information. Some allies (A2, A3, A8, A9) also
found the instructions provided by the blind requester a bit
confusing and hard to interpret. For instance, according to A8,

“Blur my identifiable information is confusing whether it should
include only their information or everyone else’s too.” Future
designs of tools like ImageAlly could allow back-and-forth
communication between requesters and helpers.

6.1.4 Perceived Usability of ImageAlly

We also used the System Usability Scale [15] to measure
our participants’ perceived usability of ImageAlly. Most
participants (both requesters and allies) agreed or strongly
agreed that ImageAlly was easy to use, had well-integrated
and consistent features, and that they would like to use it
if ImageAlly is available (figure 1). The calculated SUS
scores [15] were 86.25 for blind participants and 84.25 for
sighted allies, indicating high usability of ImageAlly.

6.1.5 Privacy Concerns

ImageAlly was designed to process photos with private or
sensitive information when blind people wish to share them,
either on social media or with friends. However, people
may have concerns even when sending them to friends or
family members to check. Therefore, we explicitly asked
about requesters’ concerns of sending photos to an ally. Our
blind participants expressed that since ImageAlly allows
them to choose the photo and the people they trust to ask for
help, they were not concerned. For instance, R6 said “Now
I am confident of what I am going to share.”. Similarly, ally
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Figure 1: System Usability Scale scores from requesters and allies showing that both blind participants and their allies had a
general positive attitude towards ImageAlly’s usability.

participants also reported no concerns seeing photos shared
by blind participants. However, in some cases, the relationship
might impact what photos a blind participant would share
with the allies. For example, when A9 was asked, if she had
any concerns seeing her mother’s private information in the
photos, she responded, "Not an issue so far. My dad is sighted
he also checks photos with her."

6.2 AI and Human-Generated Results
Our second research question focused on how the blind par-
ticipants perceive and use AI screening and human-processed
results. For example, what AI-generated information would be
useful for blind people to decide whether to share photos; and
how they interpret and use this different information (e.g., type
of objects identified, confidence scores of AI results).

6.2.1 Usage of AI-generated Results

Face Number Recognition. ImageAlly provides the
number of faces detected in the photo, a feature that most of
our blind participants found to be simple and effective. For
instance, R8 said that “When I take objects, I want to know if
there are faces I am not aware of, this is quite important.” R3
compared the simple face number recognition with SeeingAI’s
image exploration functions and thought such detailed and
thorough exploration of images in SeeingAI was not necessary
when they are taking and checking photos. R5 also pointed
out that when they are taking their own photos, they usually

“have a clue of what’s going on” in the photo, and thus simple
feedback such as the number of faces recognized is sufficient
and more efficient than more detailed descriptors.

Object Detection and Text Extraction. In our study, eight
out of 10 photos used by our blind participants had text-based
private or sensitive information such as names, addresses,
ID numbers (see table 2 in Appendix A.4 for details). All
blind participants found that text extraction was particularly
important when deciding whether to share photos. In practice,
AI-generated outputs have inevitable uncertainty. We were

interested in how blind participants would make sense of and
make use of the confidence scores of the privacy-relevant
AI-generated outputs. For example, how would a confidence
score of 50% versus 80% alter a blind user’s perception of
and trust in the output? We noticed several occasions in the
study where the confidence score of a certain object in the
blind participant’s own photos was low; when that happened,
we asked additional questions in the exit interviews about their
interpretations of those outputs. We found that while high
confidence scores on certain objects (e.g., text of addresses and
ID numbers) would unsurprisingly motivate blind people to
pay more attention to the photo and transfer the photos to their
allies, low confidence scores of any object might also have a
similar impact on our blind participants. For instance, R3 said
that “If the accuracy is low, it must be complex in the photos.
so I would need it (ImageAlly) even more.” In comparison,
R4 interpreted a low score as something unacceptable, “Low
score doesn’t make sense to me. They are not as helpful so
I would hesitate and even retake the photo before sending it
to friends.” Participants tend to believe that low confidence
scores often represent complex situations in photos and thus
they are more motivated to send requests to friends or family
members to process the photos. However, it is hard to define
a universal low-score threshold for everyone; standards may
from across individuals and contexts. While unpacking the
effects of confidence score beyond the scope of our research,
understanding uncertainty in AI-generated outputs for systems
like ImageAlly appears to be a ripe area for future research.

6.2.2 Usage of Friendsourcing Results

After allies finished editing the photos and sent them back
with descriptions, we asked requesters to read through the
descriptions and to go over the sharing function either directly
with contacts or on social media. Some participants reported
that they wanted additional information on the edited photos
that were returned, and they preferred to have a reconfirmation
of whether the photo had been processed in accordance with
their instructions. P5 wanted to have a binary checking result
like “privacy information cleared or not” using the same AI
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algorithm to help them confirm that they can proceed with
sharing the photo. However, most participants also expressed
their trust in friends and family members and mentioned that
they were comfortable with it.

6.2.3 Factors Important for Deciding Whether to Share

We were also interested in what factors might be important
when blind participants decide whether to share a photo. Note
that because of our study setting (e.g., they already had some
idea about the content of the photos they brought to the study),
requesters were not making a real decision of whether to share
the edited photo or not. However, participants still provided
their preferences and thoughts about what factors would be
important to them in this decision-making process.

Text cues: The most common factor that has been brought
up by nearly all blind participants (9 out of 10) is text cues
extracted from photos. Obvious text cues related to personally
identifiable information and any number or ID would most
likely ring a bell to blind participants and block them from
sharing photos without first redacting this information with
the assistance of allies. Other types of text cues would also
trigger a similar reaction, including (1) extracted text that
doesn’t make sense (due to the imperfection of algorithms)
and (2) long texts that made blind participants realize it’s a
scanned document that contains lots of information.

Accuracy of screening results: As discussed earlier,
we discovered that although low confidence scores in
AI-generated outputs can cause confusion, these scores
also discourage blind participants from sharing photos and
motivate them to use ImageAlly to redact private information.

Description from allies: Allies provided descriptive texts
when they finished the requested task. Some blind requesters
reported that they wanted to communicate with their allies
again when they returned the edited photos. It was either
to confirm if the allies had processed some image element
specifically that allies didn’t specify in the description, or
to follow up the request and ask for additional assistance on
the same photo. Although blind requesters could source help
from the same ally using other social networking services
(like directly asking them using Messages or emails), they
mentioned that keeping all records on track within a single
app is preferred. Unclear or unexpected descriptions from
allies that require future attention would discourage our blind
participants from sharing photos.

6.3 Perceived Impact on Social Relationships
between Blind Individuals and Their Allies

Our third research question focuses on how the use of Im-
ageAlly might the social relationship between blind requesters
and their sighted allies. In the exit interview, we asked both user
groups about how regular use of a tool like ImageAlly might

affect their social relationship. Most participants felt that Im-
ageAlly would bring them closer to the other member of their
pair. This result is in line with prior work on assistive trans-
fer systems for solving CAPTCHAs [54], specifically, and for
friendsourcing requests generally [56]. For instance, A1 noted
that, as a sighted ally and friend, “I’d have peace of mind that
she is not posting anything personal.” R6 felt that ImageAlly
makes it more convenient for allies to help because they can do
the task remotely on their own devices rather than using blind
people’s devices: (“The good thing is that it comes to them”).
R5 mentioned that ImageAlly might afford sighted people bet-
ter awareness of the experiences of and challenges faced by
their blind family members or friends — e.g., the limitations of
image captioning systems, which blind people might rely on to
make sense of images. R5 added that transferring inaccessible
tasks to allies “enhances their relationship and builds a posi-
tive connection”. While friendsourcing requests in ImageAlly
were generally considered beneficial, some participants noted
that these requests should be made with good communication
and respect for allies’ time. For instance, R6 believed that such
requests “will be fine as long as we have good communica-
tion about doing things. I just need to be careful and not to
rush them.” This result is consistent with the findings from
prior work on the potential social costs of friendsourcing [14].
However, their reactions also implied that such social costs
could be managed with good communication and awareness
of boundaries and limits, echoing findings from prior work on
friendsourcing inaccessible CAPTCHA tasks [54].

6.4 Analysis of Ally’s Image Editing That Is
Inconsistent with Blind Users’ Preferences

Upon receiving an editing request with the blind participants’
edit preferences, the sighted ally blurred parts of the picture to
meet those preferences, and returned the edited picture and a
description of the edits back to the blind participant. However,
there could be inconsistencies between the blind participants’
preferences, the ally-processed pictures, and the sighted
allies’ descriptions. To assess the frequency with which these
inconsistencies might occur, we conducted a post-hoc analysis
comparing how well ally-edited images adhered to blind users’
stated preferences.

Among the 20 pictures, we found that six (four from
blind participants’ original pictures and two from researcher
“forwarded” pictures) had inconsistencies between blind par-
ticipants’ preferences and how sighted allies processed them
(see Table 3 in appendix). We further investigated whether the
AI screening algorithms we employed would produce different
results for the processed pictures than the original. This
differential provided another source of data to assess whether
the ally-edited images met the blind participants’ preferences.
Finally, we followed up with the blind participants in those
six cases on how they felt about the inconsistency.

In general, the AI screening algorithms successfully cap-
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tured the changes between the original and edited pictures. For
example, the information on P7 and P8’s cash card and ID card
was mostly transcribed by optical character recognition algo-
rithms, which also accurately reflected the remaining informa-
tion in the processed pictures. The PIN number on P7’s card and
addresses (although detected in fragmented pieces) on P8’s ID
card were no long detected in the second-time screening results.
In other words, by re-screening ally-edited images, ImageAlly
could help blind users confirm whether the private content they
wanted to be redacted was effectively redacted by their allies.

In more carefully analyzing the six cases where we observed
an inconsistency between blind users’ preferences and how
allies edited a picture, we observed that a key reason for
these inconsistencies was that the blind participants and the
ally participants had different interpretations of the former’s
preferences. For instance, R8’s stated preference was to “blur
out personally identifiable information” (PII); to that end,
their ally blurred out R8’s home address but not other PII
(e.g., birth date, face) on the State ID card. PII can mean
different things to different people, so it is possible that R8’s
ally had a different interpretation of PII than R8. To simplify
the interface, ImageAlly currently offers only pre-defined
coarse-grained options for blind users to specify their edit
preferences (e.g., remove personal information). However, as
we saw in this case, these coarse-grained options may leave too
much open for interpretation and could cause inconsistencies
between blind users’ preferences and how their allies edit
their images. One way to help address this issue could be
encouraging blind users to provide more specific preferences.

To learn about how blind participants felt about these incon-
sistencies, we reached out to the blind participants R1, R5, R7,
and R8 (from the table above) months after the study. We gave
them the accurate descriptions of the processed pictures and
asked them whether these pictures met their original expecta-
tion and if not, how they felt about this inconsistency. The ac-
curate descriptions were generated objectively by researchers.
R1 and R5 expressed that they would not mind the difference.
R5 replied that “For me as long as there is some blurring on the
image, that is probably fine. It shows that I am trying to protect
my privacy, and usually my friends who see my postings would
appreciate that.” Here, R5 seemed to value more about others’
impression of her attitude towards and attempt in enhancing
privacy than the completeness of privacy protection.

In comparison, R7 expressed that he wished the sighted ally
could “have done a better job at blurring the texts,” and also
gave other suggestions on sending the preferences of what to
do with the pictures more efficiently. R7 said “I wish we could
just call them instead of using the App to send the message
(preferences in text), then they would probably know what
we are talking about.” Communicating nuanced preferences
through text instructions could be cumbersome; voice-based
communications such as phone calls may be more efficient,
higher-bandwidth forms of specifying edit preferences.
Therefore, complementary communication methods (e.g.,

voice calls) could be incorporated into the system to make the
communication of individual privacy preferences easier.

7 Discussion

In this section, we discuss design implications from user
behaviors and our human-AI system, as well as limitations
and future work of this work.

7.1 Design Implications
Using ImageAlly as a design probe, our results offer a set of de-
sign implications for future private visual content management
tools and assistive transfer systems for blind people.

7.1.1 Implications from User Behaviors

First, we discuss a set of implications drawn from our
participants’ user behaviors, including how they differed by
image sources or usage scenarios, how they made sense of
objects detected with low confidence scores, and how they had
different privacy preferences.

User behavior may differ depending on image sources
or use scenarios: Drawing on our findings where blind people
behaved differently when checking their own photos versus
others’ photos, future designers may consider their different
behaviors and design image exploring features accordingly.
Specifically, They tend to use full features of image exploration
when they are exploring other people’s photos. In contrast,
when checking on photos taken by themselves, they tend to
prefer simple descriptions for efficiency.

Object detection with low confidence score might still
have value: Blind people often rely much on text descriptions
to inform their decisions in sending photo-editing requests
and sharing photos. Drawing on our observations, when
privacy-related objects are detected by algorithms albeit with
low confidence scores, although it will make AI results less
credible for decision-making, blind people tend to be more
cautious and rely more on transferring the editing tasks, which
potentially leads them into paying more attention to private
content in their photos. Another related implication is that
providing explanations on why the score is low might improve
the user experience and give users more confidence when
deciding whether to share photos or not.

Individuals can have different privacy preferences:
Individuals can have different or even conflicting views on
what counts as private content. A profile image might be
private to some people but not to others. Moreover, views
on what is private and what is not might vary across sharing
contexts — for example, if one is attempting to share insurance
information with a health provider, then an ID card might be
an undue privacy risk. When transferring tasks, it is important
to communicate preferences of what private content is and
how that content should be processed. Future designs can
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explore accessible ways for both parties to communicate and
confirm blind users’ privacy preferences.

7.1.2 Implications from ImageAlly System

Second, we discuss implications drawn from the ImageAlly
prototype system itself, including discussion on usage of
human-AI hybrid systems and potential customizable image
double-checking for image sense-making.

Using human-AI hybrid systems: AI-based image
exploration is often imperfect. Although recent advancement
in computer vision has made it much easier and more robust
to analyze images [32], it can still lead to confusion and thus
human assistance can be useful. In comparison, purely human-
based approaches to assist in visual tasks for blind people can
be robust and flexible but also slow and expensive [30], which
are hard to scale because of people’s availability and social
cost. Prior research has explored various ways of combining
AI and collective human intelligence to tackle accessibility
problems, such as using crowdsourcing and computer vision
to detect curb ramps [21] or designing crowd-AI cameras to
sense the physical world [18]. By exploring human-AI hybrid
system’s application to image privacy, our design probe also
shed light on future designs of assistive transfer systems for
blind people in managing private/sensitive visual content.
Such hybrid two-layer design can be extended to many other
scenarios when AI works at some level but is not perfect.

There is a spectrum of how much AI versus human work
should be in this workflow. At one end of the spectrum,
AI could do all the work and no humans will be involved.
While perfect AI prediction is unlikely in the near future,
this is theoretically possible. Previous research suggests that
people who are blind tend to have a similar or higher level of
privacy concern about sharing their visual content to visual
question-answering systems that are powered by humans than
powered by AI [45]. If the system completely relies on AI, it
is presumably faster and poses less interpersonal privacy risk
(since no human counterparties would see the pre-processed
image), but the prediction accuracy might not be perfect. At
the other end of the spectrum, only humans are involved and
there could be multiple human allies involved. Dividing the
image-editing task among many allies could reduce the inter-
personal privacy risk of crowdsourcing because no single ally
would see the entirety of the visual content. However, the task
speed would reduce because the completion would depend on
the schedule and work from multiple people. We view this AI
vs. human design decision as trade-offs between interpersonal
privacy, trust, and speed, which future research could explore
further. The current, hybrid human-AI design of ImageAlly is
already usable and effective, in practice, and is not contingent
on any future advances in AI or computer vision.

While our blind participants mentioned in the study that
ImageAlly gave them the ability to do things on their own
first, the assistive transfer system approach still relies on

the interdependence between blind participants and their
allies. Interdependence is considered valuable in assistive
technologies [8]. ImageAlly does not necessarily change the
fact that blind people might seek help from allies. Instead,
it provides an integrated way for blind people to transfer
the photo screening task with autonomy, and foreshadows
future research on improving the accessibility of screening
and editing photos for blind people when they have the needs.
However, social support is not always appropriate or desired,
and thus there are likely limits to its use, such as the social cost
of asking for help. While our results suggest that the usage of
ImageAlly could actually improve the social relationship be-
tween blind requesters and sighted allies, future research could
further examine the cost of social support in such systems.

Consider customizable image double-check: Some blind
participants wanted to be able to check the edited photos
after receiving them back from allies. Specifically, there
was a desire to compare the AI screening results before and
after their allies’ editing. This suggests the option of double
checking the ally edited photos and highlighting differences
before and after human editing. For instance, AI can be applied
again to the ally edited photos and can simply say for instance
“the human faces are no longer present.” Furthermore, another
implication we drew from participants’ responses is that there
is value in making the double check process customizable.
For example, requesters can set a rule like “Face on the right
side should not be detectable” and thus, both allies and the
algorithm would have a clear metric of what to detect and edit.

7.2 Limitations and Future Work

7.2.1 Limitation of The Lab Study

ImageAlly has some limitations when deployed in our lab
study. For example, we found that requesters felt the system did
not provide sufficient notifications to them when allies receive
the message and start working on it. Participants reported that
they prefer to have a way to know if their allies started pro-
cessing the photos so that they have a better sense of whether
to send requests to another ally. Another limitation was that
requesters need to select a contact to send the request. Partici-
pants wanted more flexible ways to select one or more contacts
when they needed to, like maintaining a commonly used friend
list. We also did not have a large sample size. It is challenging
to recruit blind participants, and it was more so in our study be-
cause every session requires a pair of a blind person and an ally.
However, our sample size is on par with other privacy/security
user studies focusing on blind people [7, 24, 54].

Another limitation stems from the controlled nature of our
lab study. We chose to conduct an exploratory lab study rather
than a field deployment because we were at an exploratory
stage of designing such hybrid human-AI system and we want
to obtain rich and qualitative data on users’ perceptions of and
reactions to ImageAlly as a probe. Also, field deployment is
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more appropriate in a later stage of the iterative design process.
In the meantime, we also recognize that some study settings
like asking participants to imagine how ImageAlly would
affect their relationship are limited and can only be answered
in a lab study but in a field deployment. We consider this as
a promising future work. As a result, the images used in our
lab study are limited in representing the types of photos blind
people might share in real lives. Additionally, although we told
allies that requests from their blind friends or family members
may come at any time, and that they could do whatever they
pleased in the meanwhile rather than waiting for ImageAlly
requests, allies still put themselves in a lab study situation
and were always available when requesters sent requests.
However, in practice, allies might not always be available at
the time when blind people need help. However, compared
to prior work on transferring CAPTCHA tasks (which usually
expire in 2 minutes) [54], photo screening is often less urgent
and thus is an asynchronous task, which can also be sent to
more than one ally at the same time. This could help scale
ImageAlly since ally’s availability is less of a concern.

7.2.2 Limitations of The ImageAlly Prototype

ImageAlly was implemented as a proof-of-concept design
probe rather than as a full-fledged production-ready system,
and its current implementation is not bulletproof for privacy
and security. While blind participants were all comfortable
with choosing a trusted ally to deal with their photos, the system
might be exploited by malicious attackers. For example, since
requests were sent to allies using URLs via SMS text messages
(it will come from a phone number used by ImageAlly), it
might be intercepted by malicious third parties. In addition,
attackers might send malicious requests to unsuspecting allies
and get them to edit photos for free. Since ImageAlly was built
as a friendsourcing system, requesters and allies should already
have a trustworthy relationship. Several strategies could help
mitigate the above privacy/security risks, including, for ex-
ample, requiring registration and authentication on both sides,
building a trustable contact list (whitelist), setting request
quotas per day, and each party sending a separate confirmation
text message to the other party directly using their own phone
number. Apart from the security risks of using ImageAlly’s
transferring feature, there are also privacy and security impli-
cations of using 3rd party APIs. This risk could be mitigated
by avoiding using 3rd party commercial APIs and developing
proprietary machine learning models based on datasets like
VizWiz. These are implementation-specific trade-offs, and
not fundamental risks imposed by the system design.

Another limitation came from the fact that ImageAlly was
built on existing computer vision models to detect objects
in visual content. Although our intention was to provide
users with full agency and control of their own visual data by
listing all possible objects detected to empower their image
editing/sharing decision-making, existing object detection

algorithms can have false negative errors (e.g., a card on the
table was not detected because it was far away from the cam-
era). We consider such inaccuracies as motivations for future
AI solutions. Also, image analysis contains a variety of means
beyond what we proposed in section 4.1, we consider studying
what image analysis is necessary and efficient for blind users
to make sense of pictures as new challenges for future work.

7.2.3 Future Work

There are several areas of future work that this work opens.
One potential avenue is the exploration of the critical role that
allies play in our human-AI system. While our current research
scope focuses on blind users, It is necessary to study the overall
satisfaction of allies and how they are impacted with unin-
tended social tensions. We can also explore how such system
can encourage allies to engage in visual tasks related to blind
individuals’ privacy. Another potential direction is to use more
advanced computer vision techniques to better study the dy-
namics between human and machine intelligence with a more
robust and reliable system. Furthermore, future research can
also study additional use cases beyond sharing on social media,
as ImageAlly could be used in virtually any case where blind
users want to send or share visual content with another party
(e.g., uploading an image for registration or reimbursement).

8 Conclusion

To assist blind people in detecting and redacting private
content in photos that they might consider sharing online,
we designed and implemented a proof-of-concept probe —
ImageAlly. ImageAlly employs a hybrid human-AI workflow
that affords blind users AI-generated insights about potential
private content in images, and then facilitates the solicitation
of targeted editing assistance from trusted allies. Through
an exploratory lab study with recruited pairs of blind people
and their sighted allies, we found that both parties liked
ImageAlly. We also found that blind users preferred coarse,
minimal descriptors for their own photos (e.g., number of
faces detected) but more fine-grained descriptors on others’
photos from the AI-generated screening results. Furthermore,
our results suggest that use of assistive transfer systems like
ImageAlly has the potential to strengthen the relationship
between blind requesters and their sighted allies. ImageAlly
could also increase sighted allies’ awareness of the challenges
faced by their blind friends and family members.
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A Appendix

A.1 Non-Visual Interface Details

Figure 2: Workflow of ImageAlly: Blind users select or take
a picture from the App, uses AI to screen the photo, and read
through the results. Then they will be prompted to add a
preference of what to do with the photo and choose whether
to send it via SMS messages to sighted allies. If they choose
to send a request, allies will use an interactive image editing
tool to blur or crop out image parts and send it back with
descriptions of what they did. Blind people will then have the
option to share it with others or on social media.

A.1.1 Detection of the Quantity of Faces:

Whether the number of faces matches blind people’s own
expectation is an important measurement of whether the
image has unnecessary private or sensitive information. For
example, if a blind user is trying to take a selfie, a family photo,
or photos of scenery, they may have specific expectations of
how many faces should appear in the photo. If the number of
detected faces diverges from this expectation, the blind user
may elect for further screening and processing of the photo.

A.1.2 Detection of Related Objects:

State-of-the-art computer vision models can identify objects
in images and describe these objects in natural language. We
leverage commercial APIs [43] of state-of-the-art models to
provide both object category names and detection confidence

scores to help blind users decide whether to transfer the images
to human allies for additional processing. For example, if an
ID card is detected in the photo, ImageAlly will present the
user with a prompt akin to the following: “We have detected
the following objects in the picture, together with a percentage
number showing how confident we are for each detected object:
Text (72% sure), Card (81% sure).” Note that the categories are
provided by the Microsoft Azure Object Detection API [43]
and therefore we are unable to get a full category list of objects
to be detected. We consider this out of our scope because our
ImageAlly design is intended to be able to generalize for use
with other current and future improved object detection models.

A.1.3 Detection of Related Texts:

If text is detected, we then employ a commercial optical
character recognition (OCR) API [43] to extract the text and
present it to the user.

A.1.4 Automatic Captioning:

We also use commercial neural image captioning APIs to
generate a caption [43], along with an associated confidence
score, to help users generally and broadly understand the
broad strokes of what is captured in the image. An example
caption: “Additionally, we are 93.27% sure that this picture
can be generally described as: graphical user interface, text,
application, chat or text message.”

A.1.5 Detection of Adult Content:

Using Microsoft’s visual feature APIs [43], we also added
adult content detection.

Note that we are providing as many image analysis result
as possible for screening processes. With the development of
image analysis techniques, this subsection can go longer as
needed. We are using these detection categories to provide
as an example in designing ImageAlly probe. Furthermore,
the use of AI in ImageAlly is only to provide descriptions of
potentially private content. It is ultimately up to the blind user
to determine if they deem content to be private and so if it
should be edited or left alone.

A.2 Pilot Study

Prior to the main study, we conducted a series of pilot sessions
with seven blind participants to improve the workflow and
accessibility of ImageAlly. We conducted these pilots similar
to our full study with our ImageAlly prototype. Specifically,
we did four pilot study sessions with seven participants using
a task-based usability test.
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Figure 3: Interfaces of ImageAlly. Left side, UI for blind users: (1) select or take an image, (2) Using images selected in Step
one, screen the image using AI algorithms (Note that the detected result of the ID card in Step one is considered as “text” and
“text-sign” (hand-written text sign) because the ID card mostly contained text. The detection result is limited to existing commercial
APIs, which will be discussed in section 7.2.2), and (3) set image editing preferences and then send a request to allies (The common
preference options listed here include blurring out the requester’s or everyone’s identifiable information or faces. Requesters
can also indicate their own preferences). (b) UI for allies: Description of the task, together with AI screening results and a text
input for describing their actions.

A.2.1 Pilot Study Method

The first session included one blind participant and one of our
researchers acted as the ally upon the participant’s consent. The
remaining three pilot sessions included one blind participant
and one of their sighted friends or family members as an ally.
We used our initial ImageAlly prototype as the apparatus for
the study, and prepared a image for the participants to use as the
material. The image was a mobile screenshot of a work group
chat, containing private information like co-workers’ names,
work content, and their profile avatar images. During each
study session, the participants were divided into two Zoom
breakout rooms so that they could focus on testing ImageAlly
without talking to each other and causing disturbance. First
the researchers introduced the study and the task, followed by
a series of interview questions about their previous experience
of receiving or providing visual assistance regarding photos.
Then researchers asked the participants to use ImageAlly to
process the prepared photo before they share it to a third party.
As the procedure of using ImageAlly in pilot study is identical
to the procedure of formal study evaluation, we present in Sec-
tion 5.3. We recorded and transcribed the data for each session.
Two researchers developed themes from the transcripts using
thematic analysis. Then researchers met online to discuss how
participants’ feedback informed improvement of ImageAlly
and iterated the system accordingly.

A.2.2 Pilot Study Results

Below we summarize what we learned from the pilot study
and the main changes we made accordingly to the system.

Improve interface accessibility. Pilot study participants
reported that ImageAlly’s interface could be made more acces-
sible. For example, participants mentioned that the navigation
inside the ImageAlly probe could be improved with heading
and page-based navigation. They also suggested using prompts
and confirmations more often when they or their allies finish a
certain step. Specifically, they wanted to receive notifications
when their allies received the request and started working on
it. Based on this feedback, we added heading navigation to
the prototype and added notifications using accessible pop-up
alerts each time a user completes a step.

Present AI results to allies. Participants also suggested that
their allies should view the same screening results from AI
as they themselves did. By presenting the AI results to allies,
they could understand what their blind friends are getting and
can then make better decisions when they edit the photos. For
example, there might be privacy-related content in the photo
that was not detected by AI, or inaccurate AI predicted results
that blind users obtain and use to make decisions. Therefore,
we present the AI results to allies when they receive the image
processing request.

Improve asynchronous communications. In our original
prototype, the communication happened in an unidirectional

USENIX Association Nineteenth Symposium on Usable Privacy and Security    433



way. Only blind people were able to articulate preferences
for what they like their ally to do with their photos. However,
participants suggested that allies should also be able to respond
with what they did to the photos. Based on this, we added a
bidirectional communication channel to allow allies to describe
the edits they made to blind requesters.

A.3 Participants Biographics
We provide participants’ biographics here in table 1.

A.4 Photos Used by Participants
We provide general descriptions of photos (table 2) that
contained (outdated) private information of blind participants.

A.5 Comparison Between Inconsistent Image
Editing

We provide a comprehensive analysis result of comparison
between inconsistent image editing results transferred back
from sighted allies here in table 3.

A.6 Pre-study Questions
A.6.1 Questions for Blind Requesters

• Do you take photos? When and how? What kind of
photos?

• Do you share your photos with others? When and how?
What kind of photos?

• Do you share your photos on social media? When and
how? What kind of photos?

• Do you edit your photos before you share? What do you
edit photos for and how do you do that?

• How do you decide what photos to share?

• What’s usually in the picture parts where you want to
edit? How do you usually do that?

A.6.2 Questions for Sighted Allies

• Did your friend/family member (blind or low vision) ever
consult you about photos they take? Like whether the
image contains the right content, whether the figure looks
good, whether there’s private information that should be
cropped out or blurred out?

• Do you have any concerns seeing their private informa-
tion in the photos if there’s any?

• What’s your preference for how to be contacted by the
requester? Like text messages, email, DMs from social
media App, etc.

A.7 Exit Interview Questions
A.7.1 Questions for Blind Requesters

• Please give us a general impression of the idea and process

• To recap the screening results, how do you interpret the
AI outputs? What’s useful? What’s not useful?

• What do you expect to see more in the AI result for better
decision-making on whether to share it to public?

• Have you tried other tools that help you recognize the
image contents? What kind of information helps you
decide whether there is private or sensitive information?

• How do you make use of the preference recording
function (step3)?

• How do you make use of the returned image from
friends? Do they meet your expectations?

• Would using this app influence your relationship with
[the other party]? How would it potentially affect the
relationship in any positive or negative way?

• Do you have any more suggestions?

• Please rate from 1-5 (strongly disagree to strongly agree)
for the following statements

– I think that I would like to use this system frequently.

– I found the system unnecessarily complex.

– I thought the system was easy to use.

– I think that I would need the support of a technical
person to be able to use this system.

– I found the various functions in this system were
well integrated.

– I thought there was too much inconsistency in this
system.

– I would imagine that most people would learn to
use this system very quickly.

– I found the system very cumbersome to use.

– I felt very confident using the system.

A.7.2 Questions for Sighted Allies

• Please give us a general impression of the idea and process

• How do you think about the instruction by the requester?
Is it helpful?

• How do you think about the image editing function?

• How do you think about using SMS text to transfer the
request?
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Table 1: Blind participants’ demographics, including their age group, gender identity, self-described disability, their allies’ gender
and relationships (allies’ relationship to requesters).

Requester Age Gender Self-Described Disability Ally Ally Age Ally Gender Relationship
R1 35-44 Female Blind A1 35-44 Male Friend
R2 25-34 Female Blind A2 55-64 Female Mother
R3 25-34 Female Blind A3 25-34 Male Friend
R4 18-24 Male Blind and Hearing Impairments A4 18-24 Female Partner
R5 45-54 Female Blind A5 18-24 Female Daughter
R6 55-64 Female Blind and Hearing Impairments A6 55-64 Female Friend
R7 55-64 Male Blind A7 55-64 Female Sister
R8 35-44 Male Blind A8 35-44 Female Friend
R9 25-34 Male Blind A9 25-34 Female Friend
R10 18-24 Male Blind A10 18-24 Male Brother

Table 2: Photos created and used by blind participants
Participant ID Photo they chose
R1 A man in front of a birthday cake
R2 Mobile phone screenshot with server port and password
R3 Mobile phone screenshot with calendar invite and personal information
R4 Room surroundings
R5 Medical bottle with prescriptions
R6 Insurance document on the table
R7 Expired cash card on the table
R8 Expired state ID card on the table
R9 Transaction screenshot with transaction ID and part of bank account number
R10 ID card on the table

• How do you make use of the text input as a way to inform
requesters about what you edited?

• Do you have any more suggestions?

• Please rate from 1-5 (strongly disagree to strongly agree)
for the following statements

– I think that I would like to use this system frequently.

– I found the system unnecessarily complex.

– I thought the system was easy to use.

– I think that I would need the support of a technical
person to be able to use this system.

– I found the various functions in this system were
well integrated.

– I thought there was too much inconsistency in this
system.

– I would imagine that most people would learn to
use this system very quickly.

– I found the system very cumbersome to use.

– I felt very confident using the system.
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PID Which
Picture

Criteria Description or Quote

R1 Original Picture Abstract A man smiling in front of a birthday cake with candles on it
Blind User Preference "Blur out the cake"
Processed Image The candles on the cake were blurred
Ally’s description "I blurred out the cake"
AI Screening Difference Candle is no longer detected in the processed image, but cake still is

R5 Original Picture Abstract A medicine bottle with prescriptions on it, including name, tablet size, prescription,
ID, and date

Blind User Preference "Blur out prescription information"
Processed Image The name, tablet size, ID and date were blurred, but the prescription including the

medical condition was not blurred
Ally’s description "I blurred out the prescription"
AI Screening Difference Texts are no longer detected in the processed image

R7 Original Picture Abstract A picture of a cash card’s back, including security information of card number and PIN
Blind User Preference "Blur out security information of this card"
Processed Image The PIN was blurred out, but the card number is not
Ally’s description "I erased the password"
AI Screening Difference Text changed from instructions and card number and password to instructions and

card number only
R8 Original Picture Abstract A state ID card’s front page, including name, date of birth, address, biometrics, and

face picture
Blind User Preference "Blur out personal identifiable information"
Processed Image The address was blurred out, but the rest of the information was not
Ally’s description "I blurred your address"
AI Screening Difference Text of address is no longer detected in the processed image

R4 Forwarded Picture Abstract Mobile screenshot of a work group chat history with co-workers’ names and profile
pictures

Blind User Preference "Blur out personal identifiable information"
Processed Image Only the names were blurred, the profile pictures still remain in sight
Ally’s description "I blurred their information"
AI Screening Difference Text of names were no longer detected

R6 Forwarded Picture Abstract Mobile screenshot of a work group chat history with co-workers’ names and profile
pictures

Blind User Preference "Blur out colleagues’ info"
Processed Image Only the profile pictures were blurred, the names still remain in sight
Ally’s description "I blurred out their faces"
AI Screening Difference Face number changed to 0

Table 3: Comparison between the pictures that contain inconsistent editing with ally processed pictures, including (1) what this
picture was about, (2) what was the blind participant’s preference for processing the picture, (3) what was the processed picture
like, (4) what was the described by allies, and (5) what were the differences between AI screening results for the two pictures.
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Abstract
Mobile privacy and security can be a collaborative process

where individuals seek advice and help from their trusted
communities. To support such collective privacy and secu-
rity management, we developed a mobile app for Community
Oversight of Privacy and Security ("CO-oPS") that allows
community members to review one another’s apps installed
and permissions granted to provide feedback. We conducted
a four-week-long field study with 22 communities (101 par-
ticipants) of friends, families, or co-workers who installed the
CO-oPS app on their phones. Measures of transparency, trust,
and awareness of one another’s mobile privacy and security
behaviors, along with individual and community participa-
tion in mobile privacy and security co-management, increased
from pre- to post-study. Interview findings confirmed that the
app features supported collective considerations of apps and
permissions. However, participants expressed a range of con-
cerns regarding having community members with different
levels of technical expertise and knowledge regarding mobile
privacy and security that can impact motivation to participate
and perform oversight. Our study demonstrates the potential
and challenges of community oversight mechanisms to sup-
port communities to co-manage mobile privacy and security.

1 Introduction

The majority of U.S. adults own smartphones [50], and nearly
half of them have reported downloading various third-party
apps [8]. These mobile apps often require access to users’ sen-
sitive information, such as contacts, emails, location, photos,
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USENIX Symposium on Usable Privacy and Security (SOUPS) 2023.
August 6–8, 2023, Anaheim, CA, United States.

calendars, and even browser history [8]. Most apps request
users’ permission before accessing any information or re-
sources. Yet users may have difficulty understanding these
permission requests and the implications of granting them
[7, 29, 51]. As a result, users struggle to make permission
decisions or grant permission by mistake [35]. Even worse,
there are ways for more malicious apps to circumvent the per-
missions system and secretly gather users’ system resources
and private information without consent [56]. Ironically, a
recent Pew Research study reported that most US adults are
concerned about how their personal information is being used
by these third-party apps as respondents felt they lack control
over their mobile privacy [22, 63].

This lack of understanding leads users to seek advice and
guidance from others [24]. Several studies have demonstrated
that users often learn about privacy and security from their
social network, which influences them to change their own
digital privacy and security behavior [27, 46, 60]. As such,
networked privacy researchers acknowledged the importance
of these social processes for managing individual and col-
lective digital privacy and security [20, 45, 54]. Despite this
prior work, few mechanisms to support these social processes
have been developed and evaluated. In this paper, we explore
community oversight, where trusted groups of users help one
another manage mobile privacy and security. In our previous
work, we proposed a theoretical framework of community
oversight [17], describing how the concepts of transparency,
awareness, trust, individual and community participation are
needed within a particular mechanism. We have now imple-
mented a mobile app, Community Oversight of Privacy and
Security (CO-oPS), to explore these concepts in use and sup-
port a collaborative approach to mobile privacy and security
management. The CO-oPS app allows individuals in a com-
munity to review one another’s apps installed and permissions
granted and provide direct feedback to one another.

In this paper, we present a field study of the CO-oPS app.
Our aim was to understand the impact of using the app on
participants’ mobile app decisions and perceptions. We con-
ducted a 4-week mixed-method longitudinal field study with
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101 people in 22 self-formed groups. Each group installed,
used, and evaluated the CO-oPS app, provided oversight to
one another on their mobile app privacy decisions, and shared
experiences through weekly surveys and optional interviews.
We describe how users interacted within the app and the
changes in their mobile app permission decisions after using
the CO-oPS app. We also examine how participants’ percep-
tions regarding co-managing their mobile privacy and security
within their communities change throughout the study. To do
so, we measured constructs derived from our community over-
sight model [17] of perceptions of transparency, awareness,
trust, and individual and community participation within the
CO-oPS app. We tested for the pre-post study differences and
detected increases for all of these measures that were statis-
tically significant. Qualitative findings further explain these
perceptions and identify co-management concerns: feelings
of privacy invasion of their own and others, lack of trust in less
knowledgeable community members, lack of close relation-
ships, and communities’ inadequate tech expertise. We also
found that using the CO-oPS app helped participants increase
their communities’ collective capacity to address their mobile
privacy and security concerns.

In sum, our study makes a unique contribution to SOUPS
research community by investigating through a field study
how a community oversight mechanism can help increase
participants’ collective capacity to support one another in co-
managing mobile privacy and security together as a commu-
nity. Specifically, we make the following unique research con-
tributions: 1) Through a longitudinal field study, we describe
the benefits and challenges of using a community oversight
app to co-manage mobile privacy and security; 2) We provide
empirical evidence of the potential for community oversight
to increase users’ awareness of mobile privacy issues, lead-
ing to individual changes in decisions and community ex-
change of knowledge; and 3) We present considerations and
design-based recommendations towards features to support
communities in providing oversight to one another.

2 Background

Privacy and Security Management in Mobile Applications
Mobile applications often access sensitive information and

share users’ personal data with third parties [13,26,32,42,56].
As such, substantial work has been done to investigate and sup-
port end users in managing mobile app privacy and security.
Researchers have looked at the existing privacy awareness
and management approaches (e.g., app privacy permission
prompts, privacy policies, etc.) and found that such mecha-
nisms often fail to provide users with awareness and knowl-
edge of privacy and security risks [6, 27, 29, 35, 62]. More-
over, users often do not understand mobile app permission
dialogues [29] and are over-exposed to such requests [62]. Re-
searchers have proposed several technology-based solutions
to increase awareness and limit potential risks associated with

third-party mobile apps [43, 52, 58]. For example, Sadeghi et
al. suggested evaluating the app permissions against risks and
automatically grant/revoke permission on users’ behalf [58].
Others proposed mechanisms to inform users about the app
privacy risks, recommend secure choices, and nudge them to
review/revise permissions [6, 40, 67]. Others suggested tools
to allow users to review data before sending it to the server,
visualize data flow [9], and replace personal information with
mock data without affecting app functionality [43].

While this body of research has emphasized enhancements
to technology to help individuals manage privacy and
security while using mobile applications, none looked at
how knowledge and influence from social groups help
in individual privacy and security decision-making. Our
research focuses on assessing and supporting these social
processes involved in privacy and security management.

Community-based Approaches for Privacy and Security
In general, research shows that people frequently take col-

laborative approaches to make privacy and security deci-
sions [49, 54], and users often rely on social factors while
making such decisions. Chin et al. discovered that smart-
phone users are more likely to consider social signals, such
as reviews and ratings from other users, rather than privacy
indicators regarding Android permissions when making app
use decisions [16]. Das et al. demonstrated that social fac-
tors (e.g., community adoption of security features) could
increase individuals’ security awareness and encourage them
to adopt security features [21]. As such, researchers have
proposed using social and community influence to assist in-
dividuals in making decisions about digital privacy and secu-
rity [31, 45, 61]. Squicciarini et al. developed CoPE, a tool to
support users in collaboratively managing their shared images
in social network sites [61].

Past research has also examined privacy management ap-
proaches involving one party performing oversight for another.
Organizations adopt mobile device management (MDMs) sys-
tems to remotely control and secure the data stored in employ-
ees’ mobile devices [33]. Parents use adolescent online safety
apps to monitor and protect teens by restricting their online be-
havior [1,4,30,65]. The results from these studies suggest that
a collaborative approach, rather than one-sided control, could
benefit both parties and lead to more privacy-preserving out-
comes. Finally, several studies leveraged crowdsourcing to use
mass user data to support individual users in making improved
mobile privacy and security decisions [34, 38, 41, 55, 66]. For
instance, Ismail et al. utilized crowdsourcing to recommend
permissions that can be disabled for enhanced privacy without
sacrificing usability [34]. However, these approaches showed
little consideration for the trustworthiness of information from
a random crowd. On the other hand, researchers found that
users are more willing to adopt and share privacy advice from
a trusted community [57], and they often communicate first
with friends and family to learn about potential privacy and
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security threats and mitigation strategies [20].
In summary, our work builds upon the past literature

in social cybersecurity, MDMs, parental control apps, and
crowdsourcing to implement and evaluate a novel model of
community-based oversight (i.e., self-selected groups) for
mobile privacy and security through a large-scale field study.
Since the network structure of oversight (e.g., individual for
MDMs, many-to-one for crowdsourced recommendations,
and unidirectional from parent to child for parental control)
in these prior works is vastly different than ours, this new
model of community oversight warrants deeper empirical in-
vestigation. In [17], we were the first to propose a novel
framework of community oversight for helping people man-
age their mobile privacy and security together. Through a par-
ticipatory design study, we identified mechanisms that would
allow users to support others in the community in making pri-
vacy and security decisions regarding mobile app permissions.
We also designed a prototype mobile app that allows users to
collaborate and share information with people they know to
help make mobile app permissions decisions [5]. While this
body of our prior studies provides a valuable basis for the de-
sign of community-oriented privacy and security management
systems, they only present a theoretical view of users’ prefer-
ences in community decision-making. In contrast, this study
contributes to the literature by providing an in-situ evaluation
of how trusted groups of people use and interact with different
community-oriented features to collaboratively manage their
mobile privacy and security.

3 Design of The CO-oPS App

We developed the Community Oversight of Privacy and Se-
curity (CO-oPS) Android app [2] based on the model of
community oversight proposed in our prior work [17]. This
model outlines the need for community oversight mechanisms
to support individual and community participation through
awareness and transparency features that build trust between
community members. Thus, our CO-oPS app design includes
four key features: 1) People page, 2) Discovery, 3) Permis-
sions, and 4) Community Feed. The Discovery page allows
community members to review one another’s installed apps
(Figure-1(b)), and the list of permissions granted or denied to
each app (Figure-1(c)). Users also can review the count of to-
tal community members who have the same apps installed or
permission granted. To help users change the app permissions
easily, the Permission page provides a “SETTINGS” link that
forwards users to Android Settings to modify app permissions.
On the Discovery page, users can also hide some of their own
apps from their community, ensuring their personal privacy.
To provide feedback to one another, users can direct message
and can openly discuss any privacy and security issues on the
Community feed page (Figure-1(d)). This community feed
has another important function: when someone in the commu-
nity changes their app permission, the CO-oPS app creates

(a) (b)

(c) (d)

Figure 1: CO-oPS Features: (a) People, (b) Discovery, (c)
Permissions, (d) Community Feed.

an automatic post on the community feed about that change.
It also posts weekly protips to educate community members
regarding safe apps and permissions.

4 Study Constructs

To evaluate the impact of using the CO-oPS app, we measured
a set of constructs that we surveyed before, during, and at
the end of the field study. We measured all constructs by pre-
senting participants with various statements relevant to each
construct. Participants were asked to rate each statement on a
5-point Likert scale from 1 (strongly disagree) to 5 (strongly
agree). First, we developed new constructs derived from the
theoretical framework for community oversight proposed in
our prior work [17], consisting of transparency, awareness,
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trust, individual participation, community participation, and
community trust. We validated these new constructs through
standard psychometric tests (i.e., Cronbach’s alpha [19] to
confirm internal consistency), which is reported in Table-5.
Then, we utilized three pre-validated scales from prior
research [14, 15, 36, 59] to measure community belonging,
self-efficacy, and community collective efficacy. All scale
items are included in Appendix A. Below, we define each of
the constructs, along with our hypotheses.

Transparency: As Das et al. demonstrated [21], social proof
- seeing others adopt a privacy and security behavior - of-
ten helps individuals adopt the same behavior. Therefore, to
encourage individuals in a community to make informed deci-
sions for their mobile privacy settings, the behaviors of others
must first be transparent. Therefore we define transparency
as an individual’s perceived visibility of their community’s
mobile apps installed and the permissions granted/denied.
H1: At the end of the study, community members will perceive
higher levels of transparency in their community’s mobile
privacy and security behaviors.

Awareness: Endsley demonstrated [25] that situational aware-
ness - the understanding of what is going on around some-
one - is a key component in effective decision-making. In a
later study [23], DiGioia and Dourish suggested that being
informed about digital privacy and security norms and prac-
tices along with the actions performed by the community are
necessary for an effective social influence process. We de-
veloped our awareness measure as an individual’s perception
about the awareness of their own and others’ apps installed,
permissions granted/denied, along with the changes made.
H2: At the end of the study, community members will perceive
higher levels of awareness regarding their community’s
mobile privacy and security practices.

Trust: In [17], we identified that having the information avail-
able and being informed about mobile privacy and security
practices might not be sufficient for community oversight.
This is because individuals need to be able to trust the quality
of the information and perceive the information as dependable
to learn from and be influenced by it.
H3: Community members will have a higher level of trust in
one another’s mobile privacy and security decisions.

Individual Participation: While an effective social process
needs transparency, awareness, and trust in one another, indi-
viduals also need to be willing to engage in this process [17].
Users need to be motivated to utilize the knowledge gathered
from their community in order to make decisions. They also
need to be willing to provide oversight to others. Thus we
define individual participation as an individual’s willingness
to take steps to make changes in their own mobile privacy and
security behaviors (uninstalling unsafe apps or denying dan-

gerous permissions) and also providing oversight to others’
mobile privacy and security behaviors (providing feedback
and guidance to others).

H4: Community members will perceive higher individual
participation at the end of the study.

Community Participation: Community oversight mecha-
nisms can take place in different types of communities, such
as, families [18], coworkers [39], friends, and social networks
[39]. Yet not all types of communities may have an equal
level of willingness to take part in different forms of commu-
nity oversight. For example, in [17], we found that communi-
ties with closer relationships might be more willing to help
one another make decisions than communities with weaker
ties. Therefore, we define community participation as an indi-
vidual’s perception of their community to collectively work
together, e.g., help one another, exchange feedback and guid-
ance, and engage in open discussions.

H5: At the end of the study, participants will perceive a
higher level of community participation.

Community Trust and Belonging: Individuals are likely to
help one another if they feel like they belong and can trust their
community members. We define Community Trust as an indi-
vidual’s perception of trusting their community to keep their
personal information (e.g., apps installed) private and care for
one another’s mobile privacy and security. For community
belonging, we utilized a pre-validated measure [14, 59] that
has been used in exploring community support mechanisms
outside of privacy and security. The community belonging
construct measures an individuals’ feelings about how much
they matter to their community. While our participants already
knew each other, participating together in the CO-oPS app
could lead them to feel stronger bonds and care between each
other. Therefore, our hypotheses are:

H6: An individual’s community trust will be higher at the end
of the study.

H7: Community belonging will be higher after the study.

Efficacy: Two of the outcomes we wanted to measure are
perceptions over the efficacy of individuals and groups to
manage their mobile privacy and security. Thus, we used
pre-validated measures for self-efficacy [10], and community
collective efficacy [15] in our study. The self-efficacy [10]
construct measures an individual’s perceived capacity to man-
age their own mobile privacy and security. The community
collective efficacy [15, 36] construct measures an individual’s
perceived collective capacity to manage their community’s
privacy and security together. Our hypotheses are:

H8: Individual’s self-efficacy will be higher after the study.

H9: Community collective efficacy will also be higher at the
end of the study.
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5 Methods

Study Overview: The overall goal of our study is to
evaluate the CO-oPS app in building the capacity of the
communities to manage their mobile privacy and security
collectively. We also wanted to understand what impacts this
community-based approach may have in changing partic-
ipants’ perceptions and behaviors toward their individual
and collective mobile privacy and security management.
To achieve these goals, we recruited small self-organized
communities (2-6 Android phone users) who knew each
other. Each community member installed the CO-oPS app
and participated for four weeks. Measures were gathered
before app installation, each week of the study, and at the
end. Each week participants were asked to complete different
in-app tasks that allowed them to explore the features of the
CO-oPS app. Finally, participants were invited to participate
in an optional follow-up interview. In each step of the study,
we explicitly provided the definition of the term "community"
as "your group members who are participating in this study."
Each participant was compensated with a $40 Amazon gift
card for completing the field study, with an additional $10
Amazon gift card for participating in the interview. Some
participants withdrew from the study after two weeks due
to technical difficulties with their smartphones and were
compensated half the amount. Twenty-nine participants
discontinued participation after week one, perhaps due to
natural attrition, and were not compensated. Data were
discarded from all who did not complete the study.

Table 1: Sociodemographic Characteristics of Participants

Total no. of participants N=101 100%

Gender Female 46 45.5
Male 55 54.5

Age 13-17 6 5.9
18-24 27 26.7
25-34 49 48.5
35-44 6 5.9
45-54 10 9.9
55-64 1 1
65+ 2 2

Ethnicity Asian/Pacific Islander 72 71.3
Black/African American 13 12.8
Hispanic/Latino 8 7.9
White/Caucasian 8 7.9

Education Primary School 8 7.9
High School 5 5
College (Associate) 6 5.9
College (Bachelor) 40 39.6
Masters 36 35.6
Doctorate 6 5.9

Participant Recruitment: We recruited a total of 101 partic-
ipants that were associated with 22 communities. We initially
recruited the primary contacts of each community who com-
pleted a pre-screening eligibility survey that verified whether

they met the inclusion criteria of the study prior to providing
their informed consent. The inclusion criteria for participa-
tion included: 1) reside in the United States, 2) be 13 years or
older, 3) have an Android smartphone, and 4) be willing to
install and use the CO-oPS app. Here, we also specified that
they “must participate in a group with two other people you
know," which determined the minimum group size required
to participate in this study. After completing the screening
survey, the initial contacts were asked to share this eligibility
survey with people they knew to invite them to participate in
this study as their community members. Therefore, the initial
contact of each group self-selected their community based on
the above criteria (1-4). As such, all group members knew the
initial contact but in some cases, were only loosely acquainted
with one another. For the teen participants, we required their
parents to complete this survey and provide their consent.

Our study was Institutional Review Board approved. The
target characteristics of our participants were all Android
smartphone users of any age range (minors, adults, and older
adults). Therefore, we did widespread recruitment through
social media, email, phone calls, and word-of-mouth. The re-
cruitment process started in January 2022 and ended in August
2022. Overall, we recruited 22 communities (101 participants)
where the size of the communities ranged from 2 to 6. Table-1
summarizes the gender, age groups, ethnicity, and education
of our participants. Our participants were primarily young,
between the ages of 13 to 34. Most of them had a college
degree. The majority of the participants were Asian, followed
by African American, Hispanic/Latino, and White/Caucasian.
Table-2 illustrates the frequency of the group compositions.
Most of the groups consisted of family members, friends, and
others (e.g., neighbors, co-workers, and acquaintances).

Table 2: Group Compositions

Total no. of groups 22 100%
Family Only 2 9.1
Family and Friends 4 18.2
Family, Friends and Others 8 36.4
Friends Only 3 13.6
Friends and Others 4 18.3

App Tasks: During the field study, our participants were
asked to explore different parts of the CO-oPS app through a
set of tasks each week. These tasks prompted them to become
familiar with CO-oPS features and introduced them to the
goal of collaboratively managing mobile privacy and security.
Table-3 depicts the weekly tasks. For example, Week 1 tasks
asked participants to become aware of their own mobile
privacy and security decisions, whereas Week 2 tasks asked
them to perform oversight of others in their community.
Participants could check off completed tasks in the app to
remove them from their task list, but we otherwise did not
track or require completion to continue in the study.
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Table 3: Weekly App Tasks

Week-1: 1) Review your own apps from the “Discovery” page > “In-
stalled” tab. Hide the apps that you do not want others to see. 2) Review
your community’s apps from the Discovery > “All Apps”. Check if you
have any uncommon apps that no one else is using. 3) For the apps you
have in common with others, compare the permissions you granted but
others denied.
Week-2: 1) Read the weekly pro tip and add a comment there. 2) From
the “People” page, review one of your community member’s apps. Check
if there are any apps or permissions that may not be safe. 3) Send a
message to warn them about unsafe apps or permissions.
Week-3: 1) Read the weekly pro tip and add a comment there. 2) Review
your own apps and permissions and check if any granted permissions
may be unsafe. Consider changing those permissions. 3) Review the
apps and permissions of someone in your community. Let them know if
they have any unsafe permissions.
Week-4: 1) Check the messages received from your community. Con-
sider changing the apps and permissions accordingly. 2) Review your
community members’ apps and check if any unsafe apps or permissions
exist. 3) Write a post on the Community feed to warn others about the
unsafe apps or permissions found.

Survey Design: Each participant completed two Qualtrics
surveys (pre-study and post-study) before and after the field
study, which contained four constructs: self-efficacy, commu-
nity belonging, community trust, and community-collective
efficacy. The pre-study survey also collected participants’
demographic information, e.g., age, gender, ethnicity, and ed-
ucation. During the field study, participants also completed a
shorter Qualtrics survey each week (weekly survey), contain-
ing all constructs of the community oversight model. Links
to the weekly surveys were delivered through the CO-oPS
app, which redirected participants to the Qualtrics web survey.

Follow-up Interview: At the end of the field study, we
invited participants to an optional 30-minute one-on-one
interview session on Zoom to learn about their experience
using the CO-oPS app with their community. Fifty-one par-
ticipants from 18 communities participated in the follow-up
interviews. We started the semi-structured interview by
asking about mobile privacy and security practices before
participating in the study. Next, we asked about their overall
experience of using the CO-oPS app. Participants were also
encouraged to express their perceived benefits and concerns
about different features of the CO-oPS app. Appendix B
presents some sample interview questions we asked during
the follow-up interviews. The interview sessions ranged from
40-70 minutes and were audio/video recorded.

Data Collection and Analysis: The study produced a rich
dataset: 1) quantitative data from survey measures, 2) CO-
oPS app usage logs, and 3) qualitative data from follow-up
interviews. We first categorized the survey responses as pre-
study, week-1, week-2, week-3, week-4, or post-study, de-
pending on the timestamps of the survey completion. Then,
we verified the construct validity of our measures using

Cronbach’s alpha [19] and created sum scores to represent
each construct. Next, we conducted Shapiro–Wilk tests and
found that the sum scores of the constructs were not nor-
mally distributed (ps< .01). Therefore, we performed the
non-parametric Wilcoxon rank-sum test to identify significant
differences between the pre-study and post-study measures
(Table-5). We also present the descriptive statistics for each
pre- and post-study survey item of the newly developed con-
structs (Appendix D)

We instrumented the CO-oPS app to log participants’ usage
data. We also stored the list of the apps installed and permis-
sions granted/denied during the installation of the CO-oPS
app and at the end of the field study. We analyzed the usage
log to identify how and at what frequencies participants uti-
lized different features of the CO-oPS app. We also analyzed
the pre- and post-study app/permissions lists to investigate the
changes made to the apps and permissions during the study.
Due to some technical issues with the CO-oPS logging fea-
ture, we could not log the in-app activities of the first seven
communities. Therefore, the app usage data was received
from only the last fifteen communities (N = 68 participants).

We qualitatively coded our interview data using inductive
analysis techniques [28] to understand how participants
perceived the CO-oPS features that tie to the constructs we
were measuring. Thus, our qualitative analysis complemented
the quantitative results from our surveys. We first familiarized
ourselves with our data by reading through each transcript
and then template-coded our data based on the community
oversight concepts described in Section 4. Specifically, we
coded for 1) the level of transparency on the information
shared by them or others, 2) the types of information they felt
helped raise their awareness about the community’s mobile
privacy and security practices, 3) the level of trust of one
another’s privacy behaviors and advice, 4) how and whether
they would individually participate in such a community, 5)
how participants discerned community participation, 6) the
trust and belonging they felt with their communities, and 7)
their individual and community-level capacity to manage
mobile privacy and security. The first author worked closely
with three researchers to code the data iteratively and formed
a consensus among their codes. The remaining authors
helped guide their analyses and interpretation of the results.
Appendix C presents the codes and illustrative quotations for
each analysis theme.

6 Results

On average, participants spent 32 minutes in the CO-oPS app
over four weeks, ranging from 19 minutes to 1 hr 31 minutes.
Table-4 summarizes the activity types that participants
performed with the CO-oPS app. Table-5 summarizes
Cronbach’s alpha, means, standard deviations, skewness, and
kurtosis of each construct measured during the study. All
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Table 4: CO-oPS App Activities

Activity Types N = 68 100% Average* Apps/Permissions Types
Hide installed apps 34 49% 6 Games, video streaming, banking, online shopping
Review own app permissions 61 87% 23 Games, online shopping, social media, mobile payments
Review others’ app permissions 46 65% 18 Social media, banking, games
Send private messages 51 74% 1 Apps: games, social media; Permissions: locations, camera, microphones, contacts
* Average number of activities per user (on apps, permissions, or messages)

Cronbach’s alphas were greater than 0.80, which suggests
good internal consistency of our measures. Next, we tested
for within-group differences in the constructs based on
whether the participants completed it at the start or end of the
study. We will discuss each measure below, along with the
corresponding findings from the qualitative data and usage
logs related to each construct.

Transparency: As shown in Table 5, participants reported
higher (p= .010, M1=4.07, M2=4.36) levels of transparency
(an individual’s perception of whether CO-oPS gave them a
transparent view of the apps installed and permissions granted
on their community’s mobile devices) at the end of the study.
Hence, this result supported our hypothesis (H1). Our quali-
tative results also confirmed that almost all participants felt
that CO-oPS made their community’s mobile privacy and
security decisions visible to them. Three-quarters of the par-
ticipants interviewed (76%, N=39) explicitly said they liked
the CO-oPS feature that let them check own apps and per-
missions. Participants often mentioned that having the ability
to see all their installed apps on one screen provided them
transparency of their app usage. Two-thirds of the participants
(67%, N=34) also brought up the visibility of others’ apps
and permission. To this end, they said reviewing others’ apps
and permissions provided them a sense of purpose for using
CO-oPS with their communities. Interestingly, while these
participants appreciated the ability to review one another’s
apps and permissions, they often referred to the importance of
the CO-oPS app-hiding feature because it made them feel less
intrusive to others’ privacy. As such, C18P1 said, "Because
some of the apps can be hidden if someone likes, that gives
me the feeling of a relief when I see others’ [apps installed].”.
However, some participants (25%, N=13) believed that this
app-hiding feature defeats the main purpose of CO-oPS.

Some participants, on the other hand, perceived trans-
parency as a two-way privacy violation, e.g., the privacy of
themselves and the privacy of others. For example, more than
one-third of the participants (38%, N=20) felt that their per-
sonal privacy was being violated as others, who were not
close, could see their personal information (e.g., installed
apps and permissions). Some participants (27%, N=14) also
specifically said they might forget to hide an app after in-
stallation, which could leave their apps visible to others. On
the contrary, one-fourth of the participants (25%, N=13) felt
that this transparency of others’ apps and permissions can

be privacy-invasive to others as well. C11P2 said, “While
using the app, my friends and I discussed privacy more than
security because we can see the apps on our friend phones
and I think that’s not a good thing.”.

The results from the log analysis (Table-4) also supported
the above concerns. For instance, around half of the partici-
pants (49%, N=34) hid one or more of their installed apps
from their communities. Participants, on average, hid six
mobile apps ranging from one to 17. The most frequent types
of apps that participants hid were games, video streaming
apps, banking apps, and online shopping.

Awareness: Participants overall reported a higher (p<.001,
M1=3.95, M2=4.37) level of awareness (individual’s percep-
tion of whether CO-oPS made them more aware of their
community’s mobile privacy and security decisions) after
the study. Hence, this result supports our hypothesis (H2).
Our qualitative results showed that using the CO-oPS app
helped participants raise their overall awareness of mobile
privacy and security issues, along with their awareness of
one another’s privacy and security practices. For example,
almost all participants (94%, N=48) felt that they became
more aware of mobile privacy and security issues because
CO-oPS enabled them to focus on permissions. They also be-
came more aware of which of their personal information was
being accessed by their installed apps. For example, C15P1
said, “It just makes it more obvious. It’s very focused on per-
missions. So I think having that focus, it’s very beneficial.
People in the community, I see are now more concerned... for
their permissions specifically. I totally see how it changed our
perspectives.”. Some of these participants (39%, N=20) often
brought up the weekly pro tips they got on the CO-oPS app
as it helped them increase their awareness regarding mobile
privacy and security in general.

Most participants (86%, N=44) also said they became more
aware of whether a permission is necessary for an app. They
often mentioned that comparing their own app permissions
with others helped them increase this knowledge. Almost
all of these participants (82%, N=42) also mentioned that it
helped them keep track of their own apps, as they found
more installed apps on CO-oPS’ Discovery page than they
were aware of. They also often mentioned some granted per-
missions found on the CO-oPS app (e.g., microphone, camera,
location, contacts, etc.) that they did not remember granting.

Around half of the participants (57%, N=29) said they be-
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Table 5: Descriptive Statistics and Wilcoxon Rank-Sum Tests of Pre and Post-Study Responses to the Constructs

Constructs Pre-Study Post-Study
α M1 SD1 S1 K1 M2 SD2 S2 K2 V-val p-val

Community Oversight Model:
Transparency 0.88 4.07 0.80 -0.74 0.70 4.36 0.67 -0.74 -0.49 1054* 0.010
Awareness 0.82 3.95 0.79 -0.76 0.84 4.37 0.68 -0.72 -0.45 1110.5*** <0.001
Trust 0.90 3.61 0.80 -0.29 0.11 4.28 0.85 -0.81 0.11 633.5*** <0.001
Individual Participation 0.87 3.78 0.83 -0.67 0.59 4.23 0.73 -0.89 0.17 897.5*** <0.001
Community Participation 0.88 3.86 0.80 -0.56 0.24 4.18 0.83 -0.92 0.23 1002** 0.002
Community Trust 0.87 4.03 0.87 -0.85 0.45 4.22 0.71 -0.78 -0.03 1412* 0.048
Community Belonging 0.91 4.09 0.67 -0.53 -0.52 4.20 0.68 -0.60 -0.88 1899 0.209
Community Collective Efficacy 0.91 3.80 0.78 -1.09 2.56 4.12 0.68 -0.44 -0.36 1287*** <0.001
Self Efficacy 0.85 3.95 0.64 -0.58 0.79 4.32 0.61 -0.80 0.27 1021*** <0.001
*p<.05; **p<.01; ***p <.001

came more aware of their community members’ privacy
and security behaviors. Here, they mostly mentioned one or
two people in their community whose apps they could keep an
eye on to ensure their safety. Lastly, some participants (39%,
N=20) also said that they appreciated the CO-oPS feature that
informed everyone about the permission changes made by
any member as this helped them decide whether to imitate
that change. Around one-fifth of the participants (18%, N=9)
felt that CO-oPS app did not make them aware of the app
changes made in the community - the apps community mem-
bers installed or uninstalled on their phones. This was not a
feature we implemented, and these participants felt like it had
been overlooked and desired that awareness.

The findings from our log analysis (Table-4) are reflective
of the quantitative results. For example, most of our partici-
pants (87%, N=61) checked their own app permissions during
the study. Participants, on average, reviewed the permissions
of 23 apps and primarily explored the permissions of apps
that are about gaming, online shopping, social media, and
financial payments. Alongside reviewing their own apps and
permissions, more than two-thirds of the participants (65%,
N=46) reviewed others’ app permissions. On average, they
explored 18 app permissions of their community members.
The most common types of apps being reviewed were social
media, banking, and gaming apps.

Trust: Similar to the above two constructs, the post-study
responses saw a higher (p<.001, M1=3.61, M2=4.28) level
of trust (individual’s perception of whether CO-oPS helped
them foster trust in one another’s mobile privacy and security
decisions) among the community members. This result con-
firmed our hypothesis (H3). Almost half of the participants
(51%, N=26) said they found the advice provided by their
community was dependable. They were overall apprecia-
tive of the feedback and guidance they received from more
tech-savvy community members, as it helped them learn more
about risky apps and unnecessary or dangerous permissions.
However, the trust did not always extend to all community
members. For example, C18P1 said: "In this app, you’re trust-
ing each other’s decisions. But for me, in this community, only

[Name] is more tech-savvy. And most of the people are not.
And these decisions are not always well-informed, right? So,
I follow only [Name] to check what he has.".

Conversely, participants felt that trusting others’ privacy
and security practices might be challenging in some cases.
Around half of the participants (49%, N=25) said some
of their community members were less knowledgeable
about mobile privacy and security issues. Therefore, they
could not trust those people’s mobile privacy and security
decisions to learn from. As C11P3 said, “I don’t think they
were much of aware. They do not care of all this, you know,
privacy and security stuff,... so I am not sure I followed
them, their permissions and stuff.”. Interestingly, they also
often mentioned that those with less knowledge were less
tech-savvy (37%, N=19) in general.

Individual Participation: Participants reported a higher
(p<.001, M1=3.78, M2=4.23) level of individual participa-
tion (perception of whether the CO-oPS app helped individ-
uals participate in their own and others’ mobile privacy and
security decisions) after using the CO-oPS app for four weeks.
This supported our hypothesis (H4). Our qualitative results
also revealed that participants overall took the initiative to
change their apps and permissions and also provided their
oversight to others. Notably, more than two-thirds of the par-
ticipants (67%, N=34) said that they made changes to their
own apps and permissions. Participants often said that they
made these changes after reviewing their own permissions and
identifying the unnecessary or concerning ones by themselves.
Some other participants said that comparing their own app
permissions with their community’s inspired them to change
their app permissions. Some of these changes were made be-
cause of feedback received from other community members.
C02P1 said, “I did some changes. I denied some of my permis-
sions. [Name] asked me to remove the microphone from one
of the apps I use for workouts. I have removed it now. ... also,
you can always just check and then you just have to learn
what permissions are suspicious and what are necessary.”.

Next, more than one-third of the participants (41%, N=21)
explicitly said that they provided feedback to their commu-

444    Nineteenth Symposium on Usable Privacy and Security USENIX Association



nity members to warn about the apps that they thought might
be risky or the permissions granted that might be a cause of
privacy concerns. To provide feedback, participants did not
just use the CO-oPS messaging feature, they also mentioned
using other media, e.g., text messages, social media private
messages, phone calls, or talking in person.

Log results (Table-4) demonstrate that individuals did pro-
vide oversight during the study. We found that 74%, N=51
participants sent messages to someone in their communities,
where twelve messages were about warnings regarding risky
apps (games, social media). Thirty-five messages contained
warnings regarding specific app permissions they found on
their community members’ phones. They mostly provided
feedback about location, camera, microphones, and contact
permissions. For instance, C09P1 messaged C09P3: “You’re
granting Douyin a ton of permissions. maybe we should keep
the Chinese spyware to a minimum.”

However, some participants expressed a number of factors
that reduced their motivation to participate. More than
one-third of the participants (41%, N=21) believed that they
were less tech-savvy than others in their community and
therefore they doubted their feedback would be useful to
others. Interestingly, some participants (39%, N=20) felt
that the people who participated with them were not
close and therefore they did not care about those people’s
mobile privacy and security. A few participants (29%,
N=15) expressed that they had very few mobile apps
installed on their devices, and so, they did not need to be
concerned about mobile privacy and security. Ironically,
some of these participants also believed that they did not
have anything to be concerned about because the personal
information that is stored in their mobile phones is not very
sensitive in nature. A few also felt that their information
was already leaked by some online entities and so it was
too late to start caring about mobile privacy and security.
As such, C14P2 said: “I don’t see the point now because
you can’t just control what they [apps] already stole from
you. I use very few apps, and all my data is already out there."

Community Participation: The community participation
measure (individual’s perception of whether the CO-oPS app
enabled the community to help one another make their mobile
privacy and security decisions) increased (p= .003, M1=3.86,
M2=4.18) over the duration of the field study. This confirmed
our hypothesis (H5). More than three-fourths of the partic-
ipants (78%, N=40) said the CO-oPS app allowed them to
learn from their community regarding mobile privacy and
security management and exchange their knowledge regard-
ing app safety and privacy. Most of these participants (71%,
N=36) also mentioned that using CO-oPS helped them ini-
tiate more open discussions regarding mobile privacy and
security in their community than ever before. They said these
discussions most often took place offline when they saw one
another in different social gatherings. Around half of the

participants (53%, N=27) specifically discussed receiving
feedback and advice from their community. C17P1 said,

“I mean, offline, or virtually, we kind of worked together, we
talked, we get each other’s knowledge. But that also happened
with the co-ops app, that there were so many options to get
in touch with each other by that messaging or, notifying them,
or community discussion... I will say it kind of, we helped one
another learn as a team.”.

However, some participants said the CO-oPS app might
not help increase community participation when the members
are extremely or not particularly tech-savvy. One-third of
the participants (31%, N=16) envisioned that when the
community members are less tech savvy, they might not
be able to provide oversight to each other. On the other
hand, 27% of the participants (N=14) said that their entire
community was very tech-savvy and well aware of the
mobile privacy and security issues, and therefore they did
not find it necessary to engage in discussion or exchange
feedback with one another. C11P5 said: “My community is
from a computer science background. I think we are already
aware of these things. So, we don’t need others’ advice.”.

Community Trust and Belonging: While community trust
increased over the course of the study (p= .048, M1=4.03,
M2=4.22), the difference between community belonging was
not statistically significant (p= .209, M1=4.09, M2=4.20).
Thus, hypothesis (H6) is supported, but (H7) is not supported.
In our qualitative analysis, we found that all of our participants
(100%, N=51) said they personally knew each member of
their communities. Most of our participants (86%, N=44)
mentioned having close relationships, e.g., family members,
friends, co-workers, and neighbors, with some members of
their communities. Thus, using CO-oPS did not appear to
bring groups closer together.

However, perceptions of trust and community relationships
were still important in how individuals interacted with each
other in CO-oPS. Around half of the participants (47%, N=24)
said that they had trust in their community that their apps
and permission information would not be misused. One-
fourth of our participants (24%, N=12) said they had peace of
mind because they would rely on their community members
who would actively monitor their mobile privacy decisions
and warn them if anything is found concerning. Here, we often
noticed that participants referred to some specific community
members, not the entire community, who they would rely on.
C02P1 said, "With [Name] in my group, at least I know that
if he saw something he didn’t think wasn’t proper, he will
definitely let me and my husband know...We have that kind of
relationship, so we know we can trust him.”.

However, a few participants felt that sharing the apps
installed might cause some security issues due to the lack
of trust in certain community members. For example, a few
participants (18%, N=9) envisioned security concerns in
sharing their financial apps, such as banking or mobile
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payments, with their community. They often brought up
hypothetical scenarios of a family member (e.g., children)
knowing what apps they have installed, who would somehow
get access to their phone, log in to their financial apps, and
transfer money. A couple of participants also imagined
situations when community members might judge or bully
them because of their choice of gaming apps.

Self-efficacy: Our participants reported higher levels of
self-efficacy (individual’s capacity to manage their mobile
privacy and security) at the end of the study (p < .001,
M1=3.95, M2=4.32). This confirmed our hypothesis (H8).
Most participants (80%, N=41) said they gained confidence
in managing their mobile privacy and security, particularly
by reviewing their installed apps and granted permissions
and identifying whether there is anything concerning. C10P1
said, "So, I can now think through it, like what is the purpose
of this permission? Like if the permission conflicts with the
purpose of the application, I can just turn it off. You see, this
is new. I now can differentiate what’s necessary or what’s
not." Interestingly, more than half of the participants (57%,
N=29) said they now have become more knowledgeable
about changing permissions, mostly because they could
easily navigate to the app permission settings from the
CO-oPS apps. This perception was not universal, though.
Around one-third of the participants (31%, N=16) also said
they already had the ability to manage their own apps
and permissions prior to participating in this study, and they
never reached out to others for help.

Commmunity Collective Efficacy: Participants reported
higher community collective efficacy (individuals’ belief
that their community can co-manage mobile privacy and
security) at the end of the field study (p < .01, M1=3.80,
M2=4.12). This confirmed our hypothesis (H9). Reflecting
this, most participants (88%, N=45) felt they could easily
reach out to their community and work together as a
team for their mobile privacy and security decisions. Most
of these participants (67%, N=34) mentioned that they have
at least one person in the community they could reach
out to ask questions about whether an app was safe to use
or a permission should be allowed. C03P5 said, “When I’m
giving permissions, I now can tell that could be the things
that are needed for a discussion. I do go to [Name] to ask
what he thinks. what he thinks the permission is needed or
not needed for the app. I do my permissions like this now.”

Behavioral Impact:
Our log analysis results provide further insights into
participants’ overall behavioral changes regarding mobile
privacy and security. We found that 87% of the participants
(N=61) changed at least one of their app permissions during
the study. Participants, on average, changed 29 permissions,
where all permissions were changed to “deny.” They

mostly turned off the permissions accessing their location
(approximate and precise), camera, storage, and contacts.
For instance, C15P4 changed the Location (Approximate)
permissions of Chase, Snapchat, and Gyve apps installed
on his phone. However, participants did not show a similar
decrease in the number of apps they had on their phones.
Around 78%, N=53 participants installed new apps, whereas
only a few participants (16%, N=11) uninstalled any apps.
Participants, on average, installed two new apps, where the
most common types of apps were mobile payment, banking,
online shopping, social media, and games. On the other hand,
the participants who uninstalled their apps mostly discarded
gaming apps along with a few spiritual, fitness, and dictionary
apps from their phones. Perhaps learning what apps others
in their communities were using provided participants with
ideas for additional apps they would be interested in.

7 Discussion

While our prior work conceptually proposed community
oversight as a mechanism for supporting privacy and security
management [17], this work is the first field study to empir-
ically examine the real-world feasibility of implementing
community oversight as a mechanism for co-managing
mobile privacy and security among trusted groups. Our results
largely confirm what was envisioned in that prior work: that
community oversight does have the potential to help people
help each other when it comes to decisions about mobile apps
and app permissions [17]. Users’ perceptions of their own and
their community’s capabilities to manage their mobile app
privacy and security increased as a result of the study. The
majority of participants modified their permissions, reducing
what they were sharing with apps, and stated that their aware-
ness of permissions and mobile apps also increased. Below
we further discuss our overarching findings and their im-
plications for the design of community oversight mechanisms.

Building Community Collective Efficacy
The goal of the CO-oPS app, as with many collaborative
systems, is to build and support the collective capacity of
groups to work together to achieve a common goal, in this
case, to manage apps and app permissions. Thus, building
community collective efficacy for mobile privacy and
security is the primary end goal of CO-oPS. To that end, we
believe our study was successful. The interview comments
suggest that the community oversight mechanism helped our
participants increase their ability to support each other in their
mobile privacy and security decisions. Participants mentioned
their change to a more collaborative perspective: the app
facilitated knowledge sharing amongst their community and
an ability to rely on others to help in decision-making. Our
results also provide an empirical validation of the components
of the community oversight model [17]. Again, both survey
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and interview results demonstrated the roles of transparency,
awareness, trust, and participation in providing community
oversight. Future work could examine what factors are most
related to community collective efficacy and thus are most
important to provide in a community oversight mechanism.

Role of Tech Expertise
One of the key themes was that the level of tech expertise
among community members plays a key role in bolstering or
hindering community oversight. For instance, our participants
expressed concerns about the potential lack of participation in
communities when most members are sufficiently tech-savvy
or knowledgeable about mobile privacy and security. Others
expressed concerns about there being a lack of knowledge
in their communities and less trust in the decisions of those
with less expertise. Kropczynski et al. [36] also noted the
importance of those with tech expertise in older adult com-
munities for spreading privacy and security knowledge, even
among those with low self-efficacy. This suggests that com-
munity oversight mechanisms may be most beneficial and
appropriate when there are asymmetrical relationships among
the community members in such a way that some community
members need support while other members could provide
that support. A key challenge is then how to incentivize those
with sufficient expertise to participate in such communities,
particularly to help community members they are not as close
to or not already providing tech care to [37].

However, when this asymmetry in expertise combines
with a power imbalance, which is often seen in families, the
collaborative joint oversight might cause tension. Akter et
al. [4] demonstrated that although teens had more expertise
than their parents, they did not feel empowered to oversee
their parents because of the existing power hierarchies. In
families, parents often use parental control apps, a more
restrictive approach that fosters monitoring and surveillance
to ensure teens’ mobile online safety, privacy, and security.
Teens often perceive this unidirectional oversight mechanism
as overly restrictive and privacy-invasive [30, 65]. Therefore,
adolescent online safety researchers emphasize adopting a
softer version than parental control or community oversight
- a middle ground that allows parental oversight with
bidirectional communication and teens’ self-regulation [65].
So, the community oversight mechanism might need to
incorporate additional features to help such unique types of
communities with asymmetries in expertise and power.

Tensions around Transparency and Privacy
Another common concern was privacy issues arising from
transparently sharing apps and permissions with others.
While many appreciated such transparency, participants
regularly chose to hide certain apps from other people.
Some participants found this transparency too invasive
and anticipated potential problems resulting from others
knowing about what apps they use. Other concerns also

arose from being able to determine if the advice given to
another was taken or not, based on whether someone’s
permissions remained the same or changed. These concerns
will likely be elevated as community size grows, where
communities contain more members who are not close to one
another. A recent study that explored collaborative mobile
privacy management among families also found similar
results where participants expressed concerns in including
extended families with distant relationships [3]. To resolve
these tensions, as with many collaborative systems, users
may want more granular controls on who can see what apps
and permissions rather than sharing equally throughout the
community.

Incentives to Participate
Prior work identified that users might not be motivated
to provide oversight to those not close to them [17] or
those outside of existing care relationships such as between
parents and teens [4]. Indeed, some of our participants
expressed similar sentiments and were not concerned about
the decisions made by those not close to them. Despite this,
the majority of participants did perform oversight, and many
interviewees described discussions and behaviors that were
sparked as a result of that oversight. Yet with some incentives,
participating in a user study, in this case, individuals per-
formed the oversight, benefiting other community members.
Thus a key question remains as to how to incentivize such
oversight to different community members and how those
incentives may need to change over time.

Implications for Design
Our results demonstrate how features that provide trans-
parency and awareness and support trust between community
members are essential components of community oversight.
Mechanisms must also enable and encourage individual and
community participation in the collaborative efforts of pri-
vacy and security management. Our results provide further
insights into the features and mechanisms needed in a tool for
communities to participate in collaborative oversight of their
mobile privacy and security.

Making Privacy Features Visible: While the CO-oPS app
had a feature that allowed users to hide any of their installed
apps from others, it often failed to provide users with a suf-
ficient sense of privacy. This may be because they were not
well aware of this feature or were unsure how well it func-
tioned. Participants also reported concern over forgetting to
hide apps as they install new ones. Thus, mechanisms to keep
users aware of this app-hiding feature will be necessary. Das
et al. [21] and DiGioia and Dorish [23] also emphasized the
importance of visibility so that users can be aware of the
availability of the security feature and adopt it. To help users
be aware of this feature, users can be prompted regularly or
upon installing new apps to ask if they would like to hide. If
community members hide too many apps, however, oversight
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will be more limited. Thus, designers should also explore
additional privacy features that can protect an individual’s
privacy while still allowing useful sharing to the community.

Raising Mobile Privacy Knowledge: One of our findings
suggested that participants would not trust the mobile privacy
and security behaviors of people who were less knowledge-
able. This suggests that collaborative decision-making would
not effectively function when there is little trust within the
group. Increasing trust within communities may be very chal-
lenging, and how to do so remains an important open ques-
tion. In [17], participants also envisioned such situations and
recommended including external expert users whom the com-
munity members can turn to for guidance when they do not
have the necessary expertise. Several other networked privacy
researchers also demonstrated the need for knowledgeable
expert stewards [11, 12, 48]. Therefore, we recommend app
designers explore ways to include mobile privacy and security
experts in communities. Another possibility is, rather than
bringing experts into the community, to raise the expertise of
certain motivated community members. This could include
nudges towards additional information or resources, possi-
bly personalized to those most amenable to such additional
knowledge.

Increasing Community Participation: We found that our
participants expressed several concerns about community
motivations to provide oversight to one another. Individuals
and communities, as a whole, need incentives to utilize a
community oversight mechanism and continue to support
each other [5, 53] in their knowledge-sharing and decision-
making. Such needs for incentivizing individual participation
in communities to support collective participation were also
suggested by Watson et al. in [64] and Moju-Igbene et al.
in [47]). Therefore, community oversight mechanisms need
to include features that encourage such engagement and make
the engagement of others apparent. For example, community
members can be notified of any new apps installed or
permissions granted on anyone’s phone. Moreover, nudges
could remind community members to review random
members’ apps and permissions. Additionally, lightweight
feedback features might also help users to engage more. For
instance, instead of messaging, users might prefer just to flag
unsafe apps/permissions to notify others quickly.

Limitations and Future Work
We would like to highlight the limitations of our study that
should be addressed in future work. First, our sample was
skewed toward Asian adults, most of whom completed col-
lege and graduate-level education. Therefore, our results may
not be generalizeable to other communities of different eth-
nicity, education, and age groups. Future work should explore
communities with broader demographics, ethnicity, and socio-
economic status [44]. Another limitation is that we asked our
initial participants to form their communities with people they
knew, which sometimes led to groups where everyone did not

have strong bonds with each other. This may have led them
to evaluate our app differently than if we studied with com-
munities of families or close friends only. However, this also
provided important insights into the importance of community
trust in fostering oversight. Future work should examine how
factors of group structure and relationships, including group
size and varying levels of expertise, impact the motivation of
participation and oversight activities of community members.

Although our qualitative results suggested that the CO-
oPS app supported all necessary components of community
oversight, this does not imply that our participants perceived
usefulness, ease of use, and behavioral intent to adopt [22].
This is because they used the app, as we requested, to perform
various tasks as part of the study. Therefore, in future stud-
ies, we would want to evaluate its usability to address users’
experience issues and measure technology acceptance [22]
to identify how to design for widescale adoption of an app
to help people collaborate with their loved ones to manage
mobile privacy and security. Lastly, the study design did not
include a control condition, which means that any effects
from the community oversight mechanism cannot be differ-
entiated from changes that may have occurred through using
the app, such as increased attention on app permissions and
privacy and security. Therefore, the results cannot conclu-
sively demonstrate a causal relationship between the usage of
CO-oPS with communities and the dependent variables we
analyzed. However, our qualitative insights provide evidence
that some of the positive effects could be attributed to using
the CO-oPS app. Moreover, there might be a survivorship
bias effect in our results, as those who dropped out did not
perceive any benefits to the app. Future research should in-
vestigate whether the same findings would hold for control
groups and prevent potential survivorship bias.

8 Conclusion

Managing mobile privacy and security as an individual is
hard. We believe community oversight is one potential social
mechanism that can allow community members to exchange
help regarding their mobile privacy and security decisions.
Our CO-oPS app was developed to evaluate this idea of com-
munity oversight in building community collective efficacy
for groups managing their mobile privacy and security to-
gether. Our results provide empirical evidence that commu-
nity oversight can potentially have an impact on individuals
and communities alike. Given the continued proliferation and
adoption of smartphones and mobile apps, we believe apps
that facilitate community oversight are an essential tool for
communities to help one another keep their personal informa-
tion safe and secure. We will continue to build upon this work
to examine how we can help people successfully co-manage
mobile privacy and security within their communities.
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Appendix A Survey Scales

Community Oversight Model Constructs: (Derived from Chouhan et al.’s conceptual model of Community Oversight [17])
Transparency
1. The app gave me a transparent view into the apps installed and permissions granted on my own mobile device.
2. The app gave me a transparent view of the apps installed and permissions granted on the mobile devices of others.
3. The app gave us all a transparent view of the apps installed and permissions granted on the mobile devices of our community.
Awareness
1. The app made me more aware of my own mobile privacy and security decisions.
2. The app made me more aware of the mobile privacy and security decisions of others.
3. The app increased overall awareness of the mobile privacy and security decisions of our community as a whole.
Trust
1. The app helped me foster trust in the mobile privacy and security decisions of others in my community.
2. The app helped others in my community foster trust in my mobile privacy and security decisions.
3. The app helped foster trust in the mobile privacy and security decisions of our community as a whole.
Individual Participation
1. The app helped me make privacy and security decisions for myself.
2. The app helped me be involved in others’ privacy and security decisions.
3. The app helped individuals in the community participate in privacy and security decisions of our community.
Community Participation
1. The app enabled me to participate in a community that helps one another regarding our mobile privacy and security decisions.
2. The app enabled others to participate in a community that helps one another regarding our mobile privacy and security
decisions.
3. The app enabled the community to help one another regarding our mobile privacy and security decisions.

Community Trust (Derived from Chouhan et al.’s conceptual model of Community Oversight [17])
1. I trust others in my community to protect my private information.
2. I trust others in my community to give me advice about mobile privacy and security.
3. Others in my community trust me to protect their private information.
4. Others in my community trust me to give them advice about mobile privacy and security.

Community Belonging (Pre-validated by Carroll et al. [14] and Sarason et al. [59])
1. I can get what I need in this community.
2. This community helps me fulfill my needs.
3. I feel like a member of this community.
4. I belong in this community.
5. I have a say about what goes on in this community.
6. People in this community are good at influencing each another.
7. I feel connected to this community.
8. I have a good bond with others in this community.

Self-Efficacy (Pre-validated by Kropzynski et al. [36] based on a modified version from Bandura [10])
1. I know that if I worked hard to learn about mobile privacy and security, I could make good decisions.
2. Mobile privacy and security decision-making is not too complicated for me to understand.
3. I think I am the kind of person who would learn to use best practices for good mobile privacy and security decision-making.
4. I think I am capable of learning to help others make good mobile privacy and security decisions.
5. Given a little time and training, I know I could learn about best practices for good mobile privacy and security decision-making
for myself and my community.

Community-Collective Efficacy (Pre-validated by Kropzynski et al. [36] based on a modified version from Carroll et al. [15])
1. Our community can cooperate to improve the quality of our decisions about mobile privacy and security.
2. Despite other obligations, we can find time to discuss our decisions about mobile privacy and security.
3. As a community, we can handle the mistakes and setbacks resulting from our decisions about mobile privacy and security
without getting discouraged.
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4. I am confident that we can be united in the decisions we make about mobile privacy and security that we present to outsiders.
5. As a community, we provide care and help for one another regarding our mobile privacy and security decisions.
6. Our community can leverage outside resources and services for our members to ensure the quality of mobile privacy and
security decisions.
7. Our community can provide information for people with different interests and needs when it comes to mobile privacy and
security decision-making.

Appendix B Sample Questions of Followup Interview

• Prior to participating in this study, how did you decide which apps are safe or unsafe to install on your mobile devices?
• How did you decide whether to accept or deny a permission request for an app?
• Did you ever review the permission lists of the apps installed on your phone? Why or why not? How?
• How frequently did people in your community discuss mobile privacy and security issues with one another?
• During the study, how frequently did your community members discuss mobile privacy and security decisions with one

another?
• During the study, how did you communicate with others who were part of your community?
• During the study, how did you manage your mobile privacy and security decisions? Did you see any changes compared to

prior to the study? Why or why not?
• Can you explain how and why the app did or did not help provide transparency into the mobile privacy and security

decisions of other people in your community?
• How and why did the app or did not help raise awareness in your community about mobile privacy and security?
• How and why did the app or did not enable you and individuals in your community to provide feedback and guidance about

others’ mobile privacy and security?
• How and why did the app or did not help you work together as a community about mobile privacy and security?
• Were there any problems or concerns you or others in your community encountered when using the app?
• If given the option, would you want to continue using the CO-oPS app after this study? Why or why not?
• Who do you think would be benefited the least from using the app and why? Who would be most benefited and why?
• Is there anything else that you would have liked the app to do? Any changes you would have liked on how the app currently

works?

Appendix C Codebook

Table A.1: Codebook

Codes Illustrative Quotations
Transparency
Visibility to own S&P (security
and privacy)
(76%, N=39)

“So actually using co-ops, like, for me, I got to see the list, like, what the apps, what the actual permission all the
apps are using and like, what access they have. Like the list of all at the same place. For me, it was like, good to
have this.” -C11P3

Visibility to others S&P
(67%, N=34)

“I think having this app actually made me more, see these things of others, because it made it easier now to check,
not only yours, but also other people’s security settings.” -C18P1

Violation of own privacy when
other’s view (38%, N=20)

“As some of the community are not someone who not much close, I wasnt that much confident when it came to
share my apps and show my things, you know.” -C08P2

Violation of own privacy when
forget to hide (27%, N=14)

“I didn’t want to show a few apps, to my community members, but, as CO-oPS crashed the first time and I had to
reinstall it. Then, I forgot to hide those apps. And so I think that is a privacy issue, which most people won’t like
it.” -C11P1

Violation of others’ privacy
(25%, N=13)

“While using the app, my friends and I discussed privacy more than security because we can see the apps on our
friend phones and I think that’s very not a good thing. I did not feel good.”-C11P2

Defeats the purpose
(25%, N=13)

“But sometimes, so while people are using some apps and keeping it private to them, they dont share with anyone
but yeah, then I think this app wont help much for anyone” -C06P2

Awareness
Overall S&P awareness
(94%, N=48)

“Sometimes we allow some permissions without understanding what’s been packed. So after exploring that
CO-oPS, I usually get to think twice about my apps, which really cool, I am more concerned about whether to
allow or not allow any permissions to secure your phones. I would say it’s very helpful to change my mind. And it
helped me to be more careful about my mobile security.” -C15P1

Continued on next page
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Table A.1 – continued from previous page
Codes Illustrative Quotations
Compare own S&P with others
(86%, N=44)

“I think this is a great feature. Because with this, you are able to see and compare like, if what you are using and
what others are using, it is like comparable Or you can just know what you are doing others are not. I guess you
can help yourself.” -C17P1

Keep track of own S&P
(82%, N=42)

“Earlier I couldn’t know about what is there and what is not because I thought I had few apps the apps I did
install. Then here [on CO-oPS app] I see I have more apps that I did not see it before... I think it helps, it feels
like gives you to see what do you have on the phone, and the stuff that are accessed by the apps.” -C08P1

Aware of others’ S&P
(57%, N=29)

“So like seeing the option of like, every single app, and then seeing like what’s granted and denied, that definitely
helped a lot to see what each member, what apps did they have, and also what like permissions they grant. So it
helps me realize what they’re granting or not granting, so that I need to I help them or not.” -C02P4

Aware of community’s S&P
Changes (39%, N=20)

“One of the benefits of it is, on the community section, I can go through my friend’s app changes, which permissions
of which apps you changed. And I can go ahead and do that and change it and have fun. Okay.” -C11P1

Increased awareness from pro
tips (39%, N=20)

“So on this pro tip section in where you can know the basic information, like basic knowledge that you can just
learn from and become careful about the app settings... I think this section talked some senses in us.” -C06P2

Doesnt inform community
about Apps Changes (18%,
N=9)

“So, you see in the community, we get to know about the changes for the permissions, but we do not get any
community posts for the app installing or installing. I think this is also important. When someone gets rid of an
app, everuyone should know, right.” -C15P1

Trust
Trust others’ advice
(51%, N=26)

“[Name] let me reconsider what I am doing, because when he tells me warns me, you are more likely to take it
seriously. It’ll come to light in your mind for sure. Yeah, I did change some of the things, yeah I think he was
right. I see the stuff he warns me about are all good.” -C11P2

Less aware community mem-
bers (49%, N=25)

“I dont think they were much of aware. They do not care of all this, you know, privacy and security stuff, so I am
not sure they used it much.”-C11P3

Less tech-savvy community
members (37%, N=19)

"For example, my mom... whenever she goes to the Facebook or YouTube, she asks questions. So, she cant be able
to understand these privacy and security, its just so beyond her capacity. So I doubt she would be someone to rely
on."-C16P1

Individual Participation
Made own S&P changes
(67%, N=34)

“I got rid of some of my permissions. I haven’t really thought of that before. Right now it has come to my
knowledge that yes, it is a big problem and even scary. But I have that control, if you know what permissions are
problematic, and what are necessary, you can always try clean up. Now cleaning up my phone has become a bit
of a priority to me.” -C02P1

Provided feedback
(41%, N=21)

“I reviewed X’s mobile privacy, I saw he was giving a permission, don’t remember which one, then I told him
that, allowing that permission is not good. And then I gave some good reasons why this is important to change
this or not. -C17P1

Less tech-savvy
(41%, N=21)

"I dont think anyone needed my advice. I know they are careful, much careful than I am because they all are very
savvy.” -C18P2

Others are not close
(39%, N=20)

I dont think I did much. . . I would be interested to help someone when I care them, maybe my parents mostly.”-
C14P2

Fewer app users
(29%, N=15)

“I did not use it much. I’m a very minimalist in my apps. So at this point, the apps that I have, I know what I have.
My advice to others is use minimal apps and make your life easy..”-C03P5

Community Participation
Learned from community
(78%, N=40)

“We could review each other’s permissions and we could Share, so we could be careful about our privacy and
things. And having your community’s apps and permission in CO-oPS, you can just learn by yourself like maybe
you don’t really have to grant this permission.” -C18P2

Increased discussion in commu-
nity (71%, N=36)

“We had frequent discussions when we had discussions about what kind of security and permissions we have or
on each other’s phone, or in general the security issues out there. And I think the other day when we met, we
were giving away some information. I think we also mentioned some of our apps are taking unnecessary data.
For those apps purpose, the permissions were not necessary. So we asked to turn it off. And I don’t know if they
did change that, but I did. But yeah, that kind of interaction truly happened among us. And we had we shared
opinion and try to suggest each other that this is not right.” -C06P4

Received feedback from com-
munity (53%, N=27)

“One of the action items we had a task like look through permissions and tell them like, hey, like, maybe you
shouldn’t do it. I think I received a message from X like, Hey, you have Bose like music app has access to your
GPS location for some reason. Oh, wow. Which I did not notice it before. This was like, I really thanked him.”
-C09P2

Less tech-savvy community
(31%, N=16)

"I think when your community is not tech savvy, they wont feel the importance of this security and privacy. I can
see to be an effective community at least some people must be tech savvy so that they can educate everyone else."
-C16P1

Tech savvy community
(27%, N=14)

“We didnt find it useful, not really, because my community is from computer science background. I think we are
already aware of these things. So, we dont need others advice.” -C11P5

Community Trust and Belonging
Good relationship with commu-
nity (86%, N=44)

“We live in a same community, so we have a very good relation with the other people like X and all the other four
members because we almost live in very close to and very similar minded community. So and I have personally
good relationship with X that also drives me to participate in this research. So yeah, we try to go outing and
explore things together.” -C15P1

Continued on next page
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Table A.1 – continued from previous page
Codes Illustrative Quotations
Trusted others to keep S&P Info
Private (47%, N=24)

“I guess, like the thought that they are my close circles. Like I know sharing my apps with them is safe.” -C15P1

Depend on the community for
S&P (24%, N=12)

“With X in my group at least I know that if he saw something he didn’t thought wasn’t proper, he will definitely
let us know, let me and my husband know.. We have that kind of relation, he, Yeah, he would let us know and he
would tell us this just to delete that, we have that kind of relationship so, we know we can trust him, We know
that,” -C02P1

Had security concern for shar-
ing S&P (18%, N=9)

“I have my Chase app, if someone on the family, like my sons, know I have this app and can somehow get my
phone,... if the app is logged in already, they can just transfer the money immediately.”-C02P3

Self Efficacy
Gained confidence in S&P
(80%, N=41)

“Okay, so, I will say that what is the purpose of this app? Like if it is like Facebook or WhatsApp, then it will use
my contacts, my contact information can use or my photos they can use. But why they should go to my phone
call manage permission or there will track my other applications permission. That doesn’t make sense. So it
conflicts with the purpose of this application. See, this is new. I can now differentiate whats necessary or what
not." -C10P1

Now know how to change per-
missions (57%, N=29)

“So I actually now can use the settings to go directly change the permissions. Its much easier now. It has become
like I randomly go check some apps and do changes instantly if I feel like.” -C12P2

Already confident in S&P (31%,
N=16)

“I would say that’d be me. I’m pretty knowledgeable regarding, you know, the whole privacy and phones, I try to
be secure about my own apps. Yeah, I think I am very careful with permissions and such. I know how to change
things.” -C22P1

Community Collective Efficacy
Felt teamwork for S&P
(88%, N=45)

“I mean, offline, or virtually, we kind of worked together, we talked, we get each other’s knowledge. We could
easily just start a discussion about any apps and permissions stuff... I will say it kind of, we work together in this.”
-C17P1

Reached out to community
(67%, N=34)

“ think one thing is that I’m a little more confident of it now. So, when I’m giving permissions, I now can tell
that could be the things that needed for a discussion. I do go to [Name] to ask what he thinks would do. what he
thinks if the permission is needed or not needed for the app. I do my permissions like this now.” -C03P5

Appendix D Descriptive Statistics of Community Oversight Construct Items

Table A.2: Wilcoxon Rank-Sum Tests of Pre and Post-Study Responses to the Community Oversight Construct Items

Constructs Pre-Study Post-Study
M1 SD1 S1 K1 M2 SD2 S2 K2 V-val p-val

Transparency:
The app gave me transparency of my apps and permissions 4.18 0.86 -0.89 0.73 4.40 0.72 -0.79 -0.68 716 0.08
The app gave me transparency in others’ apps and permissions 4.02 0.90 -0.85 0.97 4.32 0.77 -0.91 0.29 696* 0.026
The app gave us transparency in whole community’s app 3.98 0.99 -0.83 0.30 4.30 0.76 -0.86 -0.27 654.5* 0.012
Awareness:
The app made me aware of my S&P decisions 4.12 0.91 -1.31 2.53 4.49 0.67 -1.15 1.10 462.5** 0.001
The app made me aware of others’ S&P decisions 3.81 0.99 -0.74 0.42 4.28 0.85 -1.01 0.31 804** 0.001
The app made me aware of whole community’s S&P decisions 3.91 0.94 -0.69 0.09 4.23 0.84 -1.01 0.52 880.5*** <0.001
Trust:
The app helped me foster trust in others’ S&P decisions 3.65 0.98 -0.37 -0.21 4.19 0.81 -0.74 -0.00 405*** <0.001
The app helped others foster trust in my S&P decisions 3.57 0.91 -0.16 -0.32 4.02 1.02 -0.96 0.39 546.5*** <0.001
The app helped foster trust in whole community’s S&P decisions 3.60 0.84 -0.43 0.17 4.12 0.94 -1.09 1.15 467*** <0.001
Individual Participation:
The app helped me make S&P decisions for myself 3.96 0.98 -0.82 0.39 4.37 0.79 -1.43 2.84 727.5** 0.002
The app helped me involve in others’ S&P decisions 3.62 1.02 -0.58 -0.13 4.17 0.92 -1.10 0.94 598*** <0.001
The app helped us involve in whole community’s S&P decisions 3.75 1.00 -0.58 -0.13 4.16 0.82 -0.66 -0.23 522*** <0.001
Community Participation:
The app enabled me to participate in community’s S&P 3.85 0.90 -0.60 0.18 4.12 0.87 -0.91 0.82 760* 0.021
The app enabled others to participate in community’s S&P 3.87 0.84 -0.52 0.42 4.17 0.91 -0.87 -0.10 771.5* 0.011
The app enabled whole community to participate in everyone’s S&P 3.85 0.90 -0.69 0.32 4.25 0.89 -0.99 0.12 701** 0.003
Community Trust:
I trust others to protect my information 3.99 0.28 -1.18 0.87 4.15 0.23 -1.21 1.62 1012.5 0.166
I trust others to give me advice 4.13 0.24 -1.10 1.10 4.23 0.20 -1.23 2.44 967.5 0.356
Others trust me to protect their information 4.04 0.24 -0.81 0.10 4.28 0.19 -0.49 -1.02 651* 0.016
Others trust me to give them advice 3.96 0.25 -0.72 0.11 4.18 0.22 -1.17 2.04 856* 0.023
*p<.05; **p<.01; ***p <.001

456    Nineteenth Symposium on Usable Privacy and Security USENIX Association



Data Privacy and Pluralistic Ignorance

Emilee Rader
Michigan State University

emilee@msu.edu

Abstract
This paper presents the results of an online survey experiment
with 746 participants that investigated whether social norms
influence people’s choices about using technologies that can
infer information they might not want to disclose. The results
show both correlational and causal evidence that empirical
expectations (beliefs about what others do) and normative
expectations (beliefs about what others believe) influence
choices to use mobile devices in ways that generate data that
could be used to make sensitive inferences. However, partic-
ipants also reported concern about data privacy, and lower
behavioral intentions for vignettes involving more invasive
inferences. Pluralistic ignorance is a phenomenon where indi-
viduals behave in ways they privately disagree with, because
they see others around them behaving the same way and as-
sume this is evidence most people approve of the behavior.
These results are consistent with the existence of pluralistic ig-
norance related to data privacy, and suggest that interventions
focused on transparency about data practices are not enough
to encourage people to make different privacy choices.

1 Introduction

Every time someone decides to use their mobile device to set
an alarm, send a text message, look up directions, or any other
action, they are making a choice that has privacy implications,
even if they are not explicitly aware of it. Using many tech-
nologies for normal, everyday purposes generates data that
supports making inferences about a user’s body, activities and
personal characteristics that are difficult to anticipate and can
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USENIX Symposium on Usable Privacy and Security (SOUPS) 2023.
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be surprising, unsettling or harmful when used for unexpected
purposes [10, 19, 21].

Many conceptualizations of privacy treat it as an individual
right, which means that individuals are responsible for con-
trolling their own information according to their concerns and
preferences [24]. With respect to data privacy, this perspective
is codified in the logic of “privacy self-management”, or no-
tice and choice [32], where privacy is a transaction between
the technology user and the platform, system, or organization
that is on the receiving end of the data. This individualistic
framework limits the potential avenues for influencing peo-
ple’s data privacy decisions to individual-level approaches:
increasing knowledge about the implications of making differ-
ent choices, providing more fine-grained controls and widgets
for expressing privacy preferences, and disclosing information
about the collecting party’s data practices.

But, privacy is inherently social [23]. It is well established
that social norms play an important role in interpersonal dis-
closure decisions [17]. For example, in interpersonal privacy,
disclosure rules and boundaries are often norm-based. People
learn about appropriate and inappropriate disclosure behavior
from others in their family or organizations they belong to,
and subsequently form beliefs about what private information
looks like and how it should be managed [18].

There is also evidence that behaviors that promote data
privacy are subject to social judgments and influence. For
example, previous research has found that using encryption
to protect one’s communications is perceived to be a behavior
that makes one seem paranoid [8,33], a stigmatized delusional
state characterized by extreme suspicion [22]. And, Solove
wrote that the “nothing to hide” argument is an extremely
common response to finding out about unwanted data collec-
tion (e.g., “I’m not doing anything wrong, so I have nothing
to hide”). This argument implies an assumption that only bad
actors have reasons to want to protect their data privacy [31],
so wanting privacy means one must be a bad actor. These
examples illustrate that wanting data privacy is something
that could cause a person to be judged negatively by others.
However, people still say they value data privacy [20].
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A norm-based phenomenon called pluralistic ignorance oc-
curs when people engage in a behavior they privately do not
believe in or approve of, but they do it anyway because they
believe that everyone else approves of it [14]. With respect to
data privacy, this could look like privately being concerned
about protecting data about oneself, but choosing to use tech-
nologies that can generate invasive inferences due to social
expectations. If data privacy decisions are subject to this type
of social influence, it could mean that interventions that are
intended to help people manage their data privacy but are
based on individualistic assumptions would fail for reasons
that would be hard to identify at the individual level.

This paper presents an experiment investigating whether
social norms that conflict with personal privacy preferences
influence technology use decisions that have data privacy
implications. The results show that social expectations do
influence choices to use potentially invasive technologies, de-
spite participants’ private concern about data privacy. These
results support an interpretation that pluralistic ignorance
exists related to data privacy, and suggest that awareness inter-
ventions intended to change people’s behavior by increasing
their knowledge about threats to privacy may be ineffective.
This paper contributes novel results to the research literature
about social influences on data privacy by showing through
a controlled experiment that people may use technologies
they feel privacy concern about because of their beliefs about
others’ approval or disapproval of those technologies.

2 Related Work

2.1 Social Influences on Privacy Choices

Recent research has focused on the idea that information
about the behavior and choices of others may be helpful for
people faced with making privacy and security decisions. For
example, through a participatory design study Chouhan et
al. [5] evaluated a mechanism to help people seek security
and privacy advice from their community, and found that
participants felt like the necessary expertise to help them
make decisions did not exist in their circle of close family
and friends. Nissen et al. [16] explored participants’ reactions
to the idea of delegating consent decisions to third parties,
and found that trust in the expertise of the third party was
an important factor in whether they would delegate or not.
Naeini et al. [15] investigated the influence of information
about others’ privacy choices on participants’ choices, and
found that information from friends and experts had different
effects—the most influential social cues occurred in scenarios
where friends denied data collection, and experts allowed it.
And, Krsek et al. [13] found that being shown suggestions
for security and privacy settings from unknown experts and
members of the public influenced participants to self-report
that they would choose settings resembling what had been
suggested to them. These papers share a common focus on

providing social input to specific security and privacy deci-
sions, through providing information about the experiences
and behavior of others.

In contrast, the focus of this paper is on the potential that
social norms might implicitly influence participants’ willing-
ness to use technologies that collect data about them and are
capable of making invasive inferences. This paper explores,
in a broader sense, whether the influence of social norms may
help explain why people continue to use technologies that are
bad for privacy, even while they say privacy is important to
them.

2.2 Theoretical Background

Research on norms in social psychology focuses on what
are referred to as descriptive and injunctive norms. Descrip-
tive norms are based on observing the behavior of others
and using that as an example of what one should do [11].
Injunctive norms refer to behaviors that are either reinforced
or discouraged through feedback from other people regarding
their approval or disapproval of the behavior [6].

It can be difficult to tell whether a collective behavior—
one that is observed among many members of a group or
community—is caused by one’s beliefs about the behavior or
beliefs of others. For example, if everyone outside is using
an umbrella it may simply be because it is raining and they
don’t want to get wet. But, there may be a social norm that
umbrellas are more acceptable than raincoats in that situation,
and it is impossible to know whether the choice to use an
umbrella is a result of an individual’s personal preference or
due to their beliefs about what others would think about their
choice of rain gear.

Bicchieri [1] argues that collective behaviors can be inde-
pendent or interdependent. Independent but similar behaviors
arise due to situational factors, whereas interdependent be-
haviors arise due to social influences. Those social influences
can be empirical (e.g., using an umbrella and not a raincoat
because that’s what one sees others doing) or normative (e.g.,
using an umbrella because one believes people would think
someone who uses a raincoat instead of an umbrella is weird).

A key concept in assigning causation for a collective prac-
tice is the type of beliefs that guide behavior. If a group of
people behaves in the same way coincidentally, that behavior
is not influenced by a social norm. Therefore, we can identify
that a collective behavior results from a social norm and is
not just coincidental if individuals engage in the behavior
because they believe it is commonly done by others, or if they
do it because they believe that others approve of the behavior.
Bicchieri [1] describes these two types of social influence this
way:

- Empirical expectations are beliefs about how most others
will behave in similar situations, and depend on observ-
ing others’ behavior (similar to descriptive norms)
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- Normative expectations are beliefs about what others
approve/disapprove of in similar situations (similar in-
junctive norms)

Pluralistic ignorance is a situation in which people’s be-
liefs about what others approve/disapprove of are incorrect.
It occurs where there is a common behavior that people en-
gage in because they see others doing it and believe that this
is evidence that they all approve of it. But privately, in fact,
most people dislike or disagree with the behavior. Pluralistic
ignorance has been implicated in social phenomena as varied
as the bystander effect [26], campus alcohol abuse [7], and cli-
mate change inaction [12]. Pluralistic ignorance is a visibility
problem, where the information people have access to about
others’ behaviors leads to incorrect assumptions about their
beliefs [28]. In the context of climate change, this would look
like seeing most people around you driving gasoline engine
pickup trucks and assuming that you’re the only one who
cares about greenhouse gas emissions [12].

A characteristic of pluralistic ignorance is that people be-
lieve that they know others’ private opinions, but are actually
incorrect about what those opinions are [7]. This is recogniz-
able in the discourse about data privacy as the belief that no-
body cares about privacy anymore, or that privacy is dead [25],
when in fact people do care about privacy [30]. In the data
privacy context, this could look like seeing others around
you using always-on voice assistants and assuming they must
not care about privacy, because if they did they wouldn’t use
them. It is important to discover whether people’s data pri-
vacy decisions are affected by pluralistic ignorance, because
this would help researchers and practitioners understand what
kind of informational interventions would be likely to make a
difference. For example, individualistic interventions focused
on knowledge about data practices and privacy harms would
be less effective in a situation where people’s data privacy
choices depend on normative assumptions about the behavior
and beliefs of others.

2.3 Research Questions

For pluralistic ignorance to exist related to a behavior that an
individual engages in, three things must be true. First, indi-
viduals have to perceive that the behavior is common among
other people. In other words, there has to be an empirical
expectation—a belief about what others do—that supports the
behavior. Second, individuals have to believe that the behavior
is something others approve of. There has to be a normative
expectation—a belief about what others believe—that also
supports the behavior. And third, individuals have to have
a personal expectation—that is, their own, private belief—
disliking the behavior, even if they do it (or are likely to do it)
anyway themselves. Investigating these three conditions that
amount to pluralistic ignorance is the purpose of this study,
and each one has an associated research question.

First, the study investigates the relationship between par-
ticipants’ existing empirical and normative expectations and
their use of their mobile device in a context that could pro-
duce unwanted inferences. The first research question asks
whether a person’s beliefs about what others do (empirical ex-
pectations) and beliefs about what others believe (normative
expectations) influence an actual privacy-related behavior.

RQ1: Is there a relationship between self-reported
empirical and/or normative expectations and using
a technology that has privacy implications?

Next, the study uses a vignette about a hypothetical mo-
bile device user, similar to the participant, to investigate the
influence of empirical and normative expectations that are
experimentally manipulated via the vignette on compliance
with the use of a mobile device that can make potentially in-
vasive inferences. In other words, the experiment investigates
whether norms have a causal influence on the likelihood of
complying with the behavior described in the vignette. Using
a vignette reduces the impact of social desirability bias, and
makes it possible to ask about situations that may contradict
the situation in the participant’s real life.

RQ2: Do empirical and normative expectations
affect likelihood of compliance with a behavior
that produces potentially invasive, unwanted infer-
ences?

Because the vignette includes information about a possi-
ble inference that can result from using the mobile device as
described, it acts as a kind of awareness intervention explic-
itly informing participants about this possibility. The third
research question asks whether there is a relationship between
this intervention and participants’ behavioral intentions after
learning about the inference.

RQ3: Is there a relationship between the technol-
ogy use context, including possible inferences, and
behavioral intentions?

3 Method

A survey-based experiment was conducted with 746 partici-
pants, hosted on the Qualtrics platform. Data collection took
place online during September 20-30, 2021. The Institutional
Review Board which oversaw this experiment determined the
research to be exempt.

3.1 Vignettes

The experiment involved presenting a very short text vignette
(M = 62 words) to participants which described a hypothet-
ical situation. The vignettes each began with the statement,
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“Please imagine the following situation and answer the ques-
tion that follows: Somebody like you lives in a very similar
area of the country.” The vignettes described the use of a
mobile device that collects some type of data and makes infer-
ences about the main character of the vignette, described as
someone similar to the participant. The vignettes manipulated
the context of the situation, information about the extent to
which others use their mobile devices as described (the empir-
ical expectation, a description of what others do), and whether
others believe is is OK for people to use their mobile devices
in that way (the normative expectation, a description of what
others approve of). Details about characteristics of the main
character of the vignette were deliberately left vague, to allow
the participant to imagine someone similar to them in the
ways that were most important or relevant to each individual
participant.

The vignettes and experiment design were based on a study
by Bicchieri et al. about normative influences on masking
and social distancing during the early days of the COVID-19
pandemic [2]. They wrote that it can be difficult to measure
the influence of norms on behavior via a survey asking partici-
pants about their own behavior, because self-report responses
can be affected by social desirability bias. This means that
participants’ answers may reflect normative beliefs about how
one should behave, rather than how the participant thinks
they would behave in the situation. There is some evidence
in prior work that privacy-preserving behaviors are labeled
by others as paranoid or crazy [8, 20, 33], so social desirabil-
ity bias could be a real problem in this research. By making
the vignette about someone else, participants’ responses are
about others’ behavior, not their own. Therefore, they may be
willing to answer in a less biased way.

In addition, the vignettes are deliberately simple. The goal
of this study was to investigate whether the behavior in the
vignette, as imagined by the participant, is subject to social
influence. For this study, it does not matter if each participant
understands the technology or the vignette behavior slightly
differently. The focus of the study is whether there is a social
component (empirical or normative expectation) that influ-
ences expected compliance with the behavior.

3.2 Experiment Conditions

The experiment had three categorical independent variables:
context (3 levels) x empirical expectations (2 levels) x norma-
tive expectations (2 levels). It used a full factorial design for
a total of 12 between-subjects conditions. Participants were
each assigned at random to one of the twelve conditions.

The context dimension refers to the description in the vi-
gnette of how the mobile device would be used, and inferences
that would be possible due to this use. Three different con-
texts were used, because previous research has established
that privacy is contextual, and privacy-related choices and
behaviors depend on context [17]. The contexts in this experi-

ment were based on scenarios from Rader [20], an interview
study that investigated participants’ reactions to hypothetical
scenarios involving unexpected inferences made from sensor-
based technologies. The contexts used in this experiment are
as follows:

- The alarm context focused on using a mobile device as a
wake-up alarm. The inference presented in the vignette
was that the system could detect how often the user
snoozes or sleeps through the alarm. This context was
selected because it is a common use case for mobile
devices, and an inference that participants in Rader’s
interview study [20] viewed as directly related to the
purpose as a wake-up alarm. They also felt it could be
seen as helpful information for changing one’s sleep
routine or habits.

- The cookbook context involved using one’s mobile de-
vice as a digital cookbook. The inference presented in
the vignette was that the system could analyze the foods
the user likes to eat and determine how healthy the user
is. This context was chosen because keeping recipes
on a mobile device is something that is currently pos-
sible, but the inference about the user’s health is not
directly related to the purpose as a cookbook. Partici-
pants in Rader’s study [20] appreciated the idea of be-
ing able to hands-free cooking or possible suggested
ingredient substitutions or recipe recommendations to
encourage healthier eating habits, but were concerned
about unwanted inferences affecting their health insur-
ance or otherwise indicating that they were being judged
or evaluated as unhealthy because of the foods they eat.

- The location context involved allowing one’s mobile de-
vice to collect location data that could be used to infer
how often the user visits the restroom. This context was
chosen because most mobile users allow location data
to be collected by apps or their mobile operating system.
However, the inference is not tied to a specific purpose
for using the mobile device, and is something people
would may be uncomfortable with because it violates a
taboo about sharing information about one’s bathroom
behavior. In Rader’s study, while some participants imag-
ined that this inference could be useful for one’s doctor
if the goal was to collect data on a medical condition,
nearly all participants had very strong, negative reactions
to the idea of a mobile device making inferences about
their bathroom habits.

The empirical expectation dimension refers to information
in the vignette about how common it is that other residents
in the hypothetical community use the mobile device for the
purpose described in the vignette. The normative expectation
dimension refers to information about how common it is that
others approve of using the mobile device for that purpose. In
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other words, the vignettes provided information about what
other people do in the hypothetical situation (empirical expec-
tation), and also about what other people believe should be
done in that situation (normative expectation). Empirical and
normative expectations each had two levels, “most” versus
“few” other people. An example vignette is shown below, for
the alarm (context) x high (empirical expectations) x high
(normative expectations) condition. The text of the vignette
closely follows the scenarios used in Rader’s study [20]. See
the replication materials, available online, for the full text of
the 12 vignettes used in the experiment.

Somebody like you lives in a very similar area of the
country. Most / Few [empirical expectation]1 resi-
dents are using their mobile device as their wake-up
alarm, which means it is possible for the system to
detect how often they snooze or sleep through the
alarm. Most / Few [normative expectation] resi-
dents also believe that it is OK for people to use
their mobile device as their wake-up alarm.

3.3 Participants

Participants were recruited using the Qualtrics panel service.
Eligible participants were mobile device users 18 years old
or older who lived in the United States, and who had not
had formal training or worked in a high-tech related field or
discipline. The experiment used quotas for age (4.7% 18-20
years old, 41.3% 21-44 years old, 32.9% 45-64 years old,
21.1% 65+ years old) and gender (51% women) based on the
2019 U.S. Census Bureau Current Population Survey, Annual
Social and Economic Supplement2.

2539 participants started the survey by viewing the consent
form. 194 declined consent, and 1523 were determined to be
ineligible based on their answers to the screening questions.
Eight additional participants were excluded when they did not
agree to a quality commitment question. Finally, 64 responses
were excluded before finishing the experiment where partic-
ipants reported having “Good” or “Full” familiarity with a
made-up word, and 4 more were excluded for answering all
of the questions in less than 2 minutes. The final dataset for
analysis includes 746 participants who completed the experi-
ment. Participants ranged in age from 18 to 93 (M = 48, SD =
18). 50.7% were women, and 80% reported “White” as one
of the ethnicity categories that described them. See the table
in the Appendix for additional demographic details about the
participants.

On average, it took participants 8 minutes to complete the
experiment (SD = 6 min). They were allowed up to 24 hours
to finish from the time they started reading the consent form.
They received an incentive for completing the experiment in

1The text in brackets was not presented to participants.
2See https://www2.census.gov/programs-surveys/demo/tables/

age-and-sex/2019/age-sex-composition/2019gender_table1.xlsx

the form of gift cards or in-app credits equivalent to about $2
USD. This amount was determined by representatives of the
Qualtrics panel service.

3.4 Procedure

Potential participants received a study invitation via an email
message, and clicked on a link that directed them to the on-
line survey. They first viewed the consent form, and after
consenting were directed to a series of screening questions to
determine their eligibility to participate. Eligible participants
were assigned to one of 12 experiment conditions using a
random number generator built in to the Qualtrics platform,
and subsequently saw and answered questions about only one
vignette.

The target size for each condition was 60 participants. The
actual number of participants in each condition ranged from
54 to 72 (M = 62, SD = 5.8). The unequal n across condi-
tions resulted from the method of random assignment, and a
small number of participants that were excluded after assign-
ment for data quality reasons (i.e., attention check, speeding
through the survey). There was no correlation between the
number of participants per condition and the number excluded
in each condition. See Table 1 for how many participants were
assigned to each condition, and the number per condition that
were excluded after assignment.

Next, participants were asked a set of 7 questions that var-
ied based on the experiment condition the participant was
assigned to. These survey questions were designed based on
the Bicchieri et al. study [2], as were the vignettes. Two ques-
tions first asked about participants’ own past behavior and
their beliefs about others’ behavior, related to the context:

- personal behavior: “Do you [use your mobile device as
your wake-up alarm | use an app on your mobile device
as a digital cookbook | allow your mobile device to track
your location]?” (Yes, No)

- personal beliefs: “Do you believe that it is OK for people
to [use their mobile device as their wake-up alarm | use
an app on their mobile device as a digital cookbook |
allow their mobile device to track their location]?” (Yes,
No)

An additional two questions asked about their perception
of norms related to the context, in the form of empirical ex-
pectations about the behavior of others and the prevalence of
believing it is OK to behave that way:

- perceived empirical expectations: “Please estimate the
percentage of fellow residents in your area who [use
their mobile device as their wake-up alarm | use an app
on their mobile device as a digital cookbook | allow
their mobile device to track their location].” (0-100 in
increments of 10)
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Normative Expectations
Empirical

Expectations
Low High

Context N Excl. N Excl.

Low Alarm 72 2 62 2
Cookbook 63 7 72 11
Location 67 2 57 1

High Alarm 54 7 62 10
Cookbook 61 10 60 9
Location 55 0 61 7

Table 1: Number of participants in each condition. N denotes
the number of participants in each condition, and Excl. in-
dicates ineligible participants excluded from each condition.
Each participant assigned at random to one of twelve condi-
tions.

- perceived normative expectations: “Please estimate the
percentage of fellow residents in your area who believe
it is OK for people to [use their mobile device as their
wake-up alarm | use an app on their mobile device as
a digital cookbook | allow their mobile device to track
their location].” (0-100 in increments of 10)

Normative expectations are evaluative, and are a person’s
beliefs about what others believe about what behaviors are
acceptable or unacceptable. At face value, it may seem strange
to think that normative expectations may exist for different
uses of one’s mobile device, and even stranger to measure this
by asking about the prevalence of people who “believe it is
OK” to use their mobile device in a particular way. However,
people often comply with norms without being consciously
aware they are doing so [1]. And, if the research were about
a behavior for which it may be more intuitively obvious that
social expectations are important, measuring them in this way
might seem more straightforward; e.g., “Please estimate the
percentage of fellow residents in your area who believe it is
OK for people to smoke cigarettes indoors in public places.”
This study uses similar phrasing and sentence structure to
find out whether norms are at work regarding uses of mobile
devices that can generate data with privacy implications.

Also, note that the above questions about participants’ per-
sonal behavior and beliefs related to the technology use con-
text were asked before the vignette was presented. Asking
these questions before presenting the vignette ensures that the
responses to questions about participants’ current beliefs and
behaviors were not affected by the experiment manipulation.

The vignette was presented next, followed by a question
about the behavior of the main character in the vignette given
the situation described:

- compliance likelihood: “How likely is this person to
[use their mobile device as their wake-up alarm | use
an app on their mobile device as a digital cookbook |

allow their mobile device to track their location] in this
situation?” (Extremely Unlikely (0) - Extremely Likely
(10) in increments of 1)

Two additional questions were asked as follow-ups to the
vignette, about the believability of the inference presented in
the vignette, and the participant’s assessment of whether they
would use their mobile device as described in the vignette
assuming the inference were possible:

- believability: “Please indicate your level of agreement
with the statement below. If a person [uses their mobile
device as their wake-up alarm | uses an app on their
mobile device as a digital cookbook | allows their mobile
device to track their location], I believe it is possible
for the system to [detect how often they snooze or sleep
through the alarm | analyze the foods they like to eat and
determine how healthy they are | detect how often they
visit the restroom].” (Strongly disagree (1) - Strongly
agree (5) in increments of 1)

- personal use likelihood: “How likely would you be to
[use your mobile device as your wake-up alarm | use an
app on your mobile device as a digital cookbook | allow
your mobile device to track your location], assuming it is
possible for the system to [detect how often you snooze
or sleep through your alarm | analyze the foods you like
to eat and determine how healthy you are | detect how
often you visit the restroom]?” (Extremely Unlikely (0) -
Extremely Likely (10) in increments of 1)

The final section of the survey asked questions about par-
ticipants’ concern about data privacy using questions from
the collection and use subscales of the Concern for Informa-
tion Privacy Scale (CFIP) [29], past negative privacy/security
related experiences, and internet literacy using items based on
a measure by Hargittai [9], as well as other questions not used
in this paper. The full survey instrument is available online,
with the replication materials for the experiment.

4 Results

4.1 Self-Reported Behavior and Beliefs in Each Context

A majority of participants in both the alarm (177 of 250) and
location (148 of 240) conditions answered Yes to the personal
behavior question, indicating that they either use their mobile
device as a wake-up alarm or allow it to track their location.
Most participants across all three contexts also reported that
they believe it is OK for people to use their mobile devices for
these things. This pattern was most pronounced for the alarm
conditions, where 71% of participants said they used their
mobile device for this, and 98% said it is OK for others to do
so. In contrast, 96% of participants in the cookbook conditions
said it is OK to use their mobile device as a digital cookbook,
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Personal Behavior Personal Beliefs
No Yes No Yes

Alarm 29% 71% 2% 98%
Cookbook 75% 25% 4% 96%
Location 38% 62% 28% 72%

Table 2: Percent of participants in each context condition who
reported doing the behavior (Personal Behavior) and believing
it is OK for others to do the behavior (Personal Beliefs).

but only 25% of participants said they actually did. And while
72% of participants in the location conditions said it is OK to
allow one’s mobile device to track one’s location, ten percent
fewer (62%) said they personally allowed this. These results
show that overall, most participants were comfortable with
these contexts for using mobile devices, and saw nothing
wrong with others using their mobile devices in these ways.
Table 2 presents the percent of participants who answered
Yes versus No to the questions about personal behavior and
beliefs. Replication materials, including the data and code to
reproduce the analyses, are available online.

Participants were also asked to estimate the how common
the behavior is among other people in their area (perceived
empirical expectation), and to what extent people believe that
it is OK to do the behavior (perceived normative expectation).
For example, participants who saw vignettes about the loca-
tion context were asked to estimate the percentage of others in
their area who allow their mobile device to track their location,
and who believe that it is OK to allow this. In the alarm and
cookbook contexts, the mean estimated percentage was higher
for perceived normative expectations (alarm: 68.6, cookbook:
61.5) than for perceived empirical expectations (alarm: 56.9,
cookbook: 32.7). In other words, participants believed that
it is more common for people to approve of these uses of
mobile devices than to actually engage in using them in these
ways. But in the location context, the mean empirical and
normative expectations were about the same (empirical: 52,
normative: 50). These results show that participants in each
context believed there are some social expectations associated
with the behaviors; but, they believed fewer people believe
location tracking is acceptable than the alarm and cookbook
contexts. Table 3 shows the average estimated percentages
for participants’ empirical and normative expectations in each
context.

4.2 Privacy-related choices are correlated with beliefs
about others’ behavior (RQ1)

Participants’ answers to the questions about their personal
beliefs and their perceived empirical and normative expecta-
tions can be used to identify correlations between these factors
and their self-reported behavior. This allows us to investigate
whether social expectations are associated with participants’

Empirical Expect. Normative Expect.
Context Mean Med. SD Mean Med. SD

Alarm 56.9 60 27.3 68.6 80 26.9
Cookbook 32.7 30 23.4 61.5 60 30.9
Location 52 50 22.1 50 50 23.2

Table 3: Descriptive statistics for participants’ empirical ex-
pectations (beliefs about what others do) and normative ex-
pectations (beliefs about what others believe) in each context
condition, on a scale from 0 to 100 in increments of 10.

Alarm Cookbook Location
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Figure 1: Predicted probabilities from the logistic regression
model showing that perceived empirical and normative expec-
tations are associated with a greater likelihood of complying
with the behavior in the context condition participants were
assigned to (RQ1). Error bars represent 95% confidence inter-
vals.

own choices to use their mobile devices as wake-up alarms,
digital cookbooks, or to allow location tracking.

The perceived empirical and normative expectations vari-
ables were each split into high vs. low categories at the me-
dian of each variable, so the results of this analysis would
be more comparable with the results of the experimentally
manipulated empirical and normative expectations analyses
presented in the next section. The 2 x 2 high vs. low empirical
and normative expectations variables were then recoded into
a single categorical variable with four levels for use in the
regression model (high empirical/high normative, high/low,
low/high, low/low). Note that it is incorrect to assume that low
perceived normative expectations (a low estimated percentage
of others who believe the behavior is OK) means that a high
proportion believe it is not OK. It could be that reporting a
low percentage means that participants are not knowledgeable
about others’ beliefs, or that no norm exists.

A logistic regression model was used to identify factors
associated with self-reported use, which was the dependent
variable. The model has a categorical predictor for the con-
text (alarm, cookbook or location) and a categorical predictor
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for the combination of perceived empirical and normative
expectations. It also includes the interaction between con-
text and expectations, and controls for personal beliefs about
whether the behavior is OK, demographic variables gender
and age, the number of negative security/privacy experiences
the participant reported, privacy concern, and internet literacy.
If there is a relationship between perceived empirical and/or
normative expectations and the dependent variable, then we
can conclude that social expectations exist and may influence
whether participants use their mobile devices as the study
contexts described.

The intercept in the model represents the category com-
bination of alarm (context), low/low (perceived empirical /
normative expectations), no (personal belief), and man (gen-
der). Positive coefficients in the model indicate greater odds
that the participant would self-report doing the behavior, as
compared to the intercept. The model results indicate that
believing the behavior is OK has a strong, positive influence
on the odds that the participant will report that they do the
behavior. The odds that participants would report doing the
behavior were 14.6 times higher (coef = 2.67) when they
believe that it is OK to do the behavior.

However, even with that predictor in the model, a high per-
ceived empirical expectation was associated with a greater
odds of doing the behavior. The coefficient of 1.43 for high
empirical/low normative expectations indicates that the odds
are 4.2 times higher that participants report doing the behav-
ior when they perceive that a high percentage of others do
the behavior, even if the perceived normative expectations
(belief that others approve of the behavior) are low. When
participants perceive that both empirical and normative ex-
pectations are high, the odds of reporting the behavior are 6.2
times higher (coef = 1.82).

Also of note are the negative coefficients for the cookbook
context, and the interaction between the cookbook context and
the perceived empirical/normative expectations. While most
of the interaction coefficients are not statistically significant,
these coefficients do illustrate that participants were in general
less likely to report using their mobile device as a cookbook
and also perceiving that others do so. This is reflected in the
model as lower odds of doing the behavior in the cookbook
context even when the empirical expectation is high, in con-
trast to the the other two contexts. Table 4 presents the full
regression results for this model, in the leftmost column.

These results show that participants’ empirical
expectations—their beliefs about how others use their
mobile devices—are related to whether they use their
mobile devices in similar ways. However, participants’
own normative expectations—beliefs about whether others
believe it is OK to do the behavior—did not have any
effect beyond the effect of empirical expectations. This can
clearly be seen in Figure 1, which presents the predicted
probabilities from the model for men with personal beliefs
that it is OK to do the behavior. Where empirical expectations
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Figure 2: Predicted values from the OLS model showing
that experimentally manipulated social expectations increase
compliance likelihood (RQ2). Error bars represent 95% con-
fidence intervals.

are low, the likelihood of doing the behavior is lower
than where empirical expectations are high. Normative
expectations are not associated with greater likelihood
beyond empirical expectations. This means that seeing others
around them doing the behavior—using their mobile devices
as alarms, cookbooks, or allowing location tracking—is
strongly associated with the participants doing the behavior
themselves.

4.3 Norms support conforming with others’ privacy-
related choices (RQ2)

The previous model showed that social expectations are proba-
bly a factor in participants’ choices to use their mobile phones
for purposes that may allow sensitive data to be collected
about them. However, participants were not asked about their
awareness of the possibility of such inferences, and the previ-
ous model can only identify correlations between the predic-
tors and the dependent variable. In order to determine whether
social expectations are “causally relevant” [2] for participants’
behavior, empirical and normative expectations were exper-
imentally manipulated in the vignettes. Each vignette also
presented a possible inference that could be made as a result
of using one’s mobile device as the vignette described. If par-
ticipants reported a higher likelihood that the main character
in the vignette would do the behavior when empirical and/or
normative expectations in the vignette are high than when
they are low, then we can conclude that social expectations
affect the likelihood of compliance with the behavior.

An OLS regression model was used to find out if a causal re-
lationship exists between the experimentally manipulated em-
pirical and normative expectations presented in the vignette
and the likelihood that the main character in the vignette
would do the behavior. The dependent variable, compliance
likelihood, was on an 11 point scale from Extremely Unlikely

□ ■ ■ ■ 

464    Nineteenth Symposium on Usable Privacy and Security USENIX Association



RQ1: Personal
behavior (logistic)

RQ2: Compliance
likelihood (OLS)

RQ3: Personal use
likelihood (OLS)

Context: cookbook -1.468∗∗ (0.479) -0.681 (0.470) -1.921∗∗∗ (0.494)
Context: location 0.369 (0.495) -1.062∗ (0.483) -2.670∗∗∗ (0.507)
Expectations: high empirical/low normative 1.428∗ (0.584) 0.448 (0.494) -1.066∗ (0.519)
Expectations: low empirical/high normative 0.234 (0.548) 0.805• (0.471) -0.907• (0.495)
Expectations: high empirical/high normative 1.828∗∗∗ (0.457) 1.359∗∗ (0.474) -0.606 (0.498)
Personal beliefs: Yes 2.679∗∗∗ (0.402) 1.298∗∗∗ (0.354) 2.313∗∗∗ (0.372)
Gender: woman 0.212 (0.232) 0.241 (0.236) 0.735∗∗ (0.248)
Age -0.043∗∗∗ (0.008) -0.024∗∗∗ (0.007) -0.031∗∗∗ (0.008)
Num negative security/privacy experiences 0.216∗∗ (0.074) -0.093 (0.075) 0.130• (0.079)
Privacy concern -0.269 (0.169) 0.051 (0.166) -0.362∗ (0.175)
Internet literacy 0.412∗∗ (0.137) 0.232• (0.133) 0.646∗∗∗ (0.140)
Believability 0.492∗∗∗ (0.093) 0.683∗∗∗ (0.098)
cookbook * high empirical/low normative -1.308 (0.809) 0.443 (0.695) 1.120 (0.730)
location * high empirical/low normative -0.233 (0.740) 0.118 (0.706) 1.451• (0.742)
cookbook * low empirical/high normative -1.361• (0.708) 0.535 (0.665) 0.959 (0.698)
location * low empirical/high normative -0.346 (1.014) -0.036 (0.684) 0.977 (0.719)
cookbook * high empirical/high normative -1.301∗ (0.607) 0.260 (0.681) 1.128 (0.715)
location * high empirical/high normative -0.696 (0.644) 0.938 (0.676) 0.716 (0.710)
Intercept -0.731 (0.939) 2.866∗∗ (0.984) 3.195∗∗ (1.033)

Observations 739 739 739
R2 0.38 (McFadden’s) 0.194 0.333

• p<0.1; * p<0.1; ** p<0.05; *** p<0.01

Table 4: Regression coefficients (and standard errors) for the three regression models. RQ1 focuses on participants’ current
behavior, RQ2 on their estimate of compliance in the vignette situation, and RQ3 on their behavioral intentions given the
information about the inference in the vignette. For RQ1, the empirical and normative expectations are the participant’s self-
report; for RQ2 and RQ3 they are experimentally manipulated via the vignette. Seven observations with gender category “Not
Reported” were excluded from all regressions; these observations were evenly spread across the experiment conditions due to
random assignment.

(0) to Extremely Likely (10) in increments of 1 (M = 5.6,
Median = 6, SD = 3). This model has the same predictors as
the previous model, except the empirical and normative expec-
tations experimentally manipulated in the vignette are used
instead of the self-reported perceived empirical and norma-
tive expectations. This model also has an additional predictor:
believability, which represents the participant’s evaluation of
whether they believe that the inference in the vignette is possi-
ble (M = 3.4, Median = 4, SD = 1.2). Believability was lower
for the location condition (M = 2.90) than the alarm (M =
3.63) or cookbook (M = 3.64) conditions. Table 4 presents
the results of this model in the middle column.

High empirical and normative expectations presented in the
vignette both caused an increase in compliance likelihood in
the experiment. All social expectations categories (high/low,
low/high, and high/high) had positive coefficients, indicat-
ing an increase in compliance likelihood when compared
with the reference category of low/low. The coefficient was
smallest and not statistically significant where normative ex-
pectations were low (coef = 0.44). However, in the low/high
category, compliance likelihood was 0.80 points higher than
in the low/low condition, and 1.35 points higher when both
experimentally manipulated empirical and normative expec-
tations were high (high/high). This indicates that a causal

relationship exists between both types of social expectations
and compliance likelihood in the experiment.

Like the previous model, the influence of the participant’s
personal belief that it is OK to use one’s mobile device as
described in the vignette had a strong, positive influence on
compliance likelihood, which was 1.29 points higher when
personal belief was Yes than when it was No. Believability
was also important: compliance likelihood was 0.49 points
higher for each 1-point increase in believability.

Because context was randomly assigned to participant, we
can also draw causal conclusions about the impact of the use
context on compliance likelihood. The coefficients for both
the cookbook context and the location context are negative,
indicating that compliance likelihood was lower than in the
baseline alarm context. For the location context, the coeffi-
cient was large and statistically significant, indicating that
compliance likelihood is 1.06 points lower for location vi-
gnettes than alarm vignettes. None of the coefficients for the
interaction between context and empirical/normative expecta-
tions were statistically significant.

Figure 2 shows the pattern of these results in the form of
predicted values calculated from the model. In all three con-
text conditions, compliance likelihood is highest where both
empirical and normative expectations are high, and lowest

USENIX Association Nineteenth Symposium on Usable Privacy and Security    465



Alarm Cookbook Location

0

1

2

3

4

5

6

7

Vignette Empirical / Normative Expectations

Pr
ed

ic
te

d 
Pe

rs
on

al
 U

se
 L

ike
lih

oo
d

Low/Low High/Low Low/High High/High

Figure 3: Predicted values from the OLS model showing that
participants’ estimate of how likely they would be to use their
mobile device as described in the vignette decreases as the
inferences in the vignette become more invasive and poten-
tially harmful (RQ3). Error bars represent 95% confidence
intervals.

where both are low, after controlling for the other variables in
the model, including the participant’s personal beliefs. The
vignettes asked participants to imagine what someone like
them would do, assuming the situation in the vignette were
true. Compliance likelihood can therefore be interpreted as
a measure of what the participants themselves would do [1].
This means that this model provides evidence that not only are
social expectations related to participants’ behavior, they are
causally related. In other words, believing that others use tech-
nologies in ways that allow invasive data collection and also
approve of doing so increases the likelihood that an individual
will also allow this themselves. This provides further evidence
that norms exist supporting the use of apps on mobile devices
that make potentially unwanted, invasive inferences.

4.4 More invasive inferences are associated with lower
behavioral intentions (RQ3)

A final question remains about whether the inferences in
the vignettes are really unwanted. Participants in the study
showed overall concern regarding data privacy, as measured
by items from the collection and use subscales of the Concern
for Information Privacy survey instrument (CFIP). The over-
all mean across all of the questions asked in this experiment
was 4.3 out of 5 (higher means more concerned), and there
were no differences across the context conditions. But, this
does not necessarily mean an objection to the specific infer-
ences mentioned in this study. See the replication materials,
available online, for descriptive statistics about participants’
responses to the CFIP questions.

In addition to measuring the compliance likelihood of the
main character in the vignette, the survey also asked partic-
ipants to estimate how likely they themselves would be to

Context M Median SD

alarm 6.4 7 3.3
cookbook 5.4 5.5 3.1
location 3.5 3 3.2

Table 5: Personal use likelihood descriptive statistics.

do the behavior described in the vignette, assuming the infer-
ences were actually possible. This question was essentially
about participants’ behavioral intentions, measured after an
awareness intervention (the vignette) informing them about
possible inferences. If participants were opposed to the infer-
ences in the vignette they read, this would be reflected in their
measured behavioral intentions.

An OLS regression model was used to identify whether a
relationship exists between the experimentally manipulated
empirical and normative expectations and participants’ self-
report of how likely they would be to use their mobile devices
in the way describes in the vignette, (personal use likelihood)
if the inferences presented in the vignettes were possible.
The model has personal use likelihood as the dependent vari-
able, which used the same response category structure as the
compliance likelihood measure in the previous section. The
predictors in the model are also identical to the compliance
likelihood OLS model. Table 4 presents the results of this
model in the rightmost column.

The inference in the alarm context (the baseline context
condition) focused on tracking oversleeping, which was ex-
pected to be the least concerning inference to participants
based on Rader’s interview study [20]. In the cookbook con-
text, the inference was about how healthy the participant is
based on the foods in the recipes they cook, which could be
more concerning but also potentially helpful to someone who
wants to adopt healthier eating habits. The inference in the
location condition about detecting bathroom behavior was
expected to be fairly unacceptable to participants, because it
was unacceptable to most of Rader’s interview participants.
The coefficients in the model for the cookbook context (coef
= -1.92) and location context (coef = -2.67) are both nega-
tive, large, and statistically significant, showing the expected
pattern.

The means for the personal use likelihood variable, pre-
sented in Table 5, clearly illustrate this relationship. On aver-
age, personal use likelihood was highest for the alarm context
(M = 6.4), lower for the cookbook context (M = 5.4), and
lowest in the location context (M = 3.5). These results are
an indication that where the inferences are more invasive,
participants reported that they would be less likely to behave
in ways that would enable the inferences to be made.

In contrast to the other two models, the coefficients for the
experimentally manipulated empirical and normative expec-
tations conditions are negative. Only the coefficient for high
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empirical / low normative expectations is statistically signifi-
cant, but it is fairly large (coef = -1.06). These results present
an inconsistent pattern: if social expectations (empirical or
normative) were consistently influential, then this would be
apparent in the coefficient for high empirical / high normative
as well. In addition, none of the coefficients for the interac-
tion between context and social expectations are statistically
significant. The only conclusion that can be drawn from this
model is that the social expectations presented in the vignettes
do not have a clear relationship with participants’ behavioral
intentions related to technologies that generate potentially
invasive inferences.

As in the previous OLS model for RQ2, believability of
the inference had a positive, statistically significant effect on
personal use likelihood (coef = 0.68). Rader [20] wrote that
when inferences were thought to be useful, for example for
helping users to correct bad habits or improve their health,
the reaction to the inferences was more positive. This could
be an indication that participants who believed the inferences
were possible may have been more enthusiastic about poten-
tial benefits from the inferences. Finally, in this model, like
the other two, personal expectation (whether the participant
believes it is OK to use their mobile device as an alarm, a
cookbook, or to track their location) had a strong, positive
effect.

Figure 3 clearly shows that the highest predicted use likeli-
hood is for the alarm conditions, followed by the cookbook
conditions and then the location conditions. This is different
from the results of the RQ1 logistic model (see Figure 1),
where the predicted probability of using one’s mobile device
as a cookbook was much lower than the other two context
conditions. Bicchieri et. al [2] argue that using hypothetical
scenarios about a protagonist that is not the participant but
is similar to them frees participants from considering the de-
tails of their own lives and situations when considering how
the person in the vignette would react given the described
situation. It could be that participants considered other con-
textual factors beyond the experimentally manipulated social
expectations in the vignette when answering about their own
behavioral intentions. These may reflect a positive reaction
to the idea of a digital cookbook, but participants may lack
actual opportunities to use their devices in this way. It is not
surprising that participants in the location condition would be
the least comfortable with the associated inference, which was
about detecting bathroom visits. Overall, this model provides
evidence that the inference awareness intervention presented
in the vignette was associated with lower participant will-
ingness to do the behavior where the inferences were more
invasive.

4.5 Limitations

This research has several limitations. First, because this is a
survey-based experiment, participants’ answers to the ques-

tions are self-report and reflect their beliefs and their percep-
tions of their own behavior, but should not be interpreted as
direct evidence of their actual or future behaviors.

Second, sampling choices limit the generalizability of the
results, in a couple of ways. Participation was limited to peo-
ple who reported that they did not have high-tech related ex-
pertise, because normative influences may be more important
factors for non-experts in their choices to use certain technolo-
gies or allow data collection. People with training or work
experience in a high-tech related field may react differently to
the vignettes due to knowing more about how inferences are
generated. Also, the experiment used two recruiting quotas,
age and gender. This means that the sample is not statistically
representative of the internet-using population of the United
States for other demographic characteristics like ethnicity,
income, education, etc. While this sample has more external
validity than a sample where participants were selected en-
tirely based on convenience, this study did not use probability
sampling to select participants. Therefore, results should not
be generalized to experts, or used to make claims about the
broader U.S. population.

In addition, while the selection of the three vignette con-
texts was based on prior research [20], the specifics of the
vignettes participants were asked to react to in the experiment
undoubtedly had an influence on the results. It is possible that
social influence on data privacy decisions varies by context,
and if different contexts had been selected for the experiment
the results might have been different.

Finally, the three vignette contexts (alarm, cookbook, lo-
cation) are different from each other in a number of ways.
For example, the alarm and cookbook contexts include a pur-
pose for the behavior (wake-up alarm and digital cookbook),
while the location context focuses on a type of information
/ data (location) without specifying a purpose. The three in-
ferences across the vignettes also vary, in that information
about oversleeping may be seen as less of a privacy violation
than information about bathroom behavior. This means that
while the experiment design supports an interpretation that
contextual factors influence privacy-related choices, it is not
possible to determine from this experiment which specific
contextual factors are responsible for the effect.

5 Discussion

Pluralistic ignorance occurs where individuals engage in a
behavior they dislike because of social expectations that they
do so. This study investigated whether pluralistic ignorance
may be occurring with respect to data privacy and the use
of mobile devices. Under conditions of pluralistic ignorance,
incorrect beliefs that others approve of the use of potentially
invasive technologies would conflict with individuals’ privacy
preferences and concern. Complying with the social pressure
and adhering to the norm would mean behaving contrary to
one’s own beliefs about privacy.
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The results of this study show that a positive correlation
exists between using one’s mobile device in ways that could
compromise one’s privacy, and a belief that others use their
mobile devices in similar ways. This is one aspect of plural-
istic ignorance: believing that a behavior one engages in is
commonly done by others too. In addition, the study found evi-
dence of a causal relationship between both empirical and nor-
mative expectations and the likelihood of complying with the
norm and engaging in the behavior described in the hypothet-
ical vignette. Normative expectations are beliefs about what
others believe should be done. The fact that these beliefs were
causally related with compliance likelihood in the experiment
means that the social influence is more than just imitation—
compliance is also affected by the approval/disapproval of
others. This is another aspect of pluralistic ignorance: believ-
ing that others approve of the behavior.

The third aspect of pluralistic ignorance is a private dislike
of the behavior. Participants in the experiment expressed gen-
eral privacy concern, and also said they would be less likely
to use their mobile device as the vignette described where the
inferences in the vignette were more invasive and potentially
harmful. Taken together, these results suggest that pluralistic
ignorance is taking place with respect to data privacy.

A common approach to intervening to help end users make
privacy choices that are more consistent with their preferences
is providing information to increase awareness of data collec-
tion and inferences. This approach is based on the idea that
data privacy is an individual decision about control, and edu-
cation or literacy campaigns can change the inputs to those de-
cisions as a way to change the outcome of the decisions. Many
informational campaigns seek to change attitudes towards a
behavior by providing previously unknown information about
the dangers or harms of that behavior (e.g., alcohol abuse
campaigns that focus on persuasion by conveying informa-
tion about the dangers of alcohol [7,27]). However, the results
of this study show that while data privacy results from indi-
vidual choices, there are social influences on those choices.
This means that data privacy is also social, and interventions
are needed that take this into account.

Recent research has suggested that peer information sharing
might help people make better privacy decisions [5,13,15,16].
Unfortunately, in a pluralistic ignorance situation, sharing in-
formation about others’ behavior is likely to backfire, because
pluralistic ignorance is inherently self-reinforcing. If everyone
uses invasive technologies despite privately disliking doing so,
sharing information about others’ behavior would reinforce
the very norm which influences people to behave contrary
to their true preferences. In other words, more information
about what others do would actually perpetuate the problem
by strengthening the norm. Under conditions of pluralistic
ignorance, more transparency about others’ true beliefs, not
their behavior, is needed. However, many approaches to so-
cial cybersecurity and privacy do indeed focus on helping
individuals via more transparency about others’ behavior.

Changing norms under conditions of pluralistic ignorance
is hard, because nobody wants to be the first one to express
their true preferences and behave contrary to the norm [1].
This prevents people from realizing they are not alone in
their dislike of the norm; and it also prevents collective action
towards a solution. People cannot coordinate if they all believe
they are the only one who thinks they way they do [12]. To
encourage people to make different choices, it is necessary to
counteract each person’s incorrect assumption that everyone
approves of the invasive data collection but them.

The most common approach to changing the norm under
these conditions is to expose the pluralistic ignorance: people
need to know they are not alone, and that others also disap-
prove and want to protect their privacy and their data. Previous
research has found some success in informational campaigns
focused not on reasons to adopt the behavior change, but on
the true beliefs of others [27]. The goal of this type of inter-
vention is to correct the misperception that each individual is
the only one who dislikes the behavior. In addition to informa-
tional campaigns, “trendsetters” can also be successful, but
only if the conditions are right. A successful trendsetter for
counteracting pluralistic ignorance must be an independent
thinker, not sensitive to being judged by others, and believe
that going against the norm will do some good. They also
need to be well positioned in their social network to reach
enough people such that when they go against the norm, it
makes deviant behavior seem less risky for enough people
that the norm falls apart [3].

And here is the final challenge: protecting one’s privacy
is by nature an action that is not very visible. As a way of
combatting pluralistic ignorance, mechanisms must be devel-
oped to make protecting privacy more visible without com-
promising it. For example, the Facebook “I Voted” button was
reported to have significantly increased voter turnout in the
U.S. in 2010 even in light of voter apathy [4]. Voting is osten-
sibly a behavior that is private and not observed, potentially
making this instance an analogy to interventions focused on
expressing one’s true beliefs about data privacy. Providing a
mechanism that would allow visibility into people’s desire to
protect their information would also require efforts to put a
positive spin choices to protect one’s information, to avoid
assumptions based on the ‘nothing to hide’ myth [31] that
only bad people have reasons to want to protect their privacy.

Clearly, there are other barriers to improving data privacy
than pluralistic ignorance. As much literature has discussed,
people do not have a lot of options for truly protecting their
data, especially in workplace and education settings. And,
notice and choice ensures that people are asked for consent
before they have a good idea of what the privacy implications
of their consent might be. But, solutions to these issues will
arguably be less successful and may even fail if they ignore
the role that social expectations play in data privacy.
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Appendix

N % N %

Age Employment
18–20 36 5% Employed full time 243 33%
21–44 305 41% Employed part time 112 15%
45–64 232 31% Unemployed or Disabled 182 24%
65+ 173 23% Unemployed or Disabled 182 24%

Gender Retired 179 24%
Man 361 48% Student 30 4%
Woman 378 51% Income (USD)
No Gender Reported 7 1% Less than $25,000 167 22%

Education $25,000 to $34,999 122 16%
Some High School 22 3% $35,000 to $49,999 115 15%
High School Grad 500 67% $50,000 to $74,999 155 21%
College Grad 152 20% $75,000 to $99,999 89 12%
Postgraduate degree 72 10% $100,000 to $149,999 75 10%

Ethnicity $150,000 to $199,999 13 2%
White 575 77% $200,000 or more 10 1%
Black or African American 75 10% Residential Area
Multiple Ethnicities 31 4% Village or Countryside 113 15%
Hispanic, Latino or Spanish 29 4% Small or Mid-Size Town 418 56%
Asian or Pacific Islander 26 4% Large City 215 29%
Native American Alaskan 5 1%
Other or Not Specified 5 1%

Table 1: Participant demographics.

USENIX Association Nineteenth Symposium on Usable Privacy and Security    471





Distrust of big tech and a desire for privacy: Understanding the motivations of
people who have voluntarily adopted secure email

Warda Usman
Brigham Young University

Jackie Hu
Brigham Young University

McKynlee Wilson
Brigham Young University

Daniel Zappala
Brigham Young University

Abstract

Secure email systems that use end-to-end encryption are the
best method we have for ensuring user privacy and security in
email communication. However, the adoption of secure email
remains low, with previous studies suggesting mainly that
secure email is too complex or inconvenient to use. However,
the perspectives of those who have, in fact, chosen to use an
encrypted email system are largely overlooked. To understand
these perspectives, we conducted a semi-structured interview
study that aims to provide a comprehensive understanding
of the mindsets underlying adoption and use of secure email
services. Our participants come from a variety of countries
and vary in the amount of time they have been using secure
email, how often they use it, and whether they use it as their
primary account. Our results uncover that a defining reason
for adopting a secure email system is to avoid surveillance
from big tech companies. However, regardless of the complex-
ity and accuracy of a person’s mental model, our participants
rarely send and receive encrypted emails, thus not making
full use of the privacy they could obtain. These findings indi-
cate that secure email systems could potentially find greater
adoption by appealing to their privacy advantages, but privacy
gains will be limited until a critical mass are able to join these
systems and easily send encrypted emails to each other.

Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
without fee.
USENIX Symposium on Usable Privacy and Security (SOUPS) 2023.
August 6–8, 2023, Anaheim, CA, USA

1 Introduction

There are over 319 billion1 emails sent every day. These
emails are transmitted and stored primarily in plaintext, and
are therefore subject to a wide variety of threats, including
surveillance, modification, commercial analysis, and theft.
Emails sent and received by larger providers are often en-
crypted when they are sent between email servers, but this
is not universally deployed, can be circumvented, and still
leaves emails vulnerable to attacks where they are stored [9].
This insecure communication creates a variety of security and
privacy threats for users.

To protect the privacy and security of messages, experts
have been suggesting end-to-end encryption (E2EE) and en-
crypted storage for decades now. Despite these efforts, the
use of E2EE for email has remained relatively scarce [45].

The research community has generally focused on improv-
ing the usability of secure email systems, believing that this
was the primary obstacle to adoption. This work began with
a seminal paper by Whitten and Tyger [49], showing that
users made mistakes when interacting with key pairs. These
problems continued to plague systems based on PGP for
years [36, 40], but recent work has shown how to provide
usable secure email systems by automating user interactions
with keys and certificates as much as possible [14,37,38]. Cur-
rent web-based systems, such as Proton Mail and Tutanota,
utilize automation and have interfaces that are largely similar
to popular email sites like Gmail, so usability is unlikely to
remain a significant obstacle to adoption.

A growing body of work has demonstrated that a variety
of factors beyond usability affect adoption of secure email. In
a broad look at secure communication tools [1], the primary
obstacles were found to be fragmented user bases, lack of in-
teroperability, and low quality of service. Lack of advertising
is also an issue; a large number of people are still unaware of
the existence of any secure email services [45]. Further, users

1From the Email Statics Report, 2021-2025, by The Radicati Group,
https://www.radicati.com/wp/wp-content/uploads/2020/12/Email-Statistics-
Report-2021-2025-Executive-Summary.pdf
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resist adopting secure email due to their incomplete threat
models, misaligned incentives, and due to lack of understand-
ing about the secure email architecture [34]. Other factors
which go beyond an individual user also contribute [4]. For
example, secure email requires global interoperability among
heterogeneous clients and systems to be useful. Additionally,
many stakeholders of secure email do not agree on what prop-
erties to provide, which hinders development of a ubiquitous
protocol for secure email. Another factor is that encrypted
storage of email makes search of encrypted archives and scan-
ning for spam and malware more difficult, which might cause
some users to stick with traditional unencrypted methods.

Today millions of people do use secure web-based email
systems and some businesses use S/MIME integrated into
email clients such as Outlook. This is a significant improve-
ment over past decades, but still well short of the billions
using standard email and the billions using secure messag-
ing apps such as WhatsApp. However, many of the lessons
learned from the adoption of secure messaging do not provide
similar pathways for adoption of secure email systems. First,
users with no interest in the security or privacy features of
secure messaging apps have primarily adopted one because
their regular communication partners used it [1]. This is eas-
ier to do with secure messaging applications, since they are
walled gardens, which means that users can only communi-
cate with those using the same provider. Secure email, on the
other hand, must remain interoperable with a wide variety of
non-secure email systems and clients in order to be useful; a
friend using secure email doesn’t require you to join that same
system in order to communicate. Another factor motivating
adoption of secure messaging apps is that they enable users
to avoid texting fees for international messaging. This also
doesn’t apply to email since it is generally a free service.

Our goal in this work is to better understand those relatively
unusual people who choose to use a secure email service such
as Proton Mail or Tutanota. While prior work has focused
on the lack of adoption, these people have made the choice
to use a system offering privacy and security benefits when
free, less secure, and less private tools are readily available.
Moreover, these users must operate in a world where the vast
majority of their emails are likely going to other people who
do not use a secure system, in contrast to the walled garden
offered by a secure messaging app. Talking to users who have
made this choice can help us to understand their motivations
and provide insight into whether more people could follow
their path.

We identified the following research questions:

1. Why do people voluntarily adopt secure email systems?

2. What threat models do people have, meaning their con-
ception of attackers and the harms they can impose, and
what steps do they take to mitigate these harms?

3. What mental models do people have of secure email sys-

tems and their capabilities? We particularly want to un-
derstand perceptions of what security and privacy means
within the context of email and how secure email systems
provide security and privacy.

4. Do people use the secure email services effectively and
what obstacles they encounter in trying to do so?

To answer these questions, we conducted an interview study
among users of secure email systems, primarily Proton Mail.
We interviewed 25 participants who currently use Proton
Mail, from 12 different countries. Our interview focused on
answering the four questions listed above, thus discussing
their reasons for adoption, their mental models, their threat
models, and their usage of secure email. We analyzed the
interviews using a mix of inductive and deductive coding,
depending on which applied best to a given research question.

Our findings indicate that motivations to adopt a secure
email system include a combination of distrust of big tech
companies, aversion to targeted advertising, various notions
of privacy, affordances, trust in companies that offer privacy,
and a desire to align decisions with companies that share
their values. Privacy resonates strongly with the participants,
with Proton Mail seen as one way they can avoid big tech
companies or obtain a particular privacy benefit. Participants
recognized that major harms could come from government
surveillance or hackers stealing their email, but were moti-
vated by threats they felt were more likely, such as the general
surveillance economy. These feelings were consistent both
among those who had only a limited understanding of how
a secure email system works and those who had accurate,
detailed mental models of how encrypted email provides pri-
vacy guarantees. Despite the dominant theme of privacy, all
participants primarily used Proton Mail to send unencrypted
email to contacts on other email systems, leading to rather
limited privacy gains.

The contributions of our paper include (a) a rich, quali-
tative data from a set of people who have actively chosen
to use a secure email system; (b) analysis of the data that
illustrates motivations to use a secure email system, mental
models, threat models, and usage patterns; and (c) reflections
on how researchers and industry can capitalize on the desire
for privacy to realize stronger privacy gains for users.

2 Related Work

Because our work focuses on adoption, we reference several
prominent theories from research on technology adoption.
The Technology Acceptance Model (TAM) [8] identifies per-
ceived usefulness and perceived ease-of-use as factors influ-
encing behavioral intention to use a technology. The Unified
Theory of Acceptance and Use of Technology (UTAUT) [46]
extends TAM by considering additional factors such as social
influence, voluntariness, and facilitating conditions. Protec-
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tion Motivation Theory (PMT) [26, 35] addresses the cogni-
tive processes involved in behavior change when faced with a
threat, including assessing threat likelihood and severity, eval-
uating mitigating action efficacy and cost, and considering
self-efficacy.

2.1 Adoption of Secure Technology

Recent work by Zou et al. [55] examined adoption and aban-
donment of a wide range of security and privacy practices,
finding that security practices were more widely adopted than
privacy practices. Abu-Salma et al. [1] studied the obstacles to
adoption of secure communication tools, discovering that ma-
jority of participants did not understand E2EE and primarily
adopted them for social reasons rather than security benefits.
Story et al. [44] measured the usage of and perceptions about
private browsing, VPNs, Tor Browser, ad blockers, and an-
tivirus software. They identified several misconceptions and
suggested that interventions surrounding these tools should
target well-defined threats and address obstacles to user threat
models. Kang et al. [23] interviewed individuals regarding
privacy and security risks, identifying that people don’t take
privacy-protective actions due to lack of concern, actions be-
ing costly or difficult, and limited knowledge. Other studies
have focused on the adoption of individual tools, such as pri-
vate browsing [13, 18] and VPNs [10, 29], suggesting similar
results.

Prior research has also looked into the adoption of 2FA
and password managers, finding that usability issues are an
obstacle [6,7], and that stories encouraged people to be willing
to adopt 2FA [12]. Other studies have also found evidence
that perceived usability issues may not be as significant as
misconceptions surrounding 2FA [5].

Regarding password managers (PMs), prior work has found
lack of awareness to be a strong reason for non-adoption [2],
and that users of built-in PMs are driven by convenience,
whereas users of separately installed password managers pri-
oritize security [31]. Mayer et al. [28] discovered that PM
adoption in a university setting is largely driven by perceived
ease-of-use.

Two studies have examined adoption of secure email. Gaw
et al. [16] found that the perception of encryption behaviour by
others influenced a person’s decision to adopt encrypted email.
Renaud et al. [34] found that misaligned incentives, lack of
understanding of the email architecture, and fragmented threat
models cause the non-adoption of E2E-encrypted email.

2.2 Privacy Frameworks

One of the motivations we found for people adopting secure
email was a desire for privacy. Accordingly, we review the
variety of theoretical approaches that researchers have used
to explain how people conceptualize and treat privacy.

Westin’s taxonomy of privacy classifies individuals based
on their varying levels of privacy concerns [21, 48]. How-
ever, this classification is far from modern real-world scenar-
ios [51] and does not take into account the wider range of
privacy management strategies by users [25, 50]. Malhotra et
al.’s information privacy concern scale looks at privacy from
the perspective of the collection, control and awareness of
information [27]. Prior research has also highlighted privacy
calculus, in which individuals weigh the costs and benefits of
disclosing their personal information [20,24]. Another promi-
nent privacy framework is contextual integrity [30], that takes
into account the social and cultural norms of specific contexts
and argues that privacy is maintained when information flows
align with these norms.

Solove proposed a taxonomy of privacy threats which in-
cludes four categories: information collection, information
processing, information dissemination, and invasions [43].
Solove also worked on conceptualizing privacy [42], which
takes into account that individuals are likely to differ in their
perceptions of what privacy constitutes, how privacy can be
violated, and which privacy benefits are most important to
them. In this work, he characterized privacy as six major con-
ceptions: (1) the right to be left alone, (2) limited access to
self, (3) secrecy, (4) control over information, (5) personhood,
and (6) intimacy.

Our findings on privacy motivations for adoption do not
align with any singular privacy framework; we discuss this in
Section 5.1.

3 Methodology

Our study is focused on the unique population that has decided
to voluntarily adopt a secure email service. We designed
and conducted semi-structured interviews with 25 users of
Proton Mail and Tutanota, two popular secure email systems
that claim to have 70 million users and several million users,
respectively. We used a semi-structured interview guide to
ensure we covered material relevant to each of our research
questions, while also having the freedom to explore topics in
more depth as needed.

3.1 Screening Survey
In all recruiting venues we asked participants to take a short
screening survey to confirm their eligibility (age 18 or older,
able to speak English), provide a list of email services they
have accounts with, indicate the amount of time they have had
a secure email address, describe the frequency with which they
use their secure email account, and answer basic demographic
questions.

Based on results from the screening survey, we used pur-
posive sampling to ensure that we recruited participants who
used secure email services across a variety of characteristics
such as the amount of time they have been the service for,
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how often they use it and whether they use it as their primary
email account.

3.2 Recruitment

After substantial recruiting efforts, we were able to recruit
eight participants from Reddit and 17 participants from Pro-
lific. We paid participants from Reddit USD 15 each using
Amazon gift cards, and participants from Prolific USD 25
each as a Prolific bonus. We increased the compensation for
Prolific participants since they were unwilling to participate
in a lengthy interview for only USD 15.

Recruiting was challenging because we wanted to interview
people who used secure email systems, and this is a relative
minority of the overall population with no easy way to access
them. We detail some of these challenges below to aid future
researchers with similar problems.

We initially posted the invitation for our study on the offi-
cial subreddits for Proton Mail2 and Tutanota3. After having
mixed success, with most participants being technically savvy,
we attempted to diversify our sample. We posted our study on
Amazon Mechanical Turk and on several general subreddits
that were not related to technology. We did not screen for
location as long as the potential participants could communi-
cate in English. We asked a few questions at the beginning of
the interview to filter fraudulent attempts at participation by
non-users, including asking for their zip code (which would
typically not match what they had entered in the screening
survey), asking for their Proton Mail email address, sending
out a test email, and asking about features of Proton Mail
that only a user would know. None of the participants from
MTurk seemed to be legitimate users. We believe the attempt
to participate was largely due to the monetary incentive of-
fered, especially in countries with higher USD value, leading
in a disproportionate representation of non-users attempting
to participate solely for the reward. We therefore decided to
exclude MTurk and general subreddits from our study.

We also placed a Google Ad for our study that appeared in
search results for terms related to secure and private email, and
experimented with both a USD 25 payment for an interview
and a drawing for USD 100 with a 1 in 5 chance of winning.
Despite the ad receiving 63.5k impressions and 996 clicks, for
a total cost of USD 176, nobody signed up for an interview in
this recruitment channel.

Ultimately, we switched our recruiting efforts to Prolific,
where we had much better success. To mitigate the issue of
having non-users in the study, we excluded countries where
the ratio of English speakers was extremely low or the cur-
rency difference was especially higher. We did not have to
exclude any Prolific participants during screening.

2https://www.reddit.com/r/ProtonMail/
3https://www.reddit.com/r/Tutanota/

3.3 Demographics

We interviewed 25 users of Proton Mail. Participants were res-
idents of Australia, Canada, Mexico, the Netherlands, Switzer-
land, Portugal, Poland, Spain, Greece, Japan, the United King-
dom, and the United States. Three of them identified as female
and 19 identified as male, two identified as non-binary and
one preferred not to answer. Four were between 18–24 years
of age, twelve were 25–34, four were 35–44, and five were
45–54. Most users were highly educated: nine had bachelor’s
degrees, and eleven had graduate or professional degrees. 12
participants had a formal background in technical fields. We
provide detailed demographics in Table 1.

3.4 Interviews

We conducted all interviews in English remotely via Zoom,
where turning the camera on was optional for the participants.
Each interview lasted between 35-45 minutes. We began by
asking some ice breaker questions to put them at ease, and we
confirmed that the participant currently used Proton Mail or
Tutanota. To avoid bias, we made sure to not use the word ‘se-
curity’ or ‘privacy’ until the participant mentioned it. We then
asked questions in four different areas, in order, corresponding
to each of our research questions:

• Adoption: We asked how they first heard about Proton
Mail, how they started using it, why they currently use
it, whether they encourage other people to use it, and
similar questions.

• Threat model: We asked them which entities they feel
would access or misuse their email data if they could get
it, what the consequences would be of someone reading
their email without permission, and how they mitigate
any perceived threats.

• Mental model: We asked participants how they think
Proton Mail works. We then asked them to draw what
is involved when one person sends an email to another
person, similar to prior work [22, 23, 52]. We encour-
aged participants to think aloud while drawing to gather
additional insights into their reasoning. We asked the
participants to send a photo of their drawing to us, or if
they had their camera on, we requested them to hold it up
to the camera and took a screenshot. We explored both
structural properties, which describe how participants
view the internals of the working of Proton Mail, as well
as functional properties which focus on how these users
interact with and use the email system.

• Usage: We asked them what they use their Proton Mail
account for, how they interact with people who don’t
have secure email accounts, and what they like and dis-
like about Proton Mail.
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Figure 1: Terminology used to convey relative frequency of
themes

3.5 Data Analysis
We recorded the audio from each interview using Zoom. We
then transcribed the recordings using an automated transcrip-
tion service. The first author reviewed all transcripts to ensure
consistency with the recordings.

We conducted qualitative coding regularly throughout the
interview process. This enabled us to look for saturation and
to adjust the interviews as interesting ideas or themes emerged.
We used thematic analysis, coding the data corresponding to
our research questions. We primarily assigned the codes in-
ductively, but used deductive coding for threat models, where
we looked specifically for attackers, harms an attacker can
cause, and how the participant explained they would mitigate
that harm.

Three researchers coded all the transcripts together and dis-
agreements were resolved through consensus-building as they
emerged. We started by coding the data, assigning first-order
codes which were closely aligned with the terms used by the
interviewees in order to preserve the authenticity of their ex-
pressions. We then refined the codes through further iterative
rounds of analysis, assigning second-order themes [17]. Simi-
lar themes were merged together to identify relationships and
patterns in the data.

The primary author conducted a separate analysis of the
drawings and the accompanying verbal explanations. In doing
so, we grouped similar drawings and mental models together
based on a participant’s understanding of the inner workings
of secure email systems. These categories were then reviewed
and discussed among all the authors and any discrepancies
were reconciled.

Since our work is qualitative in nature, we avoid using
exact numbers. Instead, we use a consistent terminology to
convey the relative frequency of major themes, as done by
previous studies [11, 19, 53]. Figure 1 presents the terms
used to indicate the frequency of occurrence of participants’
responses.

3.6 Ethical Considerations
Our study did not create significant potential for harm to par-
ticipants because we only sought to gather their opinions
and experiences. The Institutional Review Board (IRB) at
Brigham Young University reviewed and approved our study,
and we obtained informed consent from participants. Because
participants were from a variety of countries, each potentially

with their own privacy laws, we took care to notify all partici-
pants of their data privacy rights, using a superset of all rights
available in countries whose privacy laws are tracked at the
Global Data Privacy & Security Handbook.4 Specifically, we
informed all participants that they had the right to access their
own data, correct their data where inaccurate or incomplete,
erase their personal data, withdraw consent, etc.

3.7 Limitations
We chose an interview study to gain insights into the attitudes
and experiences of a relatively understudied group. As with
most qualitative work, our purpose was to surface primary
themes that impact adoption, understanding, and use of se-
cure email, rather than to quantify the prevalence of these
themes. Our sample is diverse among age, location, and tech-
nical expertise, but doesn’t capture all possible opinions or
experiences.

Despite trying to find users of a variety of secure email sys-
tems, with a focus on voluntary adoption rather than mandated
corporate use, all of our participants primarily used Proton
Mail as a secure email system. Further, we interviewed par-
ticipants who were fluent in English and resided in countries
where the currency exchange rate difference with USD was
not dramatically high. Thus our results may not reflect the
broader secure email space.

4 Findings

In this section, we present the themes we observed across our
interviews for each of the research questions we study: (1)
Why do people voluntarily adopt secure email systems? (2)
What threat models do people have, meaning their conception
of attackers and the harms they can impose, and what steps
do they take to mitigate these harms? (3) What mental models
do people have of secure email systems and their capabilities?
(4) Do people use the secure email services effectively and
what obstacles they encounter?

All of our participants were active users of Proton Mail
(with a few also using Tutanota), so our findings repeatedly
reference their use of this system in particular.

4.1 Adoption Motivations
We found a variety of factors that drive the adoption of Proton
Mail for our participants. We describe them here in order of
their prevalence and level of emphasis.

Distrust of Big Tech: The decision to adopt Proton Mail
was driven heavily by the distrust our participants showed to-
ward technology giants. Majority of the participants expressed

4https://resourcehub.bakermckenzie.com/en/resources/data-privacy-
security
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concerns regarding the continuous monitoring and data collec-
tion practices employed by these organizations. Participants
mentioned feeling being exploited by big tech companies
and feeling uncomfortable with companies knowing every-
thing about them, from their location to their interests to what
they are purchasing. They reported these surveillance acts as
“creepy” (R5) and these companies as “nasty” (R9).

The participants in the study expressed a significant degree
of mistrust in the practices of Google and Facebook in par-
ticular, viewing their monitoring activities as intrusive and
invasive:

“Over the course of the last 20 years working on
the internet, I have noticed an increasing amount of
activity from business entities like Google, that can
only be described as creepy. The fact that Google
and Facebook and other big corporations like that
are able to put together so much information about
us as individuals, and take advantage of that to
commercially exploit it, and not even give us a cut
of the profits.” (R5)

Participants raised concerns about the integration of
Google’s products, which they believed gave the company
comprehensive access to their personal information and abil-
ity to profile and track users. Participants likewise mentioned
Facebook and its ability to track and share data outside of
their own site.

“Whatever it is that you put into your computer
or your smartphone, it can be seen and it can be
listened to... Facebook used to be fun, and then it de-
stroyed democracy. So later, it stopped being fun at
a certain point... And I don’t feel very comfortable
anymore with these companies.” (R9)

They stated that they abstain from using social media as
much as they can, and in some cases, entirely, believing that
the cost of disclosing information outweighed the benefits.
Yet even this was sometimes considered ineffective, given the
tracking that these companies use even on non-users of the
site.

Participants overall had a general perception that the big
tech companies are not conscientious and ethical. This led to
a desire to avoid big tech companies whenever possible and
choosing a product that offered them more privacy. As one
participant put it,

“Over the past few years, I’ve been trying to wean
myself off of Google and other, you know, big tech
products, Because they are kind of, I think they’re
poisoning my mind.” (R1)

Privacy: Privacy is also a significant motivating factor for
the adoption of Proton Mail among our participants. We char-
acterize the different models of privacy our participants de-
scribed according to their conceptualizations, similar to [43].

We found that our participants had different conceptions of
privacy which sometimes overlapped. Below, we outline these
models and provide examples of how they influence the par-
ticipants’ usage of Proton Mail.

Privacy as a fundamental right: Some participants felt that
individuals have an inherent and inalienable right to privacy,
and that privacy is not just a preference or a convenience, but
is instead a necessity.

“I fully believe that privacy should be the default
on the internet. It’s heinous how we’ve let that com-
pletely fall apart. I’m appreciative of the GDPR and
everything that it does... But at least in this coun-
try (USA), it’s pretty much understood that you’re
the product if you’re using the internet. The inter-
net used to be so cool, and now it’s just kind of a
garbage fire.” (R1)

Privacy as Anonymity: Some participants believe individu-
als have the right to use the internet and other digital services
without revealing their true identity or personally identifiable
information. They adopted Proton Mail because it does not
require them to enter their phone number in order to create
an account. They can choose to provide it for account recov-
ery and two-factor authentication but Proton Mail does not
impose this on them. They also use pseudonyms on Proton
Mail instead of their real names and like the idea that their
communications and activities through that account cannot
be traced back to their other email accounts. Participants also
reported that they liked the fact that Proton Mail did not log
their IP addresses unless they activated this feature.

Privacy as Control: Some participants felt that individuals
have the right to control the collection, use, and dissemina-
tion of their information. Participants with this model mostly
used Proton Mail as a secondary, separate account from their
main email address, and used it for a specific task that they
wanted to not be associated with their primary online iden-
tity. This way, they control the information that is associated
with each account, and they are able to ensure that the in-
formation they want to keep private is only associated with
their secondary email account, which often is an account that
uses a pseudonym with no personally identifiable information
attached to it.

Privacy as Commodity: Some participants viewed privacy
as a commodity that can be bought and sold in the market-
place [41]. Some participants with this conception were par-
ticularly uncomfortable with the idea that big tech companies
are taking their data and using it to their own benefit without
giving any benefit to the individual the data belongs to. Others
stated that they were exchanging their privacy for the services
they were receiving through these tech giants.

Privacy as Secrecy: Some participants based privacy on
the principle of confidentiality. They reported using Proton
Mail for its encryption properties that prevent Proton from
reading a user’s emails.
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However, not all our users understood this property. Some
of them incorrectly believed that even if the emails are en-
crypted, it protects them from outside attacks but Proton Mail
can still see all their communications. Even with this model,
they believed that Proton Mail provided them with a higher
level of privacy as opposed to an ordinary service, because
their information could be seen only by Proton Mail and was
not sold to third parties.

While the overall sentiment our participants shared was that
all information deserved to be “safe” and “protected”, they
repeatedly mentioned that since they were not a high-profile
personality and were not doing anything illegal either, they
had “nothing to hide”. We investigated how the participants
defined and characterized sensitive information. The most
recurring definition we saw was any personally identifiable in-
formation. Our participants particularly resort to Proton Mail
when they require anonymity. Other definitions of sensitive
information included financial or bank account details, au-
thentication credentials such as PINs and passwords, location,
and race.

Affordances: We viewed the different ways in which users
interact with secure email through an affordances perspec-
tive [15, 39], broadly meaning the possibilities of ways users
employed secure email to achieve their goals. We found that
sometimes, our participants adopted Proton Mail for one par-
ticular reason and used it for that reason only. For example,
P10 and P12 use their Proton Mail accounts for only receiving
emails about their cryptocurrrency trades.

Another participant, R9 stated that he uses a Proton Mail ac-
count with a pseudonym and has it associated with a Facebook
account. He then uses the Facebook account for selling items
on marketplace and contacting potential customers. This way,
his original identity is never exposed and is therefore not at
risk.

Similarly, P13 uses a Proton Mail account for different
micro-tasking websites and uses a pseudonym for it. In his
opinion, since the micro-tasking websites do not need to know
his real name or identity, he likes to use Proton Mail for it and
then his data is not associated with his main accounts.

P18 mentioned that he sometimes needs to access his email
account from different locations in the world and sometimes
shares his email account with someone in a different part of
the world. For him, the security measure by Gmail that tracks
all IP addresses which access his account is not a desirable
feature. He uses Proton Mail because it does not do so if you
have your authentication logging off (which it is, by default).

Aversion to Personalized Advertisements: Aversion to
personalized advertisements is also emerged as an important
reason behind adoption of an encrypted email system. Some
participants mentioned that they noticed Gmail scanning their
emails for keywords and using that information to display
personalized ads related to the content of their emails.

Some participants had experience in careers that exposed
them to the kind of information collected about an individual
and how that information is shared and used. These partici-
pants particularly expressed being uneasy with this practice,
leading them to switch to a service like Proton Mail that does
not engage in such practices.

Although some participants acknowledged that advertise-
ments are a source of revenue for companies, the majority
expressed strong dislike for personalized ads, especially when
they originated from unexpected sources. Participants also
understood that data was shared to third parties, and that avoid-
ing a given service did not guarantee that the service would
have no knowledge of their information. Participants had de-
veloped this mental model through personal experiences of
seeing targeted ads even when they had not used used a partic-
ular service before. A majority of the participants particularly
expressed this sentiment with regard to Facebook and Google,
stating that anything a person does online is known to these
two companies. R1, who is not a Facebook user, mentioned
that he uses Proton Mail because he does not want Facebook
to know all about his communications even though he does
not have a Facebook account.

“So I wouldn’t want [Facebook] to, you know, some-
how manage to sniff my communications. Who
doesn’t hate advertising? I hate advertising.” (R1)

Trust in Proton: Proton Mail advertises itself as a company
that ‘protects your privacy’. About half of our participants
were unaware of the specific ways their data is protected when
using Proton Mail, or ways in which Proton Mail differs from
other email providers in terms of its functionality. Despite this
lack of understanding, they trusted the company’s promise
of privacy protection. They either did not know or were not
concerned about the encryption of their emails, but rather
placed their trust in Proton Mail’s commitment to not share or
exploit their data. As P14 stated, they trusted the company’s
reputation for protecting privacy.

“I’m assuming that the more privacy focused com-
pany wouldn’t give away my data.” (P14)

Some participants also expressed trust in Proton Mail due
to its location. They had the view that since Proton Mail is
founded and based in Switzerland, it provides them a higher
level of privacy as they cannot be subjected to surveillance
on behalf of US or other intelligence agencies. While Pro-
ton Mail claims zero-access encryption, a few participants
mistakenly believed that Proton Mail has access to all their
email communications. Nevertheless, they felt safe knowing
that Proton Mail, being subject to Swiss laws, would not be
compelled to release their data to US or EU agencies, even
when requested to do so. Similar views were expressed by
participants who used Tutanota, which is based in Germany
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and similarly protected from having to provide data to the US
government.

Conscientiousness: Some participants have adopted Proton
Mail because they want to support a conscientious company.
In a time where data sharing and revenue generation through
advertisements and personal data sales are common, they be-
lieve that companies like Proton, which prioritize ethical and
conscientious practices, should be supported. Our participants
stated that users’ support for companies that value ethics are
important, even at the cost of certain conveniences or func-
tional advantages. Some participants mentioned purchasing
the paid plans for Proton Mail instead of using the free version
because it makes them feel good about supporting an ethical
company.

“I purchased a plus subscription to for Proton Mail,
because I like supporting conscientious companies
like that. So it’s partially the privacy and partially
it’s feeling good about, you know, being a techno
vegan.” (P16)

Exposure to Technology and Negative Experiences: Par-
ticipants with a previous negative experience with technology
cited it to be their reason of adoption of an encrypted email
service like Proton Mail. Some participants who had not di-
rectly had this experience, but had heard about such incidents
also felt motivated to use an encrypted email service, as seen
by [32, 33] as well.

Further, some participants indicated that exposure to tech-
nology served as a driving factor for them to adopt encrypted
email services. Their level of awareness about the potential for
privacy violations, whether through education or their career,
influenced their level of motivation to protect their privacy,
since they better understood the likelihood and extent of harm.

4.2 Threat Models
We prompted the participants to think of any entities that
could potentially pose a risk to their email communications.
They were instructed to perform a think-aloud exercise to
identify and articulate the potential threats. Here we describe
the categories of attackers and their respective capabilities,
as well as any preventative measures participants use to safe-
guard themselves against these threats.

4.2.1 Adversaries/Attackers

The adversaries our participants mentioned aligned well with
the findings of [1] which found that users perceive three types
of adversaries: (1) government agencies, (2) service providers,
and (3) anonymous hackers. Our participants additionally dif-
ferentiated between email service providers and other internet-
based companies. Further, our participants often clarified that

just because an entity has the ability to cause a harm does
not necessarily mean that it actually will ever do so. Only
one participant (P10) mentioned the risk of someone physi-
cally accessing her devices, but dismissed it saying that it is
extremely unlikely.

Government and Intelligence agencies: A prevalent po-
tential threat most of our participants perceive is surveillance
by governmental agencies. While they mostly think it is un-
likely for their government to spy on them and access their
emails, they listed it as a possibility nonetheless. Some of our
participants mentioned that The Five Eyes Alliance countries
(Canada, Australia, New Zealand, the United Kingdom, and
the United States) might be more likely to monitor people’s
email communications. Although the likelihood of such an
event happening was deemed negligible, the potential conse-
quences were described as severe. The participants empha-
sized that governmental entities wield considerable power and
could potentially issue directives to email service providers,
requiring the surrender of all relevant data. They also believed
that governments typically have back doors to encryption al-
gorithms, a sentiment also expressed by interviewees in [1].
The consequences of such an event occurring were perceived
as extremely intense and life-threatening such as ethnic cleans-
ing or political assassination.

Anonymous hackers on the internet: According to a ma-
jority of our participants, anonymous hackers on the internet
pose a credible threat. Nevertheless, the participants held the
view that individual attacks on their data are highly unlikely
due to the Big Fish model [47] meaning that they are not a
significant or “interesting” target (P14) and therefore no one
would target them. Rather, the participants expressed concern
about the potential for data breaches by these skilled hack-
ers, and getting unauthorized access of corporate databases,
since they had often heard such stories. Such breaches were
regarded as a serious threat, given the potential to compromise
their financial information, which was considered to be the
primary motive for such attacks. P17, shared the following
experience:

“I have seen that there are forums that sell used ac-
counts, for example, for Spotify or PayPal accounts
with money on them. So they mostly do it for finan-
cial motives.” (P17)

P16 shared a similar experience where their mother’s Gram-
marly account was accessed by an unauthorized individual
who obtained the account credentials through a data breach.
One participant provided an additional perspective on the
potential consequences of hackers gaining access to email
addresses, where they could “spam the user to death” (R6)
with unsolicited messages until they become overwhelmed
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and unable to effectively manage their inbox. The partici-
pant described this outcome as highly likely, citing personal
experience as evidence.

Other Email Service Providers: Participants identified
email service providers to be a potential threat to the privacy
of their email communications. More than half of our par-
ticipants acknowledge that while these practices constitute
an infringement of privacy, they understand the economic in-
centives that motivate these companies to scan and read their
emails. They stated that the email providers do not have any
malicious motivations, but just need to earn a profit. They re-
ported being particularly annoyed with companies that “grab
their attention” and “reduce them to a number of their quar-
terly earning calls” (R1). Overall, participants expressed rela-
tively low levels of concerns about email providers looking
at their information. They held this view due to their belief
that they do not have any sensitive information in their emails.
Even when realizing that their emails contain their financial
information which they consider to be sensitive, they stated
that they trust the email providers to not misuse that informa-
tion. They mentioned that the biggest threat through email
providers is probably just targeted ads. Some participants be-
lieved that Proton Mail has similar abilities and can view and
scan all their (encrypted) emails for advertising and profiling.
They trusted Proton, however, to not do so.

Online companies: Many participants identified companies
and services on the internet as a separate and more significant
threat than email service providers. Based on their perception,
such entities collect data without users’ consent. In contrast
to email services, which only have access to email contents,
internet-based services can collect additional data across vari-
ous dimensions, such as location, health information, financial
information, race, and interests. Participants viewed this type
of data collection as more intrusive and in-depth, hence posing
a more severe threat to their privacy as well as security.

4.2.2 Mitigation Strategies

Participants were asked to describe the strategies they em-
ployed to mitigate the risks they mentioned. As seen earlier,
one of the primary strategies for the threats posed by email
service providers and online companies in general was to use
Proton Mail. This was seen as a way to remove themselves
and their data from big tech, to provide privacy, or to align
their choices with companies that share similar values.

When asked about how they would send sensitive infor-
mation, participants did not mention any strategies related
to E2EE systems. Instead, they suggested using offline chan-
nels, such as sending the information by post or meeting the
communication partner in person. One participant (P11) con-
sidered SMS to be a more secure alternative to email and
recommended its use as a mitigation strategy to safeguard

against information leaks. Although he acknowledged that
telephone operators and governments could still access his
information through SMS, he felt that it was a relatively safer
option compared to the entire internet. Some participants
recommended using virtual private networks (VPNs) to safe-
guard their online activities. In addition, some participants
suggested avoiding social media altogether to prevent privacy
violations on the internet.

When thinking about protecting themselves from the gov-
ernment, participants mentioned that there is essentially no
way to escape that. Some participants expressed some confi-
dence in using Proton Mail, given its location in Switzerland,
as a mitigation strategy. However, they perceived that gov-
ernments always have back doors and can gain access to any
information they want, even when one is using an E2EE sys-
tem, and that in the worst-case scenario, the government could
resort to force to obtain their information. Some participants
indicated they could protect against government surveillance
by being a law-abiding citizen.

“If the US government or I mean, heck, even the
Pakistani government really wanted to see my
emails, they probably, worst comes to worst, beat it
out of me.” (R2)

4.3 Mental Models
Since our sample was diverse with respect to the technical
background our participants had, their mental models varied
drastically depending on their technical knowledge. As we
reviewed these models, we grouped them into two broad cate-
gories: (1) A Safer, More Trustworthy WebMail System, and
(2) A Private, Encrypted Email System. We describe these
below.

A Safer, More Trustworthy Email System: Participants
with this model did not have a complicated model for what
Proton Mail, or any encrypted service for that matter, does
when a user tries to send an email to another user. For them,
Proton Mail worked just like a regular email provider except
it was somehow safer. Structurally, they imagined that the
processing of email is similar for Proton Mail, Gmail, Outlook,
or any other provider.

Participants with this model had at best only a vague under-
standing that Proton Mail used encryption. Some participants
with this model did not know that email in Proton Mail could
be encrypted, and had not seen or heard the word encryption.
Some thought that all email providers use encryption, but
somehow Proton Mail was safer. One participant thought that
using the paid version of Proton Mail provides even better
encryption than the free version, which in turn is better than
using a regular email provider.

“But with paid Proton Mail, according to them,
they’re doing something that if someone tries to
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Figure 2: P10’s drawing to explain how Alice sends a message
to Bob in Proton Mail

read the email outside of the system, somehow it’s
encrypted. I don’t know. I don’t know how it works.
(R6)”

The common sentiment among participants who held this
model is that they do not know Proton Mail works or how it is
different than an ordinary email provider, and they probably
do not need to know the details either. When presented with
the diagramming exercise, participants with this model felt at
a loss to characterize what goes on in the background when
they send an email to their friend. For all they know and care,
they send an email and the email is received on the other end
safely, as Figure 2 shows.

We explored how and why these participants were perceiv-
ing Proton Mail to be safer, given that their mental model,
both structurally and functionally for Proton Mail and other
email providers was essentially identical. We identified that
participant perception for Proton Mail originated from the fact
that Proton Mail did not collect any personally identifiable
information at the time of account creation. While Proton
Mail asked them to provide their backup email or phone num-
ber for account recovery, this was optional, whereas Gmail
and other services they used required those credentials. One
participant, P17, mentioned that Proton Mail probably has a
better spam filter which makes it safer.

A Private, Encrypted Email System: The other group of
participants understood some of the structural properties of
Proton Mail and were able to visualize and verbalize the
processes involved in sending an email through the system.
While some participants made technical errors in describing
how encryption works, they generally understood the basic
mechanisms.

Participants with this model clearly stated that Proton Mail
was different than an ordinary email provider because it is
end-to-end encrypted. They also understood that Proton Mail

Figure 3: R1’s drawing to explain how Bob sends a message
to Alice in Proton Mail

automatically encrypts emails if the sender and receiver are
both using Proton Mail, and that emails are encrypted at rest
so that Proton can’t read them.

Some knew that Proton Mail uses public-key encryption
in combination with symmetric encryption. For example as
shown in Figure 3, R1 explained this process in detail:

“Bob wants to send a message to Alice. If we’re
talking [about] both Proton Mail users, they both
have key pairs. So Bob has a public key and a pri-
vate key. Alice also has a public key and a private
key. And if Bob is the one sending the message, Bob
generates a one-time use key. So that’s one time, [I]
think they call it a session key and uses this key and
Alice’s public key to encrypt his email. Actually, I
should have said, Bob has Alice’s public key, [he]
uses Alice’s public key to encrypt the session key
and the one time session key to encrypt the email,
which then Alice can decrypt with her private key.”
(R1)

Participants with this model clearly distinguished that with
ordinary providers, none of these encryption processes are
done except that the emails are encrypted in transit through
Transport Layer Security protocol (TLS) for security, but that
does not protect them from the provider itself because the
provider has “all the keys for all the emails”. They understood
that sending emails from an E2EE email provider to some
ordinary provider does not automatically encrypt any emails,
whereas encryption automatically happens if both parties use
the same E2EE provider. Most participants with this model
were aware that Proton Mail provides a password-protected
email option that encrypts outgoing emails to someone who
is not on Proton Mail. The interviewer hinted at this feature
for those who did not mention it themselves. They recalled
seeing it but reported almost never using it.

None of the participants with this model mentioned digital
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signatures, or address verification. They seemed to trust Pro-
ton Mail to distribute the correct keys. They had never seen
a warning from Proton Mail about any public key changes
for their contacts. They also did not mention the expiration
time feature for emails sent to other providers, which enables
a sender to remove access after a predefined period of time.

4.4 Usage
In this section, we report the ways in which our participants
employ end-to-end encrypted email.

What they use it for: About half of our participants men-
tioned using Proton Mail as their primary personal email
account, using it to sen med and receive all personal emails
through it. A few participants mentioned using their Proton
Mail account exclusively for work and communicating with
clients since they perceived their nature of work as sensitive,
and that using Proton Mail gave a more creditable look and
looked more professional. Some participants mentioned using
Proton Mail exclusively for all their communications.

“Exclusively for both [work and personal] emails,
but in terms of how much time I invest, it’s probably
around about 75% work and 25% personal.” (R7)

Many of the participants stated using their Proton Mail
email addresses as separate, disposable accounts. The main
reasons for this are that no personally identifiable informa-
tion is required to set up an account, thereby simplifying the
registration process. Additionally, since these accounts are
not linked to their primary online identity, they leverage these
‘anonymous’ accounts to perform tasks they do not want asso-
ciated with their main email address. Examples of such tasks
include gaming, trading cryptocurrency, completing micro-
tasks on websites such as Prolific, and using Proton Mail as a
shared account among multiple in different locations, which
they perceived easier due to Proton’s no-IP logging policy.

Several participants cited an additional use to exclusively
receive newsletters and other superfluous email correspon-
dence, which could otherwise inundate their primary email
account. Some participants reported adopting several differ-
ent email addresses as a means of efficiently managing email
content and compartmentalizing them according to distinct
purposes, for example using Proton Mail for financial commu-
nications, Tutanota for shopping websites, Gmail for everyday
usage, and Outlook for school and work-related emails (R8).

Sending to non-Proton Mail users: We asked participants
about how they sent emails to contacts who were not using
Proton Mail, and their responses indicated that they treated
it no differently from sending emails to other Proton Mail
users. While some participants mentioned being aware of the
password-protected email option offered by Proton Mail, they

reported rarely or almost never using it. Even when we hinted
at this feature to those who did not mention it, they stated that
it was not a feature they ever use. Essentially, our participants
are sending and receiving unencrypted emails despite using
Proton Mail, since most of their communication partners are
not using the platform.

5 Discussion

We didn’t seek to validate any general theories of technol-
ogy adoption. However, TAM seems to broadly apply, since
users identify strongly with the usefulness of secure email and
current web-based systems have usability roughly similar to
popular clients like Gmail. Likewise PMT appears to explain
adoption well, since participants have identified specific pri-
vacy threats that are highly likely to affect them, Proton Mail
offers a reasonable way to mitigate those threats, and they are
confident in their ability to use the system. Because these are
general theories, they don’t adequately capture the broader
motivations of our participants, particularly those centered on
privacy.

Our study leads to the following takeaways.

5.1 Privacy is a key motivation

In reviewing our findings for each research question, we find
that a variety of factors lead to adopting secure email, in-
cluding distrust of big tech and aversion to the surveillance
economy, various notions of privacy, affordances, trust in a
company offering these products, and a desire to align deci-
sions with companies that share their values. Privacy perme-
ated many of these motivations.

Privacy also played a role in how participants reacted to per-
ceived threats. Participants who regarded government surveil-
lance as a threat viewed it as highly consequential and poten-
tially life-threatening; however, they did not consider them-
selves likely targets, and therefore, this was not their primary
motivation for adopting encrypted email. Conversely, all par-
ticipants acknowledged the widespread use of personal data
by corporations for targeted advertising, which while a signif-
icant invasion of privacy, was not life-threatening. Despite its
comparatively lower severity, this threat was more compelling
to users, motivating them to adopt ProtonMail.

Furthermore, while security was an added benefit of us-
ing encrypted email, it was not primarily security that drove
these people to use secure email. Some participants indicated
they prioritize privacy over security, preferring Proton Mail
because it doesn’t ask them for an email or phone number for
account verification. Privacy was strongly prevalent among
participants who had “A Safer, More Trustworthy Email Sys-
tem” mental model, perhaps because they were unaware of
the security threats to their communications and were more
exposed to privacy threats.
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Although our findings align most closely with Solove’s con-
ceptualizations of privacy [42], we did not observe all of the
conceptualizations they identified in our research. Moreover,
we identified some additional conceptualizations that were not
accounted for in Solove’s framework. Some participants were
highly aware of privacy from the perspective of collection
and control of information [27], and some expressed weigh-
ing costs and benefits of using a free email system [20, 24].
Thus our participants have diverse understandings of privacy
which cannot be easily categorized within a singular privacy
framework.

5.2 Privacy benefits are broad
Despite the significant desire for privacy, participants appear
to largely be sending unencrypted email to contacts outside of
the secure email system they are using. Previous literature has
identified inaccurate mental models as a barrier to effective us-
age of secure technologies [3,49]. Our results show that even
when users possess well-formed mental models with respect
to both structural and functional properties, they generally use
unencrypted email communication. They understand and are
aware that their emails remain unencrypted when communi-
cating with non-users of Proton Mail, which is the case the
majority of the time.

The reason for this apparent disconnect is partly rooted
in differences in the affordances of secure email systems as
viewed by some participants when compared to the expec-
tations of security experts. Many participants found value
in pseudonymity (having an email disconnected from their
usual account), in avoiding big tech companies, in controlling
where their data is stored, or in supporting companies that
aligned with their values. Thus privacy benefits are viewed
rather broadly, and not tied solely to the ability to send or
receive encrypted emails.

5.3 Privacy benefits can be expanded
The relatively low use of encrypted emails among participants
does present a significant opportunity for research and indus-
try to increase the privacy benefits for secure email users.
Future research should explore ways to encourage or nudge
users toward password-protecting their emails when sending
to users outside the system. There is likely some overlap in
methods with research seeking to encourage users of pass-
word managers to choose strong passwords instead of storing
weak passwords in their password manager [54]. For example,
a system could display periodic reminders suggesting emails
be encrypted or could display a banner indicating the percent
of emails sent in the past week were private.

One clear way to provide greater privacy for existing users
is to enable interoperability between secure email systems.
Currently, Tutanota does not support PGP, instead uses a pro-
prietary system based on AES and RSA. As a result, it does

not automatically recognize and allow importing of public
keys attached to an outgoing email from Proton Mail. This
prevents users from two large secure email systems from com-
municating with encrypted emails unless they manually set
a password. On the other hand, Proton Mail can exchange
secure email with the FlowCrypt Gmail extension, provided
the user knows how to attach their public key to an outgoing
Proton Mail email, which is not done by default and which
is hidden in the user interface behind a menu labeled “...” at
the bottom of the compose window. Secure email providers
could work together to provide both better support for inter-
operability and better user experiences for sending encrypted
emails. A major challenge is helping users decide whether
they should trust another user’s key. Trust might be increased
by having secure email services automatically retrieve a key
for a user from their provider, with that key being signed by
the user’s email provider.

Ultimately, the best way to provide greater privacy is for
secure email systems to have greater numbers of users. Email
sent between users of the same system are encrypted by de-
fault. One possible avenue is to explore the effect of advertis-
ing privacy as the primary feature offered by these systems.
Typically marketing literature mixes privacy benefits with
promotion of security benefits, while using specialized jargon
about encryption. For example, Proton Mail’s home page uses
the tagline “Secure email that protects your privacy”, lead-
ing with “secure”, and also promotes “independently audited
end-to-end encryption and zero-access encryption to secure
your communications”. Later the home page for Proton Mail
explains that encryption “protects against data breaches and
ensures no one (not even Proton) can access your inbox”. At
least some of our users did not notice or understand these
benefits. How can industry encourage greater understanding
of the benefits of secure email? Would greater awareness and
understanding yield more users?

6 Conclusion

Among those we interviewed, privacy concerns are a signifi-
cant motivator for adopting a secure email system. Web-based
systems such as Proton Mail are relatively new options in this
space, and participants value the ability to use these accounts
to achieve a measure of privacy. These benefits are recognized
and appreciated even by those without a deep understanding
of encryption, in part because those benefits are significantly
broader than traditionally recognized by the security com-
munity. Additional research is needed to encourage greater
use of encryption, to enable interoperability among providers,
and to expand awareness and understanding of the benefits
offered by privacy technologies.
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Appendix

A. Interview Guide

Before we start, I just wanted to say thank you for agreeing to help us with our research project. We really value what you have
to say. I also want to be sure you know that there are no right or wrong answers to the questions I’m going to ask. We really just
want to hear what you think and feel and hear your opinions. Also, if you’re ever confused by a question I’m asking, please let
me know, and I’ll try to explain or rephrase. I will be recording this interview to transcribe the data. Your video will not be used,
and it will be discarded as soon as I get the interview transcribed.

Opening Questions

• Do you have any questions before we start?

• Where do you currently live? How long have you lived there?

• Do you have a CS background? What do you do?

• Verify if they use ProtonMail or Tutanota or not.

Adoption

• How did you first hear about (ProtonMail/Tutanota)?

• Why did you decide to start using (ProtonMail/Tutanota)?

– Was there a specific event that caused you to use (ProtonMail/Tutanota)?
– Did you consider using any other encrypted email services?

• Why do you currently use (ProtonMail/Tutanota)?

– Are there multiple reasons?
– How would you rank these reasons in order of priority?
– What kind of information do you regard as “sensitive”? (if applicable)

• What do you particularly like about (ProtonMail/Tutanota)? Dislike about (ProtonMail/Tutanota)?

• Do you use WhatsApp? Signal? Viber? Why or why not?

– What are the pros of using (ProtonMail/Tutanota) over a more traditional email provider?
– What are the drawbacks of using (ProtonMail/Tutanota) over a more traditional email provider?

* Are these sets of pros/cons acceptable?

* Do any of these contribute to your use of a normal email provider?

• Perception

– How would you rank yourself on how much you care about security and privacy? On a scale of 1-5?
– Why is that?
– How would other people rank you?

• Evangelism

– Have you ever encouraged your friends to use secure email?
– Why or why not?
– What would be the ‘talking points’ of (ProtonMail/Tutanota) if you were to suggest it to someone?
– (If yes to above) Do people tell you they are not interested in secure email? What are their reasons? How do you deal

with that?
– Have you ever helped anyone get started with (ProtonMail/Tutanota)? What did they need help with? Tell me about an

instance.
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Threat model

• Are there entities that you feel would access or misuse your email data if they could get it?

– Who are they?

– If you could rank these threats, which are the most likely or most severe?

– Why do you think they would try to access your information?

• What would be the consequences of someone being able to read your emails?

• What would be the consequences of someone modifying an email you sent?

• What would be the consequences of someone forging an email that was supposedly from you?

• Do you have other accounts that could be compromised if your emails get compromised and read by someone else?

Mental Models

• How do you think (ProtonMail/Tutanota) works?

• Could you draw us a picture of what is involved when a person, Bob, sends an email to another person, Alice, when they are
both using (ProtonMail/Tutanota)?

– How is the email kept secure or private?

• Could you draw another us a picture of what is involved when a person, Bob, sends an email to another person, Alice, but
Bob is using (ProtonMail/Tutanota) and Alice is using Gmail?

– How is the email kept secure or private?

• (ProtonMail/Tutanota) is often advertised as being “secure”. What do you think that means?

• (ProtonMail/Tutanota) is also often advertised as offering “privacy”? What do you think that means? How is it different
from security?

• Do you feel confident that you know enough about technology to use (ProtonMail/Tutanota) successfully?

• Do you feel a person would need your level of understanding to use (ProtonMail/Tutanota) successfully?

Usage

• What do you use your secure email account for?

– Do you use it as your primary email account?

– (if applicable) do you use it for all emails or some emails?

– If you use a non-secure email account as well, how do you decide which to use and when?

• What features do you wish your secure email service had that are not currently offered?

– Do you have any difficulties using your secure email service?

– Can you tell us about one recent instance?

• Do you insist people send you email using a secure email service?

– If so, how is this received?

• Are there any particular features of (ProtonMail/Tutanota) you really like?

• Can you easily email people who do not use (ProtonMail/Tutanota)?

– (if not) How much does this affect you on a daily or weekly basis?
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– Would adding this feature be a high priority for you?

• If you need to send sensitive information to someone who is not using (ProtonMail/Tutanota), what do you do?

– How often does that happen?

• Does it bother you when you have to send emails to non-protonmail users? (because gmail or other service providers still do
have access to it)

Ending

• How effective do you think your choice of shifting to secure email has been in protecting your privacy? Especially because
most of your friends do not use secure email?

• (if applicable) Don’t you think Google can still profile you and see your emails if you send email from ProtonMail to Gmail?

• What other steps do you take to protect your privacy (Other search engines, VPNs, etc?)

B. Participant Demographics

Table 1: Demographics of the interview participants
ID Age Country Gender Education Level Tech Background Using for Frequency of Usage
R1 35-44 United States Male G/PD Yes 5+ years Daily
R2 45-54 United States - G/PD Yes 5+ years Daily
R3 45-54 United States Male BA/BS Yes 5+ years Weekly
R4 45-54 United States Male BA/BS Yes 5+ years Weekly
R5 45-54 Australia Male G/PD Yes 5+ years Daily
R6 45-54 United States Female BA/BS No 5+ years Daily
R7 25-34 United States Male G/PD No 2-3 years Weekly
R8 25-34 United States Male BA/BS Yes 5+ years Monthly
P9 35-44 Canada Male G/PD No few months Daily
P10 25-34 Portugal Female G/PD No 1 year 1-2 times a year
P11 18-24 Poland Male HS No 2-3 years Monthly
P12 35-44 Mexico Non-Binary BA/BS Yes 5+ years Monthly
P13 25-34 Portugal Male BA/BS No 2-3 years 1-2 times a year
P14 25-34 Netherlands Male G/PD No* 1 year Weekly
P15 35-44 United Kingdom Female G/PD No 2-3 years Daily
P16 18-24 Spain Male Some college Yes 1 year Weekly
P17 25-34 Poland Male G/PD Yes few months 1-2 times a year
P18 25-34 Mexico Male BA/BS Yes 5+ years Monthly
P19 25-34 Switzerland Non-binary HS No 5+ years Daily
P20 25-34 Australia Male G/PD No 5+ years 1-2 times a year
P21 25-34 Greece Male G/PD No 5+ years Weekly
P22 25-34 Mexico Male BA/BS No 5+ years Weekly
P23 25-34 Japan Male BA/BS Yes 1 year Monthly
P24 18-24 Poland Male HS Yes 2-3 years 1-2 times a year
P25 18-24 Poland Male Some college No 1 year Daily

G/PD = Graduate/Professional Degree
BA/BS = Bachelor’s Degree
HS = High School

* P14 mentioned being interested in cybersecurity, but does not have a formal background in it.
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Abstract
User reporting is an essential component of content modera-
tion on many online platforms—in particular, on end-to-end
encrypted (E2EE) messaging platforms where platform oper-
ators cannot proactively inspect message contents. However,
users’ privacy concerns when considering reporting may im-
pede the effectiveness of this strategy in regulating online
harassment. In this paper, we conduct interviews with 16
users of E2EE platforms to understand users’ mental models
of how reporting works and their resultant privacy concerns
and considerations surrounding reporting. We find that users
expect platforms to store rich longitudinal reporting datasets,
recognizing both their promise for better abuse mitigation and
the privacy risk that platforms may exploit or fail to protect
them. We also find that users have preconceptions about the
respective capabilities and risks of moderators at the platform
versus community level—for instance, users trust platform
moderators more to not abuse their power but think commu-
nity moderators have more time to attend to reports. These
considerations, along with perceived effectiveness of report-
ing and how to provide sufficient evidence while maintaining
privacy, shape how users decide whether, to whom, and how
much to report. We conclude with design implications for a
more privacy-preserving reporting system on E2EE messag-
ing platforms.

1 Introduction

The emerging threats of online harassment and other offen-
sive behaviors pose significant challenges to online platforms.
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A 2021 Pew survey found that 41% of Americans reported
personally experiencing harassment and bullying online [41].
Despite the deployment of algorithms by online platforms
(e.g., Facebook [10], Reddit [17]) to detect abusive messages
proactively, user reporting remains a widely used strategy
across platforms to tackle online harassment [19]. After users
report abusive messages, human moderators review reports
and decide whether to sanction the reported user.

Compared to other online platforms, end-to-end encrypted
(E2EE) messaging platforms such as WhatsApp must rely
more heavily on user reporting to regulate online harass-
ment. As E2EE prevents third parties from accessing conver-
sations without users’ consent, platforms cannot deploy algo-
rithms to detect abusive messages proactively unless they use
client-side scanning, an approach that violates privacy guar-
antees [35] and creates new privacy risks for users [1]. Hence,
user reporting is considered the most privacy-preserving mod-
eration approach for E2EE platforms [35, 53].

However, while reporting can be used to safeguard a user’s
privacy in the face of abuse, it also carries privacy risks of its
own. On the one hand, reporting helps to protect users’ privacy
when abusers expose their sensitive information (e.g., intimate
photos or sexual orientation) to a broader audience [42, 58].
In such cases, reporting these abusive messages so that they
get removed can help prevent further dissemination of users’
personal information [61]. On the other hand, user report-
ing also poses new privacy risks—while reporting does not
violate E2EE privacy guarantees as it is user-initiated [35],
it may expose private information to platforms and moder-
ators. For instance, if users believe the context around the
reported message is shared with moderators, they may hes-
itate to report if sensitive personal information is exposed
within the context [4]. Such situations might arise more fre-
quently in the context of online harassment where the harasser
is known to the user, such as an ex-partner or family mem-
ber [15, 45]. Similarly, journalists might be concerned about
exposing metadata such as account and device information in
a report, which could disclose the identities of their sources
to E2EE platforms, even if this information is legitimately
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useful for making informed moderation decisions [43, 50].
In this paper, we seek to understand people’s privacy

concerns when considering reporting on end-to-end encrypted
(E2EE) messaging platforms. Inspired by prior research
that suggests people’s mental models of technologies
influence their privacy behaviors [21, 39], we start by
investigating people’s mental models of user reporting,
including their assumptions regarding data flows, or what
data is shared with E2EE platforms and moderators, and
how the data is stored and used by platforms. In partic-
ular, we are interested in the following two research questions.

RQ1 What are users’ mental models of reporting un-
wanted messages on E2EE messaging platforms?

RQ2 What privacy concerns and considerations do users
have when they make reporting decisions on E2EE
messaging platforms?

We conducted 16 semi-structured interviews with users of
E2EE platforms. To help users articulate their mental mod-
els of reporting, we provided participants with cards labeled
with stakeholders (e.g., platform moderators, community mod-
erators), data (e.g., reported message, account information),
and moderation actions (e.g., delete messages, ban account).
We then invited them to organize these cards on a digital
board to illustrate a reporting procedure while speaking aloud.
As users’ privacy considerations are often grounded in their
reporting decisions, we created a series of hypothetical sce-
narios involving abusive messages that also expose different
kinds of personal information (Fig. 2) and asked participants
to talk through their reporting decisions in these scenarios.

We find that participants assume platforms already col-
lect account and device information and that many platforms
also store longitudinal report history and some context for
reported messages. While participants believe that platforms
will use data from user reports to build more sophisticated
anti-harassment tools, they also worry that platforms may
misuse this data in ways that benefit the platform at the cost
of users’ privacy. We also observe that participants have as-
sumptions about the respective strengths and risks of platform
moderators versus community moderators. Platform moder-
ators are assumed to be more distant and professional, and
are thus more trusted with private information. Meanwhile,
community moderators are assumed to be more familiar and
therefore present greater privacy risks, even as they may also
have more context and more time to properly address reports.

Finally, we find participants make nuanced decisions about
whether, to whom, and how much to report based on trade-offs
between privacy risks and protections. When reporting, partic-
ipants want to share just enough information for moderators
to make informed decisions, though they are willing to share
more if the report is anonymized or they trust platforms. But
sometimes reporting is perceived as too much of a sacrifice
in terms of privacy for too little gain. Based on these findings,
we argue that a more privacy-preserving reporting system on

E2EE platforms should provide more granularity for users to
tailor their reports, enable more flexible interaction between
stakeholders to ensure informed procedures, and have more
transparency to cultivate users’ mental models of reporting.

2 Related Work

2.1 Combating online harassment and hate
with user reporting

Considerable research has established the pervasiveness of
online harassment and hate for users of social media, partic-
ularly those from marginalized communities [7, 41, 59]. A
Pew survey in 2017 found that 41% of Americans reported
personally experiencing varying degrees of harassment and
bullying online [41]. These abusive behaviors range from
trolling that intentionally provokes audiences with inflamma-
tory remarks [18] to “SWATing,” in which attackers falsely
report emergencies to send police to the target’s address [34].

User reporting is an essential defense against online ha-
rassment and hate [59]. In this work, we distinguish between
reporting to platform moderators versus to community mod-
erators. Here, communities refer to groups of multiple chat
rooms (e.g., a Matrix community [48] or a WhatsApp commu-
nity [63], or in the non-E2EE setting, a Slack workspace [57]
or a Discord server [24]). At the platform level, nearly all
platforms maintain reporting systems that enable users to
send unwanted messages to platform moderators, who are
employed to review user reports and make platform-wide
moderation decisions according to platform policies regard-
ing impermissible content [6, 54]. At the community level,
each community can establish ad-hoc ways to receive user
reports. For example, on Discord, users may report to com-
munity moderators via direct messages, dedicated channels,
or emails [25]. Community moderators are often community
members elected or appointed to make community-specific
moderation actions in accordance with community guidelines
about (un)favorable behaviors [12, 40]. Crawford and Gille-
spie argue that user reporting represents interactions between
users, platforms, algorithms, and broader political forces [19].
In our project, we delve deeper into these interactions by ex-
ploring users’ perceptions of how data flows from users to
communities, platforms, and moderators in reporting systems.

Different platforms have implemented different forms of
reporting procedures and data records. For instance, a recent
survey found that most online platforms utilize both account
information (e.g., email address, account username, and the
frequency of account actions) and device information (e.g.,
IP address) for content moderation [53]. In the crowdsourced
moderation system of League of Legends, moderators have
access to the entire chat log during the match but players’ han-
dles and social contacts are removed to protect privacy [12].
Similarly, on Reddit, the identity of the reporter is kept anony-
mous to community moderators but known to platform ad-
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mins [31]. In contrast, moderators on E2EE platforms have
more restricted access to chats. For example, the content of the
reported message is not disclosed to moderators on Signal and
Matrix [49]. On WhatsApp, reporting an account forwards
the last five messages from one’s conversation with them to
moderators [64], while this number is 30 for Facebook Mes-
senger [14]. However, reporting systems have overall been
criticized for being opaque [38]. It is unclear how much of the
public information about reporting systems is known to users
or what they imagine happens when they submit a report;
these questions form the starting point for our study.

While it may be more privacy-preserving to limit the
amount of information shared in a user report, additional con-
text can be important for moderators to determine a course
of action. Indeed, the user reporting system itself can be co-
opted to further abuse [47]. For instance, some platforms
hide content that has received many reports until a moderator
can review it, and moderators may also be convinced to take
content down if enough users have reported it – this can moti-
vate groups to silence others by mass reporting content they
dislike [65]. Bad-faith reporters can also try to distort infor-
mation in their reports. Finally, reports can be used to abuse
moderators or waste their time. For instance, community mod-
erators on Reddit receive anonymous reports, opening them to
harassment with little risk of sanction [31]. We grapple with
the trade-offs in preserving user privacy or allowing users to
customize what they share in a report in our Discussion 5.3.

2.2 User reporting on E2EE platforms
E2EE messaging platforms like WhatsApp, Signal, or iMes-
sage are popular among people for private communication.
Much like non-E2EE social platforms, online harassment is
also a problem on E2EE platforms. A 2022 survey by the
ADL found that 12% of adults and 15% of teens have ex-
perienced harassment on WhatsApp [16], one of the most
common E2EE messaging apps. E2EE platforms rely more
on user reporting to regulate online harassment. Despite the
increasing use of algorithms to proactively detect abusive
messages across non-E2EE platforms [10, 17, 32], the lack
of access to messages in E2EE conversations without users’
consent makes algorithmic detection impossible [9]. Thus,
user reporting in E2EE settings is considered a crucial mod-
eration approach to keep platforms alerted to abuse while
still preserving privacy and security [35, 53]. To enable user
reporting on E2EE platforms, cryptographic protocols such
as message franking [26, 27] allow platform moderators to
verify that the sender sent the reported message while also
providing deniability to entities other than moderators [60].

2.2.1 Privacy risks of user reporting on E2EE platforms

However, it turns out that 47% of people who have experi-
enced harassment do not bother to report it [16]. While prior
research indicates perceived ineffectiveness as one of the pri-

mary reasons why people fail to report abuse [38], in this
work, we highlight privacy as another important but often
neglected factor, especially for users on E2EE platforms who
are more invested in maintaining privacy [35, 53].

First, people may be reluctant to report due to private in-
formation revealed in the course of a conversation where the
harassment occurred. For instance, the context around the
reported message might include personally identifiable infor-
mation or political views that people are unwilling to disclose
to third parties [4, 5]. These situations arise more frequently
when a harasser is known to the recipient. A Pew survey found
that nearly half of Americans (46%) who have experienced
online harassment say they know the harasser, including ac-
quaintances (26%), family members (11%), and ex-romantic
partners (7%) [15]. Indeed, E2EE messaging platforms are
often used for conversations among people who know each
other and for sharing sensitive information.

In addition to privacy concerns around platform access to
private information that can get leaked, sold, or shared, users
may also need to consider the privacy risks of moderators as
attackers [59]. With privileged access to private information
in reports, moderators could carry out attacks like “doxxing”
where targets’ personal information (e.g., sexual identity and
intimate photos) is exposed to a broader audience [42, 56, 58],
or surveillance where targets’ devices or accounts are compro-
mised for monitoring purposes [29]. Luca et al. observed that
users on E2EE platforms are more worried about the leakage
of their sensitive information to people they know than to
unknown entities [21]. As users have more interactions with
community moderators than platform moderators, they may
have more privacy concerns about sharing information with
community moderators via reporting.

2.2.2 Mental models of user reporting

Prior work has suggested how users’ mental models of tech-
nologies may influence their privacy behaviors and con-
cerns [21, 39]. In this work, we also observe users struggling
to understand what data is shared and how it is stored and used
during the reporting process. This may be due to the degree to
which online platforms maintain opaque data policies about
their reporting systems [38]. In addition, users are shielded
from the decision-making process, with little insight into how
moderators use information shared to reach a decision, or
even whether they actually make a decision [19].

Further, a limited understanding of E2EE potentially com-
plicates users’ mental models of how reporting works on
E2EE platforms. Previous studies have shown that users lack
confidence and accuracy in their mental models of E2EE
platforms [2, 55]. For example, Abu-Salma et al. found that a
considerable number of users believe that landline phone calls
are not less secure than E2EE communications [3] and that
their E2EE communications are vulnerable to eavesdropping
by determined attackers [30, 52].
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Figure 1: Mock messaging interfaces annotated with cards to illustrate concepts and necessary background information.
The left board introduced to participants different parts of messages that might be shared with E2EE platforms, whereas the right
board lists important metadata that might help moderation, including account information (e.g., registration time, phone number,
email address), device information, and history of reporting and being reported.

3 Methods

3.1 Study design and procedures
To understand users’ mental models of reporting and their
privacy concerns about reporting on E2EE platforms, we con-
ducted semi-structured interviews with active users of E2EE
platforms. The final interview protocol was designed itera-
tively through four pilot interviews to ensure effective elicita-
tion of participants’ mental models and contextual concerns.
This study was reviewed by our IRB and deemed exempt.

We started the interviews by briefing participants with an
overview of the interview session and warning about the pos-
sibility of seeing harassment scenarios as part of the interview.
We emphasized to participants that they could opt out of ques-
tions or stop the interview whenever they wanted, and we
gained their explicit consent before we proceeded. We also
encouraged participants to think aloud throughout the process.
The interview consisted of two sections as described below.
The detailed interview protocol can be found in Appendix A.

Section I: Mental models of reporting. In the first section,
participants were invited to explain their mental models about
how reporting works on E2EE platforms. Inspired by prior
work that also investigated mental models [11, 36, 37], we
used an interactive card sorting method to better elicit users’
mental models. We created a mock messaging interface based
on WhatsApp (Fig. 1) annotated with cards to help users get
familiar with different components relevant to a reporting
system. We also created cards labeled with different concepts
(the full set of cards are shown in Appendix A, Fig. 4) on an
interactive digital board where users could move around cards
to explain their mental models. The digital board prompted
participants to reflect on their mental models regarding the fol-
lowing questions: which stakeholders have access to reports
(e.g., platform, platform moderators, community moderators,
hackers, etc.), which data is shared (e.g., the reported mes-
sage, last N messages before the reported message, history

of reporting, device information, etc.), and what moderation
action can be taken (e.g., delete accounts, ban accounts, and
delete messages). As participants’ perceptions of potential
stakeholders are also part of their mental models, we first
asked users to explain their understanding of E2EE platforms
and to name stakeholders before the card-sorting task.

Figure 2: Example of a hypothetical harassment scenario.
During the interview, participants were encouraged to select
information items that they relate to and are comfortable
discussing. Here we present a harassment scenario regarding
political views. Note abusive languages are masked by default
to protect participants from unnecessary harm.

Section II: Privacy considerations about reporting. As
not all of our participants have direct experience with online
harassment, we first asked them to consider a series of hypo-
thetical harassment scenarios (Fig. 2) and decide whether and
to whom they are going to report, as well as which informa-
tion they would like to share with moderators. We designed a
variety of harassment scenarios that each had a different type
of personal information exposed in the context (the full set
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ID Frequency of Reporting E2EE Computer Gender Race
Unwanted messages Experience Platforms Literacy

P1 Every few months N Telegram Very high Man Asian
P2 Every few weeks Y WhatsApp Medium Woman Asian
P3 About weekly Y WhatsApp, Messenger Low Man White
P4 Every few months Y Signal, WhatsApp High Man White
P5 Every few months Y WhatsApp, iMessage Medium Man Asian
P6 Almost never Y Signal, WhatsApp Very high - White
P7 Every few months N Messenger, iMessage Medium Man -
P8 Almost never Y Signal Very high Man White
P9 Every few months Y Signal, iMessage Very high Woman White
P10 Almost never N Signal Medium - -
P11 Almost never N Signal Very high Man White
P12 About weekly Y WhatsApp, iMessage Low Woman Asian
P13 Every few weeks Y WhatsApp, Signal High Woman Asian
P14 Almost never N Signal Very high Woman -
P15 Every few months Y iMessage High Man Asian
P16 Every few weeks Y Matrix Very high - -

Table 1: Participant Summary (N=16). A single dash means that the participant preferred not to reveal their demographic
information.

of scenarios are shown in Appendix A, Fig. 5) so that par-
ticipants with different experiences can pick scenarios they
could better relate to and that they were comfortable view-
ing [20]. Each scenario is structured around the user first
revealing some personal information in a message, followed
by an exchange where they receive abusive messages related
to that information. We selected different types of personal
information from perceived associated risks found by Milne
et al. [51]. We then drafted harassment scenarios for each type
by first drawing from datasets of hate speech [62] and con-
versation threads on Twitter. We further iteratively improved
our scenarios via feedback from members of our research lab
and pilot interviewees to make them sound more realistic. In
order to protect participants from unnecessary exposure to
traumatizing content, we masked the abusive texts in each
scenario with a high-level description and only unmasked
them if participants requested.

3.2 Recruitment and participants

We recruited 16 participants for semi-structured interviews
who are active users of E2EE group messaging platforms
and preferably have reported unwanted messages on these
platforms (See Table 1 for detailed demographics). We re-
cruited participants by sharing a recruiting message and a
screener survey on Twitter, Mastodon, university-affiliated
Slack communities, and privacy-related subreddits including
r/europrivacy, r/signal, r/whatsapp, and r/PrivacyGuides.

One challenge of recruitment was that some of our target
population are very privacy-aware. To ensure that privacy
concerns do not prevent potential participants from signing
up for our study, we highlighted our steps to preserve partici-

pant privacy in recruiting messages and surveys. For instance,
providing demographic information was optional. We only
collected participants’ email address and name in order to pro-
vide compensation, as required by our institution. Participants
were also allowed to choose their preferred medium for the in-
terview, including a video call with their camera turned off or
via messaging. To observe how participants move cards dur-
ing the interview, we asked participants to share their screens
during the video calls or move cards on Google slides during
synchronous interviews over chat.

From responses to our screener survey, we selected 16 par-
ticipants based on their self-described privacy concerns about
personal information. We purposefully did not restrict our
recruitment to only individuals who have experienced privacy-
related online harassment. Instead, we prioritized participants
with a diversity of privacy concerns, reporting experiences,
and degrees of computer literacy to capture the mental models
of a diverse set of people. As a result, we had only a few peo-
ple who had directly experienced reporting harassment: one
participant spoke of a friend who encountered non-consensual
imagery, and one participant spoke about receiving political
hate speech. We discuss the limitations of our participant
sample in Section 6.

We conducted 15 interviews via video calls, where most
participants turned their cameras off but had screen sharing
on, and 1 via messaging. The interviews lasted 68 minutes on
average, and participants were paid $20. We stopped recruit-
ment when we started hearing repetitive themes and observed
no significant new themes.
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3.3 Data analysis
We analyzed the interview data qualitatively, following the
reflexive thematic analysis approach [13] to understand partic-
ipants’ mental models of reporting and privacy considerations
about reporting. Reflexive thematic analysis has been widely
used in HCI research to understand users’ experience, views,
as well as factors that influence and shape particular phenom-
ena or processes [13]. During data collection, the first author
took detailed debrief notes after each interview documenting
emerging themes. The authors then collectively reviewed the
debrief notes and discussed themes in weekly group meetings.
Recordings were automatically transcribed into text. The first
author then open-coded the data on a line-by-line basis, and
the remaining authors reviewed the transcripts and added
codes. Over 350 codes were generated from the open-coding
process. The authors clustered the open codes into high-level
themes in a codebook and iteratively improved the codebook
through discussion. Some examples of codes are data access
of platforms, trust in community vs. platform moderators, and
whether I should report. Finally, the authors applied the codes
to the data to complete the thematic analysis.

4 Findings

We first discuss users’ mental models of reporting on E2EE
platforms regarding data from user reports. We find that par-
ticipants expect a limited view of the reported conversation,
account information, and device information are shared with
platforms (§ 4.1.1). Moreover, platform moderators (§ 4.1.2)
and community moderators (§ 4.1.3) are expected to only
have access to data that are important for reviewing reports.
We also find that participants have mixed expectations about
how securely the data from user reports might be stored (§ 4.2)
and used (§ 4.3) by E2EE platforms afterward.

Following this, we describe how users make careful report-
ing decisions to both protect themselves against the privacy
risks of online harassment and mitigate the privacy risks of
reporting. In particular, we discover that participants believe
that reporting may fail to protect their privacy against abusers
(§ 4.4.1). Participants also perceive that platform and commu-
nity moderators play different roles in protecting their privacy,
despite having more trust in platform moderators (§ 4.4.2).
Finally, we find that participants are less willing to share per-
sonally identifying information but are willing to share more
information if they believe reports are anonymized (§ 4.4.3).

4.1 Data Access of Stakeholders
4.1.1 Platform

Messages. Most participants believe that most E2EE messag-
ing platforms have access to the reported message and the
contextual messages around it, which they consider to be im-
portant for informed moderation decisions. As P3 described,

“the context helps moderators understand what we’ve been dis-
cussing and where the abuse was being perpetrated or where
it was taken place.” Compared to social media platforms in
general, E2EE platforms are believed to have more limited ac-
cess to the context of the reported message. As P11 expressed,

“E2EE platforms get access to that message and the context of
that message as well as whatever else they would have to do
on my account normally...the contextual might be less on an
encrypted message platform.”

However, some participants also expect E2EE platforms
with the most stringent privacy principles to have no access to
the context around the reported message or even the content
of the reported message. These participants are also more
privacy-conscious and opted to use these platforms after de-
liberation. P14 told us that “Signal can never see messages
unless you send them a screenshot or something. So my pref-
erence would be that they have as little access as possible.”
These participants attribute their expectation to the E2EE plat-
form’s reputation for privacy protection: “if somebody finds
out that this platform actually shares the last N messages or
this entire chat, this press would be too much of a negative
thing for the platform [P1].”

Account and conversation information. Nearly all partic-
ipants think that, when they report a message, the platform has
access to their account information (i.e., their phone number,
email address, registration time, and history of reporting and
being reported) and relevant conversation information (i.e.,
who you chatted with, when you chatted, how frequently you
chatted with them). But how much account information each
E2EE platform collects also varies. For example, P6 believes
that platforms with centralized servers can collect more con-
versation information when relaying messages between ends,
while platforms without centralized servers, such as Signal,
collect only a little. As P4 said, “typically they only know
when you last logged on and they typically don’t even know
who sent a message. Of course, they have to know who to
deliver the message to. But as I understand, [Signal] knows
almost nothing.”

Device information. Most participants expect that most
E2EE platforms collect as much device information as pos-
sible. P1 explained this more clearly: “[the platform] might
have access to something that don’t require extra permissions
[such as] battery, model of the phone, advertising, ID. I would
expect they would just collect it.”

Almost all participants are not concerned about sharing
their account, conversation, and device information (we re-
fer to these as metadata in the following analysis) with the
platform when reporting unwanted messages for the next two
reasons. First, users have low privacy expectations about these
kinds of information since most E2EE platforms do not ex-
plicitly guarantee the invisibility of metadata to third parties.
In fact, most participants believe that platforms have already
collected it before any user reporting. P13 expressed such
an idea, “I’m not worried about sharing [metadata] when I
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report, because I’ve anyway shared all of this information
with them by even using their application. So that information
is already with them.”

Second, while concerned about the sensitivity of metadata,
some participants acknowledge its importance for reviewing
user reports. For example, device information can be used
to identify whether the sender uses a fake phone, or is a bot.
As P6 expressed, “device information can be very useful and
very identifying. I would like for them not to have it at all
probably, but it can help to know if a person is using a fake
phone or is using an Android VM and Virtual Box, if it’s a bot
spamming misinformation messages.” Similarly, they believe
that account information, especially the history of reporting
and being reported, is important for reviewing their reports.
P5 said: “So they need account information to sort of build a
profile of that person to understand whether they constantly
put in fake requests or they constantly report people and that
sort of a thing.”

4.1.2 Platform moderators

Participants have a mixed understanding of the relationship
between platform moderators and the platform. Some partici-
pants consider these two stakeholders as one entity, thereby
believing that platform moderators have the same access as
the platform to the information. For example, P2 told us that

“I kind of bunch platform and platform moderators into one en-
tity. I kind of already assume that they have that information
because they work for the platform.”

In contrast, other participants think that platform modera-
tors have a lower level of access to data than the platform. We
observe uncertainties among these participants about which
subset of data is shared with platform moderators exactly. P5
described his uncertainty as follows, “To me, the platform
knows everything, but I don’t have a clear idea about where
platform moderators lie in that spectrum of the amount of in-
formation that they can access.” In the following, we discuss
information that participants believe platform moderators may
have less access to.

Account information. A considerable number of partici-
pants think that platform moderators only have access to non-
identifying account information, such as the registration time
and history of reporting and being reported, but no personal
identifiers like emails, phone numbers, or platform handles.
For personal identifiers, participants believe that moderators
will “see some kind of encrypted or hashed kind of version
of that number, so they can tell different accounts apart, but
they can’t kind of reverse engineer who it is [P1].”

The criteria that participants use to make this distinction
is whether they think this piece of account information is im-
portant for moderators to make moderation decisions. As P5
has summarized clearly, “The way I’m thinking about [which
information is shared] is what information do I need to make
a decision about a specific reported message or a group chat

or a person.” He then gave an example: the history of report-
ing and being reported can be used to identify false reporters
and frequent abusers, but “other account information isn’t as
revealing as these two pieces of information.” Even for the
history of reporting and being reported, several participants
expect that a platform that really cares about user privacy
would only provide platform moderators with some deriva-
tive of this history, such as “the output of a classification
algorithm acting on this information [P14].”

Device information. Similarly, some participants also ex-
pect that only anonymized device information is shared with
platform moderators, as evidenced by the words of P11, “I
wouldn’t think device information, at least nothing uniquely
identifiable, but maybe iPhone or Android or something like
that.” Further, several participants also believe that platform
moderators are only provided with some derivative of device
information because they are not able to interpret device in-
formation on their own. P6 believed that “The platform would
be able to [use device information to] track people across
different applications, but the moderators themselves would
not be able to use it to perform the tracking.”

4.1.3 Community moderators

With a hierarchical structure of reporting systems on mes-
saging platforms in mind, most participants believe that com-
munity moderators have access to less data than platform
moderators when reviewing user reports. For example, some
think that community moderators have access to a limited
set of account information, such as the registration time and
the location country. They may also only know the history of
reports in the scope of their community. P11 implicitly made
a distinction between the information community moderators
should have versus platform moderators during the interview:

“I’d be fine with a community moderator, for example, knowing
how old my account is or maybe what country I’m logged in
from, but not something like the email recovery address I use
or my IP address. Seems like more of a platform moderator
type of information.”

This distinction is due to participants’ perception that com-
munity moderators, as active participants in the community,
are more familiar with parties involved in the reported conver-
sation than platform moderators. As a result, the platform pro-
vides platform moderators with more information to make up
for their disadvantages, or equivalently, refrains from giving
community moderators unnecessary access to more informa-
tion. P5 explicitly talked about his perception of community
moderators: “The way I think of community moderators is like
a person within the community that’s also sending messages
and constantly an active participant in that community...They
have enough context to just look at the messages and make
a decision, rather than platform moderators who need more
technical information to kind of detect this kind of thing.”
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4.2 Data storage

Participants expect that the data from user reports will be
stored on the platform server for some time. How long the
data will be stored depends on local legal requirements, and
moderation requirements as moderators need data from pre-
vious user reports for future reference. P11 explained his
expectations in detail: “because sometimes the abuse may
not be enough to delete the account or ban it so I should be
able to act on that information at a later date. I would also
imagine for liability reasons they might be required to keep
stuff for a certain amount of time.”

Participants have mixed expectations about the protection
of data from user reports by E2EE platforms. Despite ac-
knowledging their limited understanding of technical details,
some participants trust E2EE platforms to securely store the
data at rest. P13 told us that “the trust I placed not fully based
on understanding technical details, but in trusting them to do
the security well.” Other participants, who are more knowl-
edgeable about secure practices, expressed concerns about the
platforms’ ability to protect the data from potential hacking.
For example, P9 was worried that, while the data from reports
may be encrypted in transit, it has to be decrypted for modera-
tors’ review and might not be encrypted at rest. Platforms may
also fail to enforce strict access controls. One participant also
expressed concerns that “even if they had the best intentions
and wanted to provide encryption, they might do it for text,
but not media, whether it’s video or images [P13].”

4.3 Data usage

In addition to the privacy risks resulting from insecure data
storage, participants also believe platforms will further use
data from user reports after the reporting procedure for the
following purposes. While users do not feel uncomfortable
about platforms’ developing anti-harassment tools or mining
usage patterns based on data from user reports, they are more
concerned about being profiled for advertising purposes.

Anti-harassment tooling. Some participants believe that
data from user reports will be used to improve anti-harassment
tools. Platforms can learn patterns of spurious links in re-
ported messages and block reported accounts that send similar
links more proactively. P13 expressed her hopes for this pur-
pose: “But it’s not a worry, it’s actually a hope that they would
use it towards understanding what issues users face better
and trying to make it a safer platform just on the whole.”

Data mining. Participants also envision that the platform
may use the data from user reports to analyze usage patterns
and inform its development priorities. For example, the plat-
form can tell which operating systems users are using from
device information and prioritize security measures on pop-
ular operating systems. The content of messages can reveal
cultural interaction patterns as suggested by P14, “there’s a
lot of tension between religious groups in India—you can link

to the language that they’re using, try to see if there’s an im-
balance that needs to be considered in how you develop your
platform strategy.” Since the data are analyzed in aggregate,
participants do not feel uncomfortable about data mining.

Legal investigation. More than half of the participants
believe that data from user reports might be relevant to the in-
vestigation of illegal acts (such as terrorism, intimate partner
violence, and child abuse) and therefore would be requested
by law enforcement agencies. For example, the device and
account information of the reported person may help law
enforcement agencies identify offenders, and the contextual
messages in the reported conversation may also be direct
evidence of illegal acts. P14 argued further that the history
of user reports could be used to undermine testimony by de-
scribing the following example: “let’s say a woman goes to
the police and says this guy is stalking me...[by] sending me
messages on this platform and waiting outside my house. [But
the police] find that you haven’t reported any of the messages,
suggesting you don’t really take it seriously.”

User profiling for targeted ads. Participants have oppos-
ing views about whether platforms generate user profiles for
ad targeting based on data from user reports. Some partici-
pants argue that it is technically and economically infeasible
for platforms for two reasons. First, they note that personal
information in reported conversations is less organized than
the phone number or email address, and therefore platforms
need to invest huge computational power, disproportional to
the benefits they receive from advertisements, to extract per-
sonal information. Participants also believe that it is not a
comprehensive way to profile users since “somebody has to
either have reported or been reported, and I don’t know what
percentage of the users are in that group [P10].”

Other participants believe that it is highly probable for plat-
forms to profile users using data from reports. Platforms can
build a granular social graph from conversation information,
associate users’ metadata with contact information, or even
infer their preferences or identities. As P14 suggested, “if I’m
reporting a bunch of homophobia, then the platform could
infer that I’m gay with a high probability from that data.”

Participants also respond with mixed feelings if they know
E2EE platforms profit off of generating user profiles from
their reports. People who have high privacy expectations
about E2EE platforms expressed great disappointment, as
P8 clearly stated, “The way I phrase it to people is your in-
formation is valuable, it’s financially worth something and
they’re encouraging you to give them this valuable thing for
free.” In contrast, participants who use E2EE platforms be-
cause of peer influence are more indifferent, as P5 explained,

“let’s say even if WhatsApp is using that information, I’m al-
ready being profiled on so many other platforms that adding
in this little thing wouldn’t affect my day-to-day life as much.”
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4.4 Privacy considerations about user report-
ing on E2EE platforms

4.4.1 Whether I should report?

We observed that participants compare the privacy risks of
reporting with the protection the report can provide to decide
whether they should report, as P4 summarized, “the question
is, is reporting this message or this person worth the sacrifice
of revealing whatever I’ve sent.” For instance, participants
tend to report abusive messages if they are in a group chat
but tend not to if in a direct message (DM). P2 explained her
reasoning in detail: “For a DM, I don’t have to risk myself
being identified [by moderators] because of the photo if I
don’t want to see the photo anymore...I can just delete it on
my end and I won’t have to see it. But if it’s a group chat, then
if I delete it on my end, other people can still see it and I don’t
want other people to still see it. That’s why I have to take the
risk to report them and have the photo deleted.”

Ineffectiveness. However, reporting is not always effective
in protecting users’ privacy, especially when abusers have
already had access to their personal information. For example,
when personal photos are used in abusive messages, taking
down the photos from the chat cannot prevent further dissem-
ination since abusers can take screenshots or download the
photos, and banning the abuser from chat may even motivate
them to share photos in more chats or on other platforms.
Similarly, when abusers weaponize people’s address or phone
number to make threats, participants chose not to report to
the platform because “[the most] the platform can do is to
probably remove the particular user from the account, but at
end of the day from the chats, [the abuser] could already note
down my home address [and] compromise my security [P3].”

Inefficiency. In addition to effectiveness, the efficiency
of moderation actions also influences people’s decisions to
report. When abusers send personal photos of victims in a
group chat, P11 explained his consideration to us: "it’s really
a question of time ... maybe there’s fewer extra people know
if I got the message deleted fast enough, but I would have to
assume that the community moderators would be very fast to
do that.”

4.4.2 To whom should I report?

Whether moderators can make an effective and efficient deci-
sion to protect users’ privacy greatly influences participants’
decisions about whom they should report to. Participants think
that the following three dimensions contribute to the variance
between the effectiveness and efficiency of platform modera-
tors and community moderators.

Moderation areas. More than half of the participants be-
lieve different groups of moderators are responsible for dif-
ferent kinds of user reports. Community moderators are more
familiar with community norms and therefore can better detect
disrespectful behaviors, while platform moderators are more

knowledgeable about platform policies and can better identify
reports of illegal behaviors. P1 explicitly talked about this
contrast: “My mental model of reporting to community mod-
erators is more of a personal issue like [complaints that] ‘I
don’t like what’s being posted’; my mental model of reporting
to platform moderators is more of an illegal stuff like posting
child pornography, which violates platform rules.”

Therefore, participants tend to report to moderators who
they believe can quickly identify the abusiveness of their
report and take swift action to protect their privacy. P7 ex-
plained his reasoning to us: “[Abusers] have the potential to
do doxxing type activities. So I would want some quick action
and it’s clearly against stated platform policies. So I would
want the platform to take quick action.”

Moderation actions. Most participants think that platform
moderators can delete messages or ban accounts from chat
and delete accounts from the platform, while community mod-
erators can do everything but delete accounts from the plat-
form. Hence, participants tend to report to platform modera-
tors if they expect only deleting the abuser’s account from the
platform can prevent further dissemination of their personal
information, as P3 described, “I believe [platform modera-
tors] are the ones that could solve this problem because I
don’t need any of these words to be removed and feel the
particular account should be deactivated and permanently
deleted from the platform.”

Time and resources. Several participants also believe
that community moderators have more time and resources
to review user reports than platform moderators. As a result,
participants may report to community moderators if they
expect more efficient moderation actions to protect their
privacy. P6 observed that “I’ll say there are way more
community moderators than platform moderators. And also
during the time of the night and weekend hours, they would
probably be able to moderate while platform moderators are
out of duty.”

On the other hand, participants are also concerned that plat-
form or community moderators might abuse the personal in-
formation in their reports, such as taking sides with the abuser,
leaking information, or doxxing the reporting person. How-
ever, a majority of participants have more trust in platform
moderators than community moderators to not be abusive or
privacy-violating for the following reasons.

Expertise. First, almost all participants perceive platform
moderators as more professional in reviewing user reports and
trained on how to protect users’ privacy. Therefore, platform
moderators are believed to recognize the sensitivity of per-
sonal information, adhere to codes of conduct about how to
access and share information, and refrain from making biased
decisions from their personal standpoints. In contrast, as P6
described, “community moderators are a person voted by the
public and probably not versed in privacy and could abuse
that information to track down people.”
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Accountability. Second, many participants think platform
moderators are more consistently accountable for potential
abuse than community moderators. Platform moderators are
supervised by the platform, thus there are more consequences
if they violate users’ trust; for example, “getting fired or los-
ing health insurance [P11].” In contrast, the accountability of
community moderators varies across communities. Commu-
nity moderators who are invested in communities care about
their reputation and “they would have more to lose by losing
their reputation and their ability to use the platform [P9],”
while community moderators in a workplace might only be
loyal to “human resources or the management rather than
the users and the community itself [P9].”

Personal connections. Moreover, participants also believe
that community moderators are more likely to have personal
connections with the reporting or the reported person and
have motivations to misuse personal information in the re-
ports. P6 gave an example: “if [community moderators] don’t
like someone in the chatroom, might do harm with the infor-
mation with the advantage they possess over some people.” In
comparison, platform moderators are perceived to be distant
and unlikely to take a personal grudge against users.

Time and resources. While having more moderation time
and resources can be a motivator for people to report to com-
munity moderators, participants also believe that it increases
the chances that community moderators might notice the per-
sonal information in users’ reports and take advantage of it.
P4 clearly expressed his concerns: “I’m assuming that the
scope [of community moderators] is smaller and they’re re-
sponsible for moderating fewer people. My concern would be
that they have more time to be worried about me, or they have
more time to actually think about this one report.”

4.4.3 Which information should I share?

As we have discussed in § 4.1.1, participants are more con-
cerned about disclosing to moderators the content of their
conversations than their account and device information when
reporting unwanted messages. In the following, we describe
how participants carefully decide which information in their
conversation they want to share with moderators to both pro-
vide evidence against abusers and protect their own privacy.

Towards making an informed moderation decision. Par-
ticipants are willing to share information that they believe is
important for an informed and fair moderation decision. More
than half of the participants chose to share the context around
the reported message with moderators to both underline the
abusiveness of the reported person and to show their own inno-
cence. For example, P13 suggested that abusive messages can
be contextual: “Sometimes the hate speech can be sarcasm
and mockery. It can seem unoffensive when out of context, but
with the context, it might make more sense,” whereas P4 tried
to show his civility: “The other person in this chat is definitely
being abusive. But my concern is that if I don’t share my own

messages, then from the perspective of moderators, I could
have also said something horrible.”

However, participants tend to share less information and
select less sensitive information as long as they believe what
they are sharing is enough for an informed and fair moder-
ation decision. For instance, several participants choose not
to share the context around the reported message because
they believe the reported messages are abusive on the surface
and “the other context might not really help in this position
[P3].” When receiving abusive messages repeatedly, partici-
pants choose to only report the abusive messages that do not
include their personal information. P2 decided not to report
the abusive photo of her: “Because the whole point of getting
this person reported is to have the messages deleted and then
banned. And based on the first two [abusive messages without
photos], I think it’s pretty obvious some action will be taken.”

Less willing to share identifying information. In general,
participants feel less comfortable sharing with moderators
messages containing personally identifying information (e.g.,
phone number, email address, workplace) than those contain-
ing information about personal preferences. P4 compared
these two kinds of information as follows: “I think a plat-
form moderator is probably not interested in my personal
life. But if I’m revealing where I live, contact information, or
my workplace, that would concern me more.” This is because
participants believe identifying information, once put together
with information about personal preferences, opens the way
for greater abuse, as P10 explained, “if I make a comment
about my political views and it’s not attached to any iden-
tifier, then you can’t trace it back to me and I’m not really
concerned about that.”

As a result, if participants are certain that their reports are
anonymized to platform moderators, they are willing to share
more contextual information due to the belief that moderators
can not easily associate their personal preferences with their
identity. For example, in cases when platform moderators
only have access to anonymized reports, P2 told us: “I’m
comfortable sharing the entire chat. But if they have access to
my email, to my phone number, to linked social media, then I
wouldn’t be comfortable sharing all of it.”

On the other hand, participants are less willing to share
information about personal preferences (e.g., medical history,
personal photos, political views) with community moderators.
In their mental models, participants perceive platform modera-
tors as “in a far, far away location and removed from the appli-
cations infrastructure [P13]” but community moderators as
someone they might run into in their personal life. Therefore,
disclosing personal preferences to community moderators not
only introduces the risk of abuse but also feels to participants
more awkward and confrontational. When receiving abusive
messages with his intimate photos, P11 clearly expressed his
concerns about context collapse: “The concern is that when
people see the photos you change their impression in some
way. [So] I would prefer platform moderators than who I
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have some relationship with, even if it’s in a vague sense that
they moderate the community...I’d rather it not be someone
who has any ties to me at all.”

5 Discussion

5.1 Trust in the reporting system
In participants’ mental models of how reporting works, we ob-
served their uncertainties and privacy concerns, finding that a
considerable number of participants feel uncertain about how
E2EE platforms will protect data from reports at rest against
malicious parties or whether platforms will appropriate data
for their unwarranted use. In the end, participants often find
themselves having to trust these E2EE platforms to act in
users’ best interest. As P6 summarized concisely, “No, there
is absolutely no guarantee [E2EE platforms] can’t get the
information. Otherwise, you would compile your own server
and own client which nobody would do. So no guarantee, only
trusting what the company says and its reputation.” From the
interview, we identified three primary factors that influence
people’s trust in E2EE messaging platforms.
• Open source: First, participants have more trust in open-

source messaging platforms whose source codes and en-
cryption protocols are open to external audit and review.
Being open-source also means easy replication and replace-
ability of the original platform, rendering the platform less
likely to violate users’ trust.

• Business model: Second, people have more trust in plat-
forms powered by donation and partnership than those pow-
ered by advertising and marketing because they believe the
latter are more motivated to collect users’ data and then
generate user profiles [30].

• Historical behavior: Finally, historical behavior is another
factor that influences people’s trust in E2EE platforms [8,
28]. Participants keep an eye on E2EE platforms’ behaviors
to observe “a point where they turn and they start acting
against their users’ interests [P8].” More privacy-conscious
participants further extend their observations to developers
and leaders of E2EE platforms.

Prior research has suggested users’ trust in certain technolo-
gies may determine whether they can fully utilize the privacy
and security advantages these technologies offer [28, 39, 52].
Here we also found that users’ trust in E2EE platforms and
moderators significantly influences their reporting decisions.
For instance, users make assessments of potential privacy
risks of disclosing sensitive information to platforms based
on their trust in platforms, which then factor into their deci-
sion about whether they should report. We have also observed
users’ varying levels of trust in platform moderators and com-
munity moderators determine to whom they would prefer
to report and how much information they would share with
them. Some participants may even leave a community if they
think moderators are untrustworthy. These findings highlight

trust as another important factor in designing a more privacy-
preserving reporting system. Prior research has underscored
people’s mental models of privacy-preserving technologies
in shaping their use of these technologies [3]. However, even
if users have a functional mental model of reporting, users
may still feel vulnerable because they do not trust the plat-
forms and moderators that operate in this system. Future work
should investigate how to increase users’ trust in platforms
and moderators through design.

5.2 Privacy calculus in user reporting
Some of our findings can be analyzed within the broader
framework of privacy calculus, a cost-benefit trade-off analy-
sis that accounts for inhibitors and drivers that simultaneously
influence the decision on whether to disclose information or
not [22, 23, 44]. For instance, our research revealed that in-
dividuals’ decisions about whether they should report are a
result of weighing the privacy risks of reporting (e.g., sharing
sensitive information with platforms) against its privacy bene-
fits (e.g., reducing further exposure of sensitive information to
more people). Additionally, people make nuanced decisions
about whom to report and which information to share in order
to minimize the privacy risks of reporting. Similar to prior
research in the context of e-commerce transactions, we also
observed the impact of trust in platforms on users’ evalua-
tion of benefits and risks [22]. Future work should further
explore other factors, such as individuals’ propensity to trust
and their control over shared information, within the context
of reporting.

5.3 Design implications for user reporting on
E2EE platforms

Echoing prior research that advocates for providers to focus on
users’ needs and experiences when building out their abuse-
reporting functionality [35, 53], we further articulate three
design implications for user reporting in E2EE platforms and
provide a mockup of some of our proposals in Fig. 3.

5.3.1 More granularity when compiling reports

Frustrated at their exclusion from the reporting process, nearly
all participants desired greater agency when compiling their
reports to “control the contexts in which their information
flows” [46]. First, given the contextual nature of online ha-
rassment, participants should be empowered to select which
messages to be included in a report. Users could select indi-
vidual messages in order to exclude messages with sensitive
information from a report, or include messages that are im-
portant for moderation but outside of the immediate context.
We also envision the possibility of obfuscating sensitive in-
formation in individual messages. For example, victims of
non-consensual intimate imagery might desire to mask their
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(a) A more granular reporting interface

(b) An interface to learn more and interact with moderators

Figure 3: Design implications. (a) When users choose to
report a message, they can select the messages to be included
in the report and to whom the report goes. (b) Users can learn
more about reporting decisions for individual reports and
reporting systems in general, and interact with moderators.

intimate photos but still prove to moderators the existence of
these photos. Back-and-forth interactions between users and
moderators might also be desirable in order to enable progres-
sive self-disclosure, allowing users and moderators to reach
the right balance between sharing too much and too little. For
instance, users could withhold sensitive information on the
first try but add additional specific context upon moderators’
request.

Second, users will also benefit from the ability to choose
to whom to report, as reporting to different types of moder-
ators has different privacy implications for them. In reality,
although users have the choice to report to platform modera-
tors or community moderators, reporting to the latter typically
relies on ad hoc approaches such as emails, dedicated chan-
nels, or direct messages [25]. Platforms should implement
more structured reporting systems to support reporting to
community moderators. There is also the possibility that com-
munity moderators are malicious or just negligent, and in such
cases, the ability to escalate reports to platform moderators
after attempting to report to community moderators could
help hold community moderators accountable.

However, potential abusers are likely to exploit some of
these features to conduct falsified abuse reports [47]. For ex-
ample, they may carefully skip the context so that an innocu-
ous joke looks like harassment. While participants consider

this possibility as an inevitable sacrifice for more user agency,
future work should explore how to uncover falsified abuse
reports without compromising users’ agency.

5.3.2 More interaction between stakeholders

While a report may involve many stakeholders, including
community members, the reporting and reported person, and
moderators, existing reporting systems only allow a single,
one-way interaction between the reporting person and moder-
ators. Future reporting systems should enable more flexible in-
teractions between stakeholders in reporting procedures. For
example, the different roles played by platform and commu-
nity moderators highlight an opportunity for them to interact
and collaborate: community moderators can request informa-
tion such as metadata or cross-community reporting history
from platform moderators, who could request information
about the context of a report from community moderators in
turn. Another idea is to enable the reported person to provide
competing evidence and show that the report filed against
them is misleading. Finally, other community members might
be asked to corroborate a report, especially in cases where vic-
tims of abusive behaviors are too overwhelmed to report all of
them [45] or an abusive message is sent in a group chat. These
interactions could be one way to gather more information to
uncover falsified abuse reports mentioned previously.

However, there are also various risks raised by these inter-
actions, and we emphasize various stakeholders should only
be invited after gaining explicit consent from the reporting
person [33]. For instance, the reporting person may not want
to have their report shared with platform/community moder-
ators for privacy reasons. Besides, if the reported person is
made aware of the report and infers the reporting person, they
may choose to retaliate against them. In addition, involving
malicious community members in corroborating a report may
lead to the report being sabotaged. Therefore, we propose that
the reporting person should have the ultimate say in weighing
the benefits versus risks and be able to decide whether to
invite other stakeholders into the reporting procedure.

5.3.3 Help develop proper mental models

Our findings indicate that users develop their mental models
of reporting and then act accordingly. They may refrain from
reporting abusive messages with their sensitive information if
they do not believe reports are anonymized to moderators, or
from reporting at all if they believe platforms appropriate data
from reports for purposes such as advertising. A correct men-
tal model of reporting is also essential if users are provided
more agency to make granular reporting decisions, as users
may have difficulty understanding the privacy implications of
their choices.

These findings underscore the need to help users develop
properly functional mental models. First, platforms should be
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more transparent about their data policies and procedures of
reporting systems. Privacy-conscious participants are eager
to know what data is shared by default with the platform
versus moderators, and how data is stored and used over time.
More disclosure about the workflows of moderation teams
and moderation statistics (e.g., how many reports are denied,
how frequently each kind of moderation action is made) is
also crucial for users to develop trust and confidence in the
reporting system. Given users already struggle to understand
E2EE itself [2, 55], E2EE platforms should provide more
tutorials about their reporting systems and use less technical
language.

6 Limitations and Future Work

To highlight privacy considerations, we narrowed our focus to
reporting systems on E2EE platforms instead of online plat-
forms. While future work is needed to determine how these
findings generalize to non-E2EE settings, we expect some of
our findings to be generalizable. For instance, we saw that
participants’ decisions about whether to report and to whom
to report were not always motivated by their understanding of
how E2EE works. This is partly because several participants
who use platforms like WhatsApp and Messenger are primar-
ily using them due to peer influence; indeed, some of them
had a limited understanding of E2EE [4, 21].

There are also limitations regarding our methods. Due to
our recruiting method, while we had a few participants with
experience with online harassment, most participants only
experienced spam on E2EE platforms. While prior research
has suggested that privacy-related online harassment is in-
creasingly pervasive [15,59], future work should also conduct
a more comprehensive survey to understand the landscape
of online harassment on E2EE platforms. While we created
hypothetical harassment scenarios to help participants put
themselves in the shoes of the reporting person, their report-
ing decisions may still deviate from people who have person-
ally experienced harassment. Future study on new reporting
designs should involve more insights and feedback from peo-
ple who have experienced privacy-related harassment. Given
our qualitative approach and purposive sampling, a smaller
sample size of 16 is suitable—however, it also means that the
mental models we collected from participants do not cover
all E2EE platforms and communities, which may vary greatly
in terms of their technical affordances and governance mod-
els. Future work may provide a more comprehensive analysis
via a larger quantitative study. Moreover, we cannot rule out
the possibility that participants’ privacy considerations were
implicitly biased by their preconceptions due to our use of a
mock interface based on WhatsApp.

Due to the scope of our research, we leave the following
research questions for future work. First, while we anecdo-
tally observed that our participants who have experienced
reporting harassment could better relate to situations and ad-

vocated for greater user agency during interviews, we lacked
enough data to compare them with participants without re-
porting experience to understand how they influenced the
study results. Furthermore, our focus in this research was on
examining how individuals’ perceived differences between
platform and community moderators influence their trust in
them. However, given the diverse nature of community set-
tings, future research should investigate the impact of various
characteristics of communities on people’s trust in modera-
tors. Finally, as our study focused on gathering insights from
community members, we omitted the perspective of com-
munity/platform moderators who must decide what action
to take based on reports they receive. Due to limited access
to platform moderators and opaque internal report handling
processes at companies, we intend to address this challenge
by interviewing volunteer moderators and server admins on
community-operated platforms such as Matrix, Reddit, or
Mastodon instead.

7 Conclusions

Prior research has advocated for user reporting as the mod-
eration approach that most preserves the privacy guarantees
of E2EE platforms. However, if users still have privacy con-
cerns or even unfounded misgivings about reporting, user
reporting loses its effectiveness in addressing online harass-
ment. Through semi-structured interviews with E2EE users,
we uncovered users’ mental models and privacy concerns and
considerations regarding reporting on E2EE messaging plat-
forms. We indeed find that users have privacy concerns about
reporting that sometimes lead them to refrain from reporting.
Participants also have differing mental models and frequently
expressed uncertainty in our interviews about aspects of how
reporting works—details that are difficult for the public to
validate given the lack of platform transparency. Instead, they
often need to rely on their trust in platforms to weigh pri-
vacy risks and protections of reporting. Given our findings
around the contextual nature of people’s privacy concerns, we
argue that in order for reporting systems to truly be effective,
they need to provide users with a greater ability to navigate
trade-offs when it comes to privacy risks.
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A Appendix

A.1 Interview Protocol
Thank you for taking the time to participate in our interview
today. We appreciate your help with this research study. The
interview will be about an hour. During the interview, we
will ask you about your experience with and thoughts about
reporting on encrypted messaging platforms. We will also
show you several hypothetical scenarios and ask about your
opinions about reporting and related privacy concerns. Please
feel free to skip questions or pause the interview if at any
point you feel uncomfortable answering the questions.

Background: understand the use of E2EE platforms
• Why did you start using E2EE messaging platforms? To

what extent was privacy protection your motivation for us-
ing E2EE platforms?

• Who do you usually chat with on each of these encrypted
platforms you use?

• Who do you think can have access to your messages on
E2EE platforms?

• Have you ever tried to report an account, a message, or
a conversation before on these platforms? Do you feel
comfortable explaining the context of your reporting? Feel
free to skip this question.

• Have you ever received or witnessed unwanted messages
such as bullying, hate speech, and harassment before on
these platforms? Do you feel comfortable describing your
experience? Feel free to skip this question.

Figure 4: Interactive digital board that allow users to ex-
plain their mental models of reporting on E2EE. Partici-
pants are encouraged to drag labeled cards to indicate their
mental models.

Section I: eliciting mental models. For reporting to platform
moderators and to community moderators, ask the following
questions respectively. During the interview, ask participants
to draw the information flow of reports and help them refine
the flow by the following interview questions.

Figure 5: Harassment scenario options. During the inter-
view, participants were encouraged to select the items that
they relate to and are comfortable discussing from this board
listing all the possible options in a hypothetical harassment
scenario. Abusive language is masked by default to protect
participants from unnecessary harm.

• Who do you think can have access to your reports?
• Which information do you think is shared with moderators

when you make a report?
• What actions do you think moderators can take for your

reports?
• Are you worried about these data will be shared with each

stakeholder here?
• Do you imagine that these shared data will still be used

elsewhere after report decisions are made?
• Have you noticed or experienced falsified abuse reports?

Section II: ask privacy concerns about reporting. First, ask
participants to choose the category that they share frequently
and consider sensitive but also feel comfortable talking about.
In each selected scenario, ask the following questions with
the introduction: Imagine you are using an E2EE group mes-
saging platform like WhatsApp or Signal. You received a few
abusive messages from another chat member.

• Will you choose to report these messages or not?
• Who are you going to report to, community moderators or

platform moderators?
• What actions do you think moderators can take for your

reports?
• If you are allowed to choose which part of messages is filed

in a report, what messages would you like to choose for a
report?

• If you are allowed to choose which part of metadata is filed
in a report, which metadata information about you and the
reported person do you would like to choose for a report?
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A.2 Hypothetical Harassment Scenarios
Content Warning: The following scenarios contain hate
speech and offensive language.

Political views
A: Many of the families who are being separated at the border
and who are being kept in poor conditions did try to cross
legally, through legal ports of entry seeking asylum.
B: They are their own country’s problems. Not the problems
of the United States. They are fucking invaders. [description:
B expressed hate speech about illegal immigrants]
A: Calm down, you aren’t even trying to be civil.
B: Then deport you big trash and your friends to Mexico.
If you want to help the immigration problem, start there!
Problem solved for all, you pussy liberals [description: B
expressed hate speech about people’s empathy towards illegal
immigrants]

Sexual preference
A: Hey everyone, I just want to share that I am a woman and
go by Samantha and use she/her pronouns.
B: Ugh, that’s fucking disgusting, you are a boy, you have a
penis, and you are Robert. you cannot just change your name
and gender. [description: B: Insults to you about your being
transgender]
A: I had hoped that you’d be more supportive.
B: This is so sad and pathetic, you are such a loser and a
sissy, you are dead to me. And I will tell everyone about
this. [description: B expressed insults to you about your being
transgender and threatens to tell everyone]

Religious belief
A: As a Muslim girl, am I welcome here?!
B: No, you are not! We did NOT invite Muslims, Africans,
and all sorts here! Fuck that Muslim piece of shit. [description:
B expressed hate speech towards Muslim people]
A: I don’t believe in violence and we should treat each other
with love.
B: As Muslims, go back to your Muslim hell hole countries,
you ungrateful B****! [description: B expressed insults to
you about your being Muslims]

Personal photos
A: Just getting some cake from the Cafe down the street. (a
photo of yourself holding a cake)
B: You are so fat, why do you eat so much? [description: B
expressed insults to you about your body]
A: Excuse me?
B: I am going to re-share this edited photo to Facebook (a
photo of A holding a cake; now with the caption “fat cat, fatty

cat”) [description: B expressed insults to you about your body
and shared an edited but now abusive photo of you holding
the cake]

Phone number
(Context: A shared their phone number with B when they
were on a company vacation together, the internet was spotty,
and they needed to use SMS to communicate.)

A: I am planning on visiting my family in Turkey during this
holiday, and may be unavailable for the next few days.
B: Ugh, I didn’t know that you were an immigrant. Immi-
grants are smelly, shitty, and taking over our jobs. [description:
B expressed hate speech towards immigrants]
A: Wait, what?
B: Get back to your country. I am going to sign up for Tinder
with your phone number +1 2045661223 and swipe right
on every guy. [description: B expressed hate speech towards
immigrants and threats to overwhelm you with spam and
stalkers using your phone number]

Email address
(Context: A shared their work email address with B for an
office meeting.)

A: I am planning on visiting my family in Turkey during this
holiday, and may be unavailable for the next few days.
B: Ugh, I didn’t know that you were an immigrant. Immi-
grants are smelly, shitty, and taking over our jobs. [description:
B expressed hate speech towards immigrants]
A: Wait, what?
B: Get back to your country. I am going to sign up
for gay twink porn with your work email address al-
ice@bigcompany.co [description: B expressed hate speech
towards immigrants and threats to overwhelm you with spam
and stalkers using your email address]

Home address
(Context: A shared their home address with B for the office
secret Santa list.)

A: I am planning on visiting my family in Turkey during this
holiday, and may be unavailable for the next few days.
B: Ugh, I didn’t know that you were an immigrant. Immi-
grants are smelly, shitty, and taking over our jobs. [description:
B expressed hate speech towards immigrants]
A: Wait, what?
B: Get back to your country. I know that your address is 4200
11th Ave NE, XXX. I am going to call the police to your
address to forcefully kick you out. [description: B expressed
hate speech towards immigrants and threats to overwhelm
you with false police calls using your home address]
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Abstract

Smartphones have become an essential part of our modern
society. Their popularity and ever-increasing relevance in our
daily lives make these devices an integral part of our comput-
ing ecosystem. Yet, we know little about smartphone users
and their security behaviors. In this paper, we report our de-
velopment and testing of a new 14-item Smartphone Security
Behavioral Scale (SSBS) which provides a measurement of
users’ smartphone security behavior considering both tech-
nical and social strategies. For example, a technical strategy
would be resetting the advertising ID while a social strategy
would be downloading mobile applications only from an offi-
cial source.The initial analysis of two-component behavioral
model, based on technical versus social protection strategies,
demonstrates high reliability and good fit for the social com-
ponent of the behavioral scale. The technical component of
the scale, which has theoretical significance, shows a marginal
fit and could benefit from further improvement. This newly de-
veloped measure of smartphone security behavior is inspired
by the theory of planned behavior and draws inspiration from
a well-known scale of cybersecurity behavioral intention, the
Security Behavior Intention Scale (SeBIS). The psychomet-
rics of SSBS were established by surveying 1011 participants.
We believe SSBS measures can enhance the understanding
of human security behavior for both security researchers and
HCI designers.
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copies of all or part of this work for personal or classroom use is granted
without fee.
USENIX Symposium on Usable Privacy and Security (SOUPS) 2023.
August 6–8, 2023, ANAHEIM, CA., USA.

1 Introduction

Smartphones have become an essential part of modern so-
ciety. In 2021, about 85% of the adults in the U.S. owned
smartphones, up from just 35% in 2011 [8]. Internationally,
the number of global smartphones users is estimated at 6.8
billion, marking an 86.5% increase from 2016 [50]. Smart-
phones are now involved in almost any daily activity watched
videos, and 45% did online shopping [16]. As smartphones
have become a hub for storing and accessing personal sensi-
tive information [35], an increasing number and a diverse set
of malicious parties have sought to exploit security vulnera-
bilities of smartphones and their users.

Mobile operating system developers have consequently
been dedicated to equipping their systems with numerous
counter measures (e.g., discretionary and mandatory access
control, trusted computing etc.). However, the security of
such systems still heavily relies on the behavior and decision-
making of users. For instance, Android and iOS feature a
permission model to enable users to decide if they want to
grant mobile applications access to sensitive system resources
and information. Some repackaged malware apps aim to trick
users by mimicking the look-and-feel of popular legitimate
apps with subtle differences in their title or logo to attract
users to download, trust, and grant them permissions [66].
Other attacks target the intricate configuration properties of
smartphones: attackers can exploit the vulnerabilities in the
permission models to elevate their privileges and obtain unau-
thorized access to sensitive user data [40, 60, 65]; attackers
can extract users’ passwords when they access sensitive web
domains (e.g. their bank account) from their smartphones
on a public network [39]. Users who have never reset their
advertising ID, can be subjected to fine-grained profiling by
advertising libraries [57] [63]; users who are not attentive
to the information provided by websites or applications can
become the victims of phishing attacks [5, 26, 45, 61]. Since
users play a such critical role in smartphone security, a better
understanding of their behavior is crucial to help drive the
design of better security mechanisms in mobile apps as well
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as in mobile operating systems.
When it comes to user behavior on smartphones, previ-

ous studies have investigated users’ perceptions, attitudes,
and behavior toward smartphone security. They have found
that users tend to ignore warnings [6, 23, 36], have miscon-
ceptions about the operation of smartphone security fea-
tures [27, 36, 46, 56], and show minimal attempts to protect
their smartphones [15, 46]. Users’ careless behavior on smart-
phones can particularly result from their misunderstanding of
the capabilities of these devices. Most smartphone users view
their smartphone as just a mobile device for entertainment and
communication; they are not aware it is in fact a hand-held
computer vulnerable to a wide range of cyber-attacks [38] .
Users are highly likely to thus address security differently on
smartphones than on other devices such as laptops or PCs. In
this paper, we explore a system that can can measure users’
smartphone security behavior in a systematic way across con-
texts.

Prior studies tried to operationalize security-related con-
cepts in different ways. Some studies adopted field obser-
vation while others employed a self-reported approach [15,
22, 34, 59]. Since field observations usually require more
resources and have limitations in assessing all aspects of
security behavior, most studies utilized self-reported measure-
ments. In terms of self-reported measurements, we found
many studies developed their own measurements based on
computer security or adopted those from smartphone mea-
surements in other contexts. Therefore, based on the current
literature, there is a need for a measurement system for secu-
rity behavior that is standardized and specific to smartphones.

In order to fill this research gap, we made the first step
towards providing a model for measuring human smartphone
security behavior. We grounded it on the theory of reasoned
action (TRA [24]) and the related theory of planned behavior
(TPB) [1]. TRA is a well-established framework for concep-
tualizing and explaining human behavior with widespread
applications. It posits that behavior intentions (BI) are imme-
diate antecedents to behavior. Other established self-reported
measures have accordingly been constructed to attempt to
measure behavior, including relevant scales developed for
computer security behavior intentions [20] and attitudes [22].

Similarly, we focused on developing a necessary measure-
ment tool for recording smartphone-specific security behavior
intentions. In particular, we developed a model and conducted
an analysis to support a standardized scale for measuring
users’ smartphone security behavior intentions (BIs) to follow
expert recommendations, based on a systematic psychometric
approach [47]. We present a study with two phases evaluated
on a total of 1011 participants. In our phase-1 study wherein
we examined if the model of general computer security BIs
could be applied to smartphone security BIs. We adopted four
dimensions from a well-established measurement, the Secu-
rity Behavior Intention Scale (SeBIS) developed by Egelman
and Peer [20] and examined the fitness of these dimensions on

users’ smartphone security behavior by factor analysis. Our
findings indicate smartphone security BIs entail new dimen-
sions that are different from the model of general computer
security BIs. Therefore, in our phase-2 study, we created a
new scale measurement for smartphone security using a sys-
tematic scale development procedure. We operationalized
expert-provided guidelines for securing mobile devices by
aiming to capture users’ intention to comply with such guide-
lines in a measurement. To assess if our new measurement
reliably captures such intentions that represent smartphone
security behavioral constructs we are interested in, we evalu-
ated its dimensionality, scale reliability, and construct validity.
Our results show that the new scale exhibits satisfactory psy-
chometric properties: the full scale and both of its subscales
have high internal consistency, all items map uniquely on one
single component, and no correlation exists between the sub-
scales. Lastly, convergent validity is also established between
the new scale and SeBIS.

Our contributions are summarized as follows:
•We found that new dimensions are important when measur-
ing smartphone security behavior. These are different from
the general security behavior model.
•We introduce a new standardized scale tailored for smart-
phone security behavior intentions (SSBS) which is based on
two factors (i.e., technical versus social) and showed good
psychometric properties with high internal consistency.

The rest of the paper is organized as follows: in related
work, we reviewed the literature that are most related to our
study and proposed research questions based on research gap
(Section 2). We then illustrated our psychometric approach
and methodology (Section 3) and described the design and
results of phase-1 (Section 4) and phase 2 (Section 5) studies
respectively. Lastly, in Section 6 we discuss limitations and
future work and conclude the paper in Section 7.

2 Background and Related Work

Theory Background. Researchers at the intersection of com-
puter security and social sciences have grounded their analysis
(e.g. the Technology Acceptance Model – TAM [17, 18]) on
end-users’ usage of technology based on psychological frame-
works such as the theory of reasoned action (TRA [24]) and
the related theory of planned behavior (TPB) [1, 42]. These
posit that behavior is immediately preceded by a behavior
intention (BI). In turn, behavior intention is a function of
behavioral and normative beliefs, and the behavioral beliefs
are determined by an individual’s attitude toward perform-
ing the behavior. Understanding users’ attitudes and inten-
tions is fundamentally conducive to plausible interpretations
of end-users’ behavior and factors that might affect them.
Researchers have only recently tried to operationalize such
concepts in computer security. In particular, Faklaris et al.
developed a new self-report measure (SA-6) for quantify-
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ing end-user security attitudes [22], while Egelman et al. de-
veloped a 16-item self-report Security Behavior Intentions
Scale (SeBIS) that they evaluated for both internal [20] and
external validity [19]. However, these measures target gen-
eral computer security behavior. Given the widespread use
of smartphones, there is a need for complementary measure-
ment standards targeted specifically at smartphone security
behavior.

Smartphone Security. Prior works have examined smart-
phone users’ behavior. Their findings can be categorized into
three realms: the inattentiveness toward security warnings
and messages [23, 36], the misconceptions of smartphone
security [9,36,46,56], and the low level of concern for smart-
phone security behavior [15, 37, 46]. In terms of behavioral
measurements, previous studies assessed users’ smartphone
security behavior through field observations and self-reported
measurements. For field observations, most studies focus on
two aspects: users’ authentication and locking behavior on
smartphones [28, 29, 31, 32] and users’ behavior on granting
access [4, 25, 64]. Although field observation can probe into
users’ actual behavior in the real world, it usually focuses on
a single aspect of the behavior, making it difficult to conve-
niently gain a comprehensive understanding on user behavior
in a short period of time. Therefore, many studies adopt a
self-reported approach to measure users’ smartphone security
behavior.

Low Level of Concern for Smartphone Security Behavior:
Research has revealed that users in general exhibit a low
level of behavioral security tendency on smartphones even
though they perceive certain security threats (e.g., malware,
data leakage) [15]. Furthermore, even though smartphone
usage has increased and technology has advanced, general
security awareness remains fairly low [37]. For instance,
when selecting an application, most users did not pay attention
to its information on security and privacy [46], even despite
having the required knowledge and understanding [2].

Only a minority of users were interested in security and
agreement information and they were more security and tech-
savvy [46]. This suggests that smartphone security behavior
is influenced by individual factors (e.g., knowledge, personal
interests, and personalities) and can vary significantly between
users.

Adapting General Self-Reports to Specific Domains. There
are various means to measure self-reported smartphone se-
curity behavior. The most commonly used approach in prior
research has been to develop measurements by adapting more
general computer security assessments or by modifying a
developed measurement from previous studies. For exam-
ple, Das and Khan [15] generated a 6-item measure that was
adapted from Microsoft’s computing safety index. Jones and
Chin [34] performed a survey study to investigate students’
usage and security behavior on smartphones by asking seven
questions about security practices. A more recent study by

Thompson et al. [59] designed a five-item measure to assess
smartphone security behavior in a personal context, which
was adapted from a security behavioral assessment in personal
computer usage by Liang and Xue [41]. Another recent (2018)
survey study by Verkijika [62] examined South African users’
smartphone security practices by using five questions that
were adapted from the measurement developed by Thompson
et al. [59].

While reviewing developed security measurements (see Ta-
ble 6), we found there is no standardized and targeted way to
measure smartphone security behavior intentions across differ-
ent contexts. Existing methods are all adopted or adapted from
general computer security behavior measurement tools. How-
ever, it is possible that users’ smartphone behavior can deviate
from their computer behavior. For instance, Chin et al. [9]
found participants’ behavior and activities on smartphones
were quite different from their use of laptops. For example,
users were less likely to purchase and perform sensitive tasks
on their smartphones because of security concerns regarding
mobile devices. Moreover, none of these smartphone security
measures were grounded on psychological principles that can
help us better interpret and compare results.

Conclusion and Main Objective. We thus identified two key
gaps in the current literature: 1) there is no standardized mea-
surement of smartphone security behavior intentions across
contexts; 2) it remains unclear if general computer security be-
havior intentions can be applied to assess smartphone security
behavior intentions. A key goal of this study was to develop
the first standardized, valid, and specialized measurement of
smartphone security behavior intentions that can be used in
different contexts and form the basis for studying smartphone
security behavior. Toward this goal, we posed the following
concrete research questions:

• RQ1: How adequate is the adaptation of general com-
puter security BIs measurement to smartphone security?

• RQ2: If this adaptation is not adequate, can we develop
a measure to capture smartphone security BIs?

3 A Psychometrics Approach

To answer these research questions, we adopted a psychomet-
ric approach. Psychometrics is a scientific approach of quan-
tifying human psychological attributes such as personality
traits, cognitive abilities, and social attitudes [44]. Well de-
veloped and widely-used security-related psychometric mea-
surements are the “self-report measure of security attitudes”
(SA-6) developed by Faklaris et al. [22] and the “Security
Behavior Intentions Scale” (SeBIS) developed by Egelman
and Peer [20], which are both grounded on the “Theory of
Reasoned Action”. They conceptualize users’ general secu-
rity behavior as a psychological construct instead of an actual
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behavior. We followed the same approach to conceptualize
users’ smartphone security behavior intentions.

Evaluation Properties. We developed the Smartphone Secu-
rity Behavioral Scale (SSBS), a new measure for assessing
users’ behavior intentions to comply with good smartphone se-
curity practices. When developing a new scale, it is important
to evaluate three psychometric properties of the measurement:
dimensionality, scale reliability, and convergent validity [47].

Dimensionality. Identifying dimensionality of a construct is a
critical part of scale development because whether the con-
struct is uni-dimensional or multi-dimensional will affect the
structure and computing approach of scale [47]. There are two
statistical approaches to determine dimensionality based on
the use case. If the goal of testing is to ‘explore’ the unknown
dimensions of a construct, the Exploratory Factor Analysis
(EFA) is an appropriate method to use. If the goal is to ‘con-
firm’ or examine the existing dimensions of a construct, then
the Confirmatory Factor Analysis (CFA) is a standardized
way to test the fitness of the model.

Scale Reliability. In psychometrics, reliability represents the
consistency of a measurement, which can be evaluated in
various ways [47]. In this study, we focused on assessing
“internal consistency” of the scale to determine if multiple
items in a scale measure the same construct by examining
Cronbach’s alpha [13]. Cronbach’s alpha is the mean of all
possible coefficients among items [12]. The cut-off point of
Cronbach’s alpha is 0.70 [48] and refers to the acceptable
internal consistency of the scale. In addition, considering the
numbers of items can affect the score of Cronbach’s alpha [12,
58], we also reported the mean of inter-item correlation (ITC),
which is the average pairwise correlation among all items and
provides a direct indicator of homogeneity [11].

Construct Validity. Construct validity refers to the degree
to which a measurement truly reflects the concept being ex-
amined [7]. One approach is to evaluate convergent validity
between the newly-developed scale and an existing scale mea-
suring the same construct [47, 49]. Convergent validity is
measured by correlational coefficients between the new mea-
sure and an existing measure. In our study, we evaluated the
convergent validity between our scale and SeBIS [20] and
tested if our scale measures similar constructs of security
behavior.

Since there has been a well-established computer security
behavioral intentions scale (SeBIS), our first step was to exam-
ine if the dimensionality of SeBIS could be applied to users’
smartphone security behavior intentions. Our findings indi-
cate different dimensions of smartphone security. Therefore,
we followed a standardized procedure of scale development
proposed by Netemeyer [47]. Our procedure of scale develop-
ment is summarized as follows:

1. Testing the fitness of dimensional model of SeBIS on
smartphone security behavior by applying CFA.

2. Defining the construct that the scale attempted to mea-
sure and generating a list of candidate questions.

3. Extracting the dimensional components of the scale by
performing EFA and reducing the set of items.

4. Finalizing the scale by conducting CFA to confirm the
fitness of the new scale to the intended factorial model.

Methodology. The goal of this study is to develop a measure-
ment to assess users’ security behavior intentions to comply
with smartphone security advice recommended by security
professionals. We conducted a two-phase online survey study,
approved by our Institutional Review Board. In phase-1, we
tested the four dimensions used in SeBIS [20]. Our results
suggest the possibility of improving on the four dimensions
of SeBIS when specializing them to smartphone security be-
havior intentions. In other words, users’ smartphone security
behavior intentions could be different from their general com-
puter security behavior intentions. We therefore conducted a
phase-2 study to develop a new measurement for smartphone
security behavior intentions.

For both phases, we recruited participants from the United
States via Amazon Mechanical Turk (MTurk). To ensure
data quality, we integrated attention-check questions in each
section of the survey. The attention-check questions were ran-
domly inserted in the questionnaire and had similar format
to other questions. Participants were required to select the
choice required in the statement (for instance, I go to gro-
cery shopping on every Thursday. Please select ‘Never’). We
removed the responses from participants who failed to cor-
rectly answer attention-check questions. We next describe the
details of study design and results for each phase of the study.

4 Phase-1: Building the scale upon SeBIS

4.1 Survey design and item generation

We first developed a measurement, which we call smartphone-
SeBIS, based on the four dimensions of SeBIS: device secure-
ment, password management, proactive awareness, and up-
date. We generated items by revising each question in SeBIS
for a smartphone context. For example, we changed the word-
ing of questions from ‘computer’ to ‘smartphone’. However,
we encountered two challenges when using this approach.
First, we found that certain questions could not be readily ap-
plied to smartphones. Secondly, certain common smartphone-
specific security features were not included in SeBIS, such
as biometrics, usage of applications, and app permissions. To
capture a more comprehensive view of users’ smartphone
security behavior, we recruited security experts who indepen-
dently went over each item of the first version of smartphone-
SeBIS and considered how to revise old items and add new
items to the survey. Overall, we had four types of item modifi-
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cations: word/phrase substitution, word/phrase revision, item
deletion, and item addition.

Word/Phrase Substitution. we substituted words indicating
the context of a laptop or desktop machine to specifically
describe a smartphone. For instance, to capture the same
behavior on a smartphone device, we substituted the word
“smartphone" for “laptop or tablet” in the item “I use a pass-
word/passcode to unlock my laptop or tablet.”

Word/Phrase Revision. some items could not be made
smartphone-specific with simple substitutions. For example,
“I do not change my passwords, unless I have to”. This was
revised to the following: “I regularly change my password for
online services/accounts using my smartphone,” where we
specified the password target to avoid confusion and turned
the negative statement into a positive statement. We did this
since participants might be biased toward taking a defensive
stance against the negative behavior.

Item Deletion. Some of the SeBIS items are not applica-
ble to the smartphone context. For instance, the item “When
browsing websites, I mouse-over links to see where they go,
before clicking them” is not applicable on mobile devices
since the pointing mechanism on smartphones is different
(mouse or trackpad for desktops/laptops vs finger or stylus on
mobile devices). Such items were removed from the survey.

Item Addition. Several important smartphone security be-
haviors were not specified or included in SeBIS. For instance,
significant security mechanisms introduced by Original Equip-
ment Manufacturers (OEMs), or by the research commu-
nity, become obsolete if the user roots (or jailbreaks) their
smartphone. This is an important “device securement” mea-
surement to take. Moreover, on smartphones, user privacy
is preserved through a permission system that allows users
to determine what device and personal information each in-
stalled third-party app can access. This mechanism can also
be compromised if users become inattentive to permission re-
quests or if they never revoke permissions from apps [23, 64].
To address such phenomena, we added relevant smartphone-
specific items into the survey.

As a result of this exercise, we developed the Smartphone-
SeBIS, a comprehensive instrument consisting of 20 items
targeting smartphone security behaviors (see Table 5). We
administered the Smartphone-SeBIS through an online sur-
vey using Amazon MTurk, where participants were asked to
respond on a 5-point Likert-type scale ranging from Never’
to Always’. To mitigate the potential priming effect of social
desirability, we advertised our study as an investigation into
‘the use of smartphones and mental health wellness’ and in-
cluded several related questions in the survey questionnaire.
To control for potential order effects, the survey sections were
randomized. After completing the questionnaire, participants
were asked to provide demographic information.

Survey demographics. We recruited a total of 100 partici-
pants. Ages of participants were between 18 to 71 (µ=36.2,
σ=11.4), and 41 of them are female (41%). Thirteen per-

cent of our participants had a high school diploma (n=13);
36% had some college or associate degree (n=36); 36% had
bachelor’s degree (n=36); and 15% had a graduate or pro-
fessional degree (n=15). The average time to take the survey
was 11.7 minutes. The participants were remunerated for their
participation in the survey.

4.2 Results
The analysis shows that the internal reliability of the 20-item
smartphone-SeBIS is below the recommended cutoff point by
Nunnally (1978) (Cronbach’s α=.67<.70) [48]. We further
conducted Confirmatory Factor Analysis (CFA) to examine
whether our measurement of the construct is consistent with
SeBIS by the goodness-of-fit of data to the latent variable
model. We used several tests to determine the goodness-of-fit
of data to the model of SeBIS, including the Comparative Fit
Index (CFI) and the Root Mean Square Error of Approxima-
tion (RMSEA).

According to our results, the CFI and TLI were 0.565 and
0.490, which are below the cutoff (0.90) recommended by
Netemeyer et al. [47]. Furthermore, our RMSEA and SRMR
were 0.127 and 0.152 respectively, which are above the rec-
ommended cutoff points (a cutoff of 0.06 for RMSEA and
0.08 for SRMR [33])). These results indicate poor goodness-
of-fit of our data to smartphone-SeBIS. Put another way: the
revised four dimensions of smartphone-SeBIS might not be
the best fit for assessing users’ smartphone security behavior
intentions.

5 Phase-2: Developing SSBS

5.1 Survey design and item generation
To develop a new scale to measure users’ smartphone security
behavior intentions we employed the approach used by Egel-
man and Peer (2015). We first generated a list of smartphone
security behaviors and collected data on Amazon MTurk.
We then conducted an Exploratory Factor Analysis (EFA) to
extract the effective items for assessing users’ smartphone
security behavior.

Item generation. According to Egelman and Peer [20], the
metric of security behavior should be “applicable” to and
“widely accepted” by the majority of users. Therefore, we
generated a list of different smartphone security behavior
based on the views of security professionals.

In conducting our study, we invited a panel of 35 subject
matter experts in the field of security. The panelists consisted
of faculty members, graduate and undergraduate students spe-
cializing in cyber-security, who are participating in a security
focused reading seminar. These expert panelists were tasked
with identifying and ranking the 10 most critical types of
smartphone security behavior(Table: 9). Meanwhile, two se-
curity researchers then categorized these security behaviors
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into Technical and Social behaviors. The researchers also
examined public security advice for smartphone security by
the United States Computer Emergency Readiness Team (US-
CERT) to ensure no important behaviors were missing from
the list. Five security experts went through the list to deter-
mine if any item violated the principles of applicability and
acceptance. Our initial list contained 45 types of behavior.
We proceeded to translate these behaviors into personal state-
ments. Survey participants were asked to read and rate each
statement on a five point scale of frequency (From ‘Never’ to
‘Always’).

Survey Demographics. We collected 487 responses via
Amazon MTurk. This is a larger sample than the sample
size recommended by Hair et al. (minimum of 5 participants
per item) [30]. The average age of participants was 34.6 and
44.8% were female (41%). About 11% of our participants
had high school diplomas (n=54); 29% had some college
or associate degree (n=142); 49.5% had a bachelor’s degree
(n=241); and 10.3% had a graduate or professional degree
(n=50). The average time taken to complete the survey was
6.3 minutes. Participants were paid $0.75 after completing
the survey and passing the validation checks.

5.2 Results

5.2.1 Exploratory Factor Analysis

Our analysis of Kaiser-Meyer-Olkin (KMO) test was 0.92 in-
dicating the high sampling adequacy of variables, which sug-
gest suitability for further factor analysis. Considering a large
set of items, our approach was to refine our scales until the
loading of each item was above 0.5 and was twice more than
its loading on other components after a Varimax rotation [54].
Furthermore, we used optimal coordinates to determine the
optimal number of factors, which is a non-graphical approach
for factor determination [52]. The optimal coordinate is a de-
termined point where the predicted eigenvalue is not greater
than or equal to the mean eigenvalue by performing linear
regression analysis of the last and (i+1)th eigenvalue [52]. By
using optimal coordinates, we could overcome a limitation of
subjective and unclear decision-making about the number of
components to retain [52].

We performed three rounds of EFA to finalize our scale of
smartphone security behavioral intention. In our first round of
EFA, we first conducted Principal Component Analysis (PCA)
and extracted five components in EFA based on optimal co-
ordinate analysis. Next, we excluded 27 items based on the
aforementioned loading criteria. In the second round of EFA,
we followed the same procedure and extracted three compo-
nents in EFA. 3 items were excluded from the list of items. In
the third round of EFA, we also followed the same procedure
performed in the last two rounds, extracted 2 components in
EFA, and retained the remaining 14 items. The final set of
items and their rotated factor loadings are presented in Table 3.

Analysis of the items revealed two distinct themes: technical
approaches (e.g., using a VPN and an anti-virus app) and
social approaches (e.g., verifying the source of texts before
sharing and deleting suspicious communication). The tech-
nical items (T1. . . T8) describe actions that an Android user
can take that are either supported by the underlying smart-
phone technology or can be supported by third-party add-on
technology. For instance, the ability to reset the Advertising
ID through the phone’s Settings is an example of a feature
supported by the underlying smartphone technology, while
installing an anti-virus app is an example of a add-on feature
by third-party. In contrast, the social items (S1. . . S8) pertain
to behaviors that are socially constructed, in other words, it
refers to behaviors that the user may exhibit while interact-
ing and engaging with the technology. For example, item S2
refers to the user checking the source of an app during the
process of downloading it. This is not a technical measure
rather an interaction with the environment or context. Hence,
our scale includes Technical and Social as two subscales.

5.2.2 Reliability of the Scale

We adopted the same approach used by Egelman and Peer [20]
to examine the reliability of the scale based on three metrics.
We first employed Cronbach’s α, which is commonly used
to assess internal consistency of a group of items. As shown
in Table 3, the Cronbach’s α for the full scale was 0.80. For
subscales of technical and social approaches were 0.84 and
0.79 respectively. Our scale met the criteria of internal con-
sistency that requires both full scale and all subscales to be
above 0.7 [43, 49]. We subsequently leveraged the item-total
correlation (ITC), which is the Pearson correlation between
each item and the mean of all other items. All of our items’
ITC are above the recommended threshold of 0.2 [21].

While assessing the reliability of the scale, it is also im-
portant to examine the diversity of the items of a scale and
prevent the redundancy of the items [3]. Toward this end,
we computed the average inter-item correlation (IIC) that
not only evaluates the internal consistency but also tests the
degree of redundancy of a set of items on a scale [10, 51].
The recommended correlational coefficient of IIC is between
0.20 and 0.40, which suggests that the items contain suffi-
cient diversity of variance while they are still representative
of the same construct [51]. The ITC of both our subscales fall
within the range, which indicates the adequate level between
consistency and diversity. Based on these three metrics, our
full scale and sub-scales exhibit high reliability.

5.2.3 Convergent Validity: Correlation with SeBIS

To ensure that we assess the construct of users’ security be-
havior, we measured the convergent validity of our scale and
SeBIS. Convergent validity is a type of criterion validity that
evaluates if a developed scale measures the same construct
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Table 1: Pearson’s Correlation between SeBIS and SSBS

Correlation coefficient (p-value)
SeBIS / SSBS Technical approach Social approach
Device securement -.017 (p=.896) .060 (p=.628)
Password generation .290 (p=.018) .229 (p=.064)
Proactive awareness -.090 (p=.471) .614 (p<.0001)
Update .301 (p=.014) .431 (p=.0003)

of the ‘criterion’ scale. We used SeBIS as our criterion be-
cause it is the only measure with high reliability for assessing
security behavioral intentions. We collected a new dataset
with 66 participants who completed both SeBIS and Smart-
phone Security Behavior Scale (SSBS). Then we conducted
Pearson’s correlation between SeBIS and SSBS. The average
score of SeBIS had a significantly positive correlation with
the average score of SSBS (r=.403, p=.0008). In addition,
results show the positive significant correlation between the
subscales of SeBIS and SSBS (see Table 1). These findings
suggest that participants who showed higher intentions in
protecting their general security were also more likely to pro-
tect their smartphone security. This confirms that our scale
is measuring a similar construct with SeBIS, that of security
behavior intentions.

5.2.4 Confirmatory data analysis

Our final step was to examine the goodness of fit of SSBS
with the hypothesized latent components by performing Con-
firmatory Factor Analysis(CFA). We collected a new dataset
with 358 U.S. participants from Amazon MTurk in the fi-
nal round of our survey. Each participant was compensated
for completing the survey. In order to mitigate the potential
priming effect on participants’ responses, we employed the
same approach as in our phase-1 study by advertising the
survey as research related to users’ mobile phone usage and
mental wellbeing so we included few related questions in the
survey questionnaire. After completing the questionnaire, par-
ticipants were asked to provide demographic information. To
control for potential order effects on participants’ responses,
all survey sections were randomized. Additionally, we im-
plemented a range of validity check measures to ensure data
quality. These measures included the inclusion of several at-
tention check questions throughout the survey to make sure
the survey participants were attentive, restricting the survey
participants to be between 18 and 65, including only 100%
completed responses in our analysis, reverse coding when
appropriate, and randomizing the order of survey questions to
minimize any potential biases due to the ordering effects. In
terms of demographics, 38% (n=136) of our participants were
female and the average age of participants was 35.3 (σ=10.6).
Each participant was paid $1 after completing the survey.

The reliability of full SSBS was 0.79, 0.81 for the Technical
subscale, and 0.85 for the Social subscale. We conducted PCA

with a Varimax rotation and extracted two components. The
results show that all items were loaded on the same unique
component as found in the previous EFA. We conducted CFA
to examine the goodness-of-fit of the two-component model
for users’ smartphone security behavior intentions. We used
the same approach employed in the Phase-1 study, by per-
forming multiple test to determine the goodness of fit of our
data to the model, including Comparative Fit Index (CFI), the
Tucker-Lewis Index (TLI), the Root Mean Square Error of
Approximation (RMSEA), and the Standardized Root Mean
Square Residual (SRMR). Based on the analysis, the CFI and
TLI were 0.954 and 0.942, which are above the cutoff (0.90)
recommended by Netemeyer et al. [47]. Additionally, the RM-
SEA and SRMR were 0.054 and 0.059 respectively. Both
scores are below the cutoff points recommended by [33]. Our
results show a well goodness-of-fit of our data to our hypoth-
esized two-component model. We also performed Pearson’s
correlation between the two subscales and found no signifi-
cant correlations. Please see Table 2 for the details of CFA
results.

6 Discussion & Future Work

6.1 Applications and Role of the SSBS

In this study, we determined that the psychological construct
of smartphone security behavior differs from general security
behavior measured by SeBIS [20]. Driven by this finding, we
used a series of factor analyses to create a Smartphone Secu-
rity Behavior Scale (SSBS) with 14 questions that loads onto
two factors: a technical approach (using technical strategies
to protect smartphones) and a social approach (being con-
textually aware and cautious while using their smartphones).
Our scale exhibited satisfactory psychometric properties: the
full scale and both the subscales have high internal consis-
tency, all items map uniquely on one single component, and
no correlation exists between the subscales while establishing
convergent validity between SSBS and SeBIS. These indicate
that SSBS is a well-established psychological construct and
measurement. Furthermore, we distinguished a psychologi-
cal construct of smartphone security behavior from a general
security behavior measured by SeBIS [20]. This finding also
corroborates that users have different security and privacy
concerns and behaviors toward smartphone and laptop [9].

Using SSBS to measure Smartphone Security Behavior
Intentions. Our new scale of smartphone security behavior
intentions can be employed for various purposes. The most
obvious utilization is for measuring smartphone end-users’
security behavior intentions. While SeBIS has been shown
to predict secure locking behavior on smartphones, some of
its wording is outdated [22] as well some of its items are
irrelevant to smartphone security actions. By contrast, SSBS
items are specific to current smartphone functionality and
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Table 2: SSBS Average variance extracted for CFA factor

Standardized
loading

R2

Technical
I reset my Advertising ID on my smartphone. .715 .511

I hide device in my smartphone’s bluetooth settings. .641 .411

I change my passcode/PIN for my smartphone’s screen lock at a regular basis. .792 .627

I manually cover my smartphone’s screen when using it in the public area (e.g., bus or subway). .595 .354

I use an adblocker on my smartphone. .529 .280

I use an anti-virus app. .536 .287

I use a Virtual Private Network (VPN) app while connected to a public network. .577 .333

I turn offWiFi on my smartphone when not actively using it. .372 .139

Social
I care about the source of the app when performing financial and/or shopping tasks on that app. .770 .593

When downloading an app, I check that the app is from the official/expected source. .785 .616

Before downloading a smartphone app I ensure the download is from official application stores
(e.g. Apple App Store, GooglePlay, Amazon Appstore).

.799 .639

I verify the recipient/sender before sharing text messages or other information using smartphone
apps.

.651 .423

I delete any online communications (i.e., texts, emails, social media posts) that look suspicious. .651 .424

I pay attention to the pop-ups on my smartphone when connecting it to another device (e.g.
laptop, desktop).

.578 .334

SSBS reduces the number of items in the scale. This makes
SSBS valuable in environments at risk that exhibit high use
of smartphone technology.

Our scale has numerous potential applications across a
variety of contexts. For instance, in a healthcare setting, a
doctor who wishes to utilize health-related apps for treatment
or self-management may use our scale to determine whether
her patients require educational interventions before using
the app. In a workplace setting, employers can use our scale
to evaluate the risk of accidental insider threats arising from
employees’ use of smartphones and implement interventions
to promote more secure behavior. In an educational context,
schools can deploy our scale to assess the smartphone secu-
rity behavior of both teachers and students as they embrace
the use of smartphones for online education. Schools may
also use our scale to gauge the vulnerability of their students
and faculty to potential cyberthreats through smartphones,
such as cyberbullying and stalking. Additionally, enterprises
can leverage our scale to design personalized and subject-
based cybersecurity educational programs for training and
onboarding their employees.

Moreover, researchers may utilize SSBS to investigate how
behavior intentions change among different cultures and lan-
guages (similar to Sharif et al. [55] for SeBIS), or over time

with educational or motivational interventions. For instance,
researchers who are interested in smartphone malware pre-
vention may use SSBS to explore the effect of smartphone
security behavior intentions to vulnerability exploits.

Role of SSBS in modeling Smartphone Security Behavior.
Davis et al. [24] in their Theory of Reasoned Action, pos-
tulated that behavior intention is an antecedent to behavior.
SSBS can thus add to the predictive value of a computational
model of smartphone security behavior targeting early inter-
ventions that seek to prevent security breaches stemming from
smartphone attack entry-points.

Theory of Reasoned Action.The Theory of Reasoned Action
also posits that security behavior intention is a function of
behavioral (attitudes) and normative beliefs. These beliefs
influence intentions through attitudes and/or subjective norms.
The Theory of Planned Behavior further argues that beliefs
are not purely volitional but related to acquired resources
and opportunities for performing the given behavior. Studies
and ensuing causal models on what and to what extent fac-
tors (beliefs) affect smartphone security behavior intentions
and behavior can further enhance an SSBS-based framework.
Lastly, SSBS can contribute together with SEBIS [20] and
SA-6 [22] into a more general framework modeling behavior
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Table 3: Factor loadings and reliability statistics of finalized scale

ID Item Technical Social Inter-total correlation
T1 I reset my Advertising ID on my smartphone. .787 0.52
T2 I hide device in my smartphone’s bluetooth settings. .639 0.47
T3 I change my passcode/PIN for my smartphone’s screen lock at a regular basis. .629 0.51
T4 I manually cover my smartphone’s screen when using it in the public area (e.g., bus or subway). .621 0.55
T5 I use an adblocker on my smartphone. .614 0.51
T6 I use an anti-virus app. .612 0.53
T7 I use a Virtual Private Network (VPN) app while connected to a public network. .604 0.42
T8 I turn offWiFi on my smartphone when not actively using it. .544 0.47
S1 I care about the source of the app when performing financial and/or shopping tasks on that app. .723 0.24
S2 When downloading an app, I check that the app is from the official/expected source. .677 0.36
S3 Before downloading a smartphone app I ensure the download is from official application stores. .677 0.21
S4 I verify the recipient/sender before sharing text messages or other information using smartphone apps. .609 0.41
S5 I delete any online communications (i.e., texts, emails, social media posts) that look suspicious. .552 0.25
S6 I pay attention to the pop-ups on my smartphone when connecting it to another device (e.g. laptop, desktop). .526 0.39
2* Cronbach’s alpha 0.84 0.79

Inter-item correlation 0.40 0.39

across different device types.

6.2 Limitations and Future Work

Scale Development Methodology. Our scale development
process relies on security experts for generating the ques-
tionnaire items. There are other methods that can be used
to incorporate expert opinions such as focus groups or Del-
phi studies [14]. Focus groups suffer from biases extending
from individuals dominating the group opinion, which Delphi
studies eliminate by collecting anonymized responses from
experts through questionnaires, a process repeated for multi-
ple rounds until consensus is reached. However, there is no
element of discussion involved in Delphi, which runs the risk
of vanishing opinion semantics. Additionally, the methodolog-
ical process of a Delphi study is not well-established with
numerous works illustrating Delphi variations with unclear
reliability results. Instead, we adapted the same approach used
by Egelman and Peer [20] and followed the 4-step scale de-
velopment process proposed by Netemeyer et al. [47]. This
approach has already been applied in the context of security
behavior intentions to yield good reliability and predictive
ability [19, 20].

Construct Validity. We performed established tests and
demonstrated the reliability of SSBS and its goodness of fit
with its two components. However, to better understand smart-
phone security behavior intentions, future work could further
explore the convergence of SSBS with other related variables
and its divergence from variables unrelated to security. We
approached the problem primarily from a security standpoint,
with privacy considerations only being secondary. More work
is needed to understand socio-technical smartphone privacy
behaviors.

Predicting Actual Behavior from Intentions. Lastly, inten-
tions do not always result in behavior actions. The TRA and
TPB theories come with limitations that SSBS inherits. For
example, the TPB does not address the timeframe between

a behavioral intention and an ensuing action and how this
relationship can change over time. Moreover, the effects of
other variables such as fear and threat of past experiences can
further influence intentions. More work is needed to analyze
how such factors influence the predictive power of SSBS. We
plan to examine whether SSBS can predict relevant behav-
ior actions and factors that affect that relationship in future
work. Lastly, our findings indicate that a direct translation of
SeBIS to the smartphone domain exhibits a poor goodness
of fit. However, this should not be interpreted as SeBIS not
being useful in measuring smartphone security intentions. In
fact, Egelman, Harbach, and Peer found that SeBIS can pre-
dict smartphone secure screen locking behavior [19]. Our
findings support the need for a new specialized measure if
smartphone-specific wording is preferred or necessitated by
the application context.

Comprehensiveness of Scale. While we followed an estab-
lished psychometric process to operationalize smartphone
security intentions, the comprehensiveness of the resulting
scale should be further evaluated. This can be conducted
through questionnaires with smartphone security experts to
reveal whether the items can comprehensively cover the entire
or a large portion of the spectrum of security behavior inten-
tions. Such a study could reveal important items that have not
been considered in our study.

Our paper also only focused on understanding the security
facets of the smartphone; this work can be used as motiva-
tion for understanding privacy behavior. Lastly, studies with
users could further establish user comprehension of the items’
wording.

Demographic Characterization. Like the majority of psy-
chometric measurements, SSBS is based on self-reports. To
reduce potential social desirability bias, we took several pre-
cautionary procedures: being careful about wording questions
in a non-judgmental way, making the surveys anonymous, and
keeping the purpose of each survey vague. For data cleaning,
we excluded unattended responses [53]. Moreover, our results
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might not generalize since our sample is based entirely on
US-based Amazon Mechanical Turk workers. Further studies
are needed to support our findings across different cultures,
languages, and social norms.

Average Variance Extracted(AVE). R2 represents the pro-
portion of variance in each item that is explained by the factor,
and a desirable value for R2 is at least 0.30. As shown in
Table 2, the last technical item (T8) had a low R2 value of
0.139, indicating that it did not capture the behavior well.
This could be due to the users’ uncertainty about how discon-
necting from a WiFi network could enhance security, rather
than using a VPN when connected to an insecure network.
To calculate AVE, which is the average of R2 values of items,
a value of 0.50 or higher is recommended. If excluding T8
from the calculation, the AVE for Technical items was 0.401,
which was slightly below the suggested threshold, while the
AVE for Social items was 0.505, which met the criterion. The
Technical scale has its merit and potential, as it is based on a
rigorous literature review and empirical data collection, and it
reflects some aspects of users’ technical self-efficacy that are
relevant for smartphone usable security behaviors. However,
we also acknowledge the limitation of the low Technical AVE
value and propose this as a challenge for future research in
developing and validating a technical smartphone scale. We
encourage future researchers to use our results as a reference
point for addressing this limitation.

7 Conclusion

In this study, we found that smartphone security behavior
differs from general security behavior. We thus carried out
a series of factor analyses to create a Smartphone Security
Behavior (Intentions) Scale (SSBS) with 14 questions that
load onto two factors: technical (using technical strategies to
protect smartphones) and social (being contextually cautious
while using smartphones). Our scale exhibited satisfactory
psychometric properties: the full scale and both the subscales
have high internal consistency, all items map uniquely on
one single component, and no correlation exists between the
subscales. We established convergent validity between SSBS
and an existent well-established security behavior measure-
ment, SeBIS. These results support demonstrate SSBS can
be a valuable specialized instrument in our arsenal for better
understanding human smartphone security behavior, espe-
cially for security researchers and HCI designers that hope
to preserve such cybersecurity becomes even more prevalent.
Nevertheless, we recognize that the technical factor of the
scale has a moderate fit and could be improved by further
refinement. This is a limitation of our study that we plan to
address in future work.
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Appendices

8 Translating SeBIS to the smartphone do-
main

Smartphone-SeBIS is based on the four dimensions of Se-
BIS: device securement, password management, proactive
awareness, and update (Table 4). We generated items by revis-
ing SeBIS’s through word/phrase substitution, word/phrase
revision, item deletion, item addition. The resulting scale is
depicted in Table 5.

9 Common Method Bias Test

To test if the Common Method Bias (CMB) (7)existed in the
mode, we adopted the Harman Single Factor approach. We
conducted exploratory factor analysis where all variables are
loaded onto one factor. According to the result, the Harman
Single Factor technique estimates the common method vari-
ance to be 26.85% which is below the commonly accepted
threshold of 50%; this suggests that common method bias
might not be a problem in the study.
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Table 4: Items for the original Security Behavior Intentions Scale (SeBIS) and associated sub-scales.

Dimension Item

Device Securement

I set my computer screen to automatically lock if I don’t use it for a prolonged period of time.

I use a password/passcode to unlock my laptop or tablet.

I manually lock my computer screen when I step away from it.

I use a PIN or passcode to unlock my mobile phone.

Password Generation

I do not change my passwords, unless I have to.

I use different passwords for different accounts that I have.

When I create a new online account, I try to use a password that goes beyond the site’s minimum requirements.

I do not include special characters in my password if it’s not required.

Proactive Awareness

When someone sends me a link, I open it without first verifying where it goes.

I know what website I’m visiting based on its look and feel, rather than by looking at the URL bar.

I submit information to websites without first verifying that it will be sent securely (e.g., SSL, “https://”, a lock icon).

When browsing websites, I mouseover links to see where they go, before clicking them.

If I discover a security problem, I continue what I was doing because I assume someone else will fix it.

Updating

When I’m prompted about a software update, I install it right away.

I try to make sure that the programs I use are up-to-date.

I verify that my anti-virus software has been regularly updating itself.

Table 5: Preliminary set of survey items developed based on SeBIS (smartphone-SeBIS)

Dim.. ID Item µ σ

DS1 I use biometrics (fingerprint, face recognition) to unlock my smartphone. 2.41 1.6
DS2 I enable encrypted storage on my smartphone. 2.41 1.44

Device Securement DS3 I use a rooted/jailbroken phone (r). 1.45 1.07
DS4 I turn on the “lost my device” feature on my smartphone. 2.5 1.6
DS5 I use a password/passcode to unlock my smartphone. 3.76 1.51
PM1 I regularly change my password for online services/accounts using my smartphone. 2.36 1.13

Password management PM2 I share my smartphone’s passcode/PIN with other(s). (r) 1.51 0.99
PM3 I use password manager app to manage my passwords on my smartphone. 1.88 1.31
PA1 When downloading an app, I check that the app is from the official/expected source. 3.95 0.99
PA2 Before downloading a smartphone app I ensure the download is from official application stores (e.g. Apple App Store, GooglePlay, Amazon Appstore) 4.13 1.14
PA3 I reset my Advertising ID on my smartphone. 1.6 1.02
PA4 I manually revoke permissions from apps. 3 1.09

Proactive awareness PA5 I grant smartphone apps the permissions they request. (r) 3.2 0.85
PA6 I disable geotagging of images captured by smartphone’s camera app. 3.23 1.48
PA7 I check which apps are running in the background. 3.33 1.14
PA8 I check my smartphone’s privacy settings. 3.31 1.17
PA9 When receiving a link from an unknown source via SMS, I click the link immediately. (r) 1.67 1.04

Update UP1 When I’m prompted about a software update on my smartphone, I install it right away. 3.3 1.13
UP2 I make sure that the smartphone applications I use are up-to-date. 3.61 0.92

Table 6: Developed smartphone security behavior measurement

Research Smartphone Security Behavior Measurement Scale
Das and Khan [2016] 1. I lock my smartphone with a PIN or password. 6-point scale

2. I update my software when new versions are released.
3. I have installed a mobile anti-virus program.
4. I encrypt confidential information (e.g., passwords, bank details, . . . ) on my smartphone.
5. I avoid storing confidential information (e.g., passwords, bank details, . . . ) on my smartphone.
6. I review security features of apps before installing them on my smartphone.

Jones and Chin [2015] 1. Have you set the idle timeout (so that the screen goes dark) to a shorter time than the factor default? 5-point categorial scale (Frequently, Sometimes, Rarely/Never, Software not installed, Don’t know)
2. To wake up after idle, is a password or other code required on your smartphone?
3. Do you disable Bluetooth when it’s not in use?
4. Do you disable GPS (navigation) when you are not using it?
5. When you use your phone to connect to Wi-Fi wireless networks, do you only connect to encrypted password-protected networks?
6. Select one answer regarding anti0virus software: “Anti-virus software has been downloaded and installed on my phone and I use it. . . ”
7. Select one answer regarding encryption software: “Encryption software has been downloaded and installed on my phone and I use it. . . ”

Thompson et al. [2017] 1. I have installed security software on my device 7-point Likert scale (Strongly Disagree-Strongly Agree)
2. I have recent backups of my device
3. I have enabled automatic updating of my computer software
4. I use security software (anti-virus/anti malware)
5. My device is secured by a password.

Verkijika [2018] 1. I have installed security software on my device 5-point Likert scale (Strongly Disagree-Strongly Agree)
2. I have recent backups of my device
3. I have enabled automatic updating of my computer software
4. I regularly use security software (anti-virus/anti malware) on my smartphone.
5. My smartphone is secured by a password or another authentication method (e.g., fingerprint).
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Table 7: Common Method Bias Test

Dimensions Eigenvalue Proportion (%) Cumulative (%)

1 3.759 26.851 26.851

2 3.348 23.916 50.767

3 1.046 7.471 58.238

4 0.812 5.805 64.044

5 0.716 5.114 69.158

6 0.628 4.489 73.648

7 0.592 4.235 77.883

8 0.568 4.061 81.945

9 0.532 3.801 85.745

10 0.483 3.451 89.197

11 0.443 3.169 92.367

12 0.386 2.759 95.127

13 0.358 2.557 97.684

14 0.324 2.315 100.000

Table 8: Correlation between SSBS Technical (T) and Social (S) Scales

T1 T2 T3 T4 T5 T6 T7 T8 S1 S2 S3 S4 S5 S6

T1 1.000 .455 .594 .401 .327 .339 .460 .270 -.196 -.108 -.159 -.047 -.065 -.002

T2 1.000 .486 .405 .342 .286 .401 .344 .009 .024 .007 .118 .083 .112

T3 1.000 .484 .393 .432 .445 .282 -.017 .018 -.011 .106 .036 .102

T4 1.000 .302 .363 .282 .239 .004 .078 .062 .100 .141 .103

T5 1.000 .472 .352 .098 .045 .029 .001 .119 .066 .002

T6 1.000 .243 .169 .017 .043 .020 .120 .141 .029

T7 1.000 .199 -.033 .087 .033 .051 .037 .072

T8 1.000 .009 .053 .053 .083 .041 .122

S1 1.000 .612 .616 .473 .537 .420

S2 1.000 .629 .498 .515 .444

S3 1.000 .545 .484 .475

S4 1.000 .423 .401

S5 1.000 .381

S6 1.000
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Table 9: List of Original Items of smartphone security behaviors generated by security professionals

ID Item µ σ

A1 I turn offWiFi on my smartphone when not actively using it. 2.88 1.38
A2 I perform banking transactions/operations on my smartphone while connected to a public network. 3.62 1.35
A3 I connect to public WiFi using my smartphone. 2.92 1.78
A4 I use a Virtual Private Network (VPN) app while connected to a public network. 2.43 1.38
A5 When downloading an app, I check that the app is from the official/expected source. 3.92 1.07
A6 Before downloading a smartphone app I ensure the download is from official application stores (e.g. Apple App Store, GooglePlay, Amazon Appstore) 4.04 1.08
A7 I manually revoke permissions from apps. 3.15 1.11
A8 I grant smartphone apps the permissions they request. 2.56 0.89
A9 I disable geotagging of images captured by smartphone’s camera app. 3.17 1.39
A10 I check which apps are running in the background. 3.59 1
A11 I delete apps I don’t frequently use. 3.88 0.97
A12 I enable two-step authentication when offered by an app. 3.45 1.15
A13 I reset my Advertising ID on my smartphone. 2.32 1.36
A14 I check my smartphone’s privacy settings. 3.5 1.06
A15 I turn off location services on my smartphone when I am not actively using them 3.41 1.28
A16 I turn off bluetooth (NFC, wifi) on my smartphone when I am not actively using it 3.67 1.32
A17 I use an anti-virus app 2.72 1.53
A18 I store proprietary business information on my smartphone. 3.7 1.33
A19 I store personal health information on my smartphone. 3.52 1.39
A20 I verify the recipient/sender before sharing text messages or other information using smartphone apps 3.71 1.14
A21 I use an adblocker on my smartphone. 2.84 1.48
A22 I pay attention to the pop-ups on my smartphone when connecting it to another device (e.g. laptop, desktop). 3.83 1.07
A23 I care about the source of the app when performing financial and/or shopping tasks on that app 4.05 0.98
A24 I back-up my smartphone’s contacts, photos and videos on another device/cloud 3.44 1.23
A25 I delete any online communications (i.e., texts, emails, social media posts) that look suspicious 3.92 1.11
A26 I get permissions from my friends before sharing them on a photo or video online 3.48 1.24
A27 I check the latest news updates regarding my smartphone and apps 3.36 1.09
A28 I use private browsing on my smartphone. 3.06 1.16
A29 I use biometrics (fingerprint, face recognition) to unlock my smartphone. 3.07 1.61
A30 I enable encrypted storage (or phone memory) on my smartphone. 2.87 1.48
A31 I use a rooted/jailbroken phone. 1.97 1.35
A32 I turn on the “lost my device” feature on my smartphone. 2.89 1.53
A33 I use a password/passcode to unlock my smartphone. 3.87 1.27
A34 I hide device in my smartphone’s bluetooth settings. 2.63 1.43
A35 I use a privacy screen on my smartphone 2.58 1.51
A36 I manually cover my smartphone’s screen when using it in the public area (e.g., bus or subway). 2.89 1.25
A37 I change my password for online services/accounts using my smartphone. 2.89 1.24
A38 I share my smartphone’s passcode/PIN with other(s). 4 1.27
A39 I use password manager app to manage my passwords on my smartphone. 2.55 1.48
A40 I store passwords and usernames on my smartphone. 3.32 1.41
A41 I change my passcode/PIN for my smartphone’s screen lock at a regular basis. 2.7 1.31
A42 I use different passwords for different accounts that I have on my smartphone. 3.68 1.14
A43 When I’m prompted about a software update on my smartphone, I install it as soon as I can 3.53 1.09
A44 I make sure that the programs smartphone applications I use are up-to-date. 3.79 1.05
A45 Before downloading a smartphone app I read its privacy policy to ensure my information is handled securely 2.96 1.33
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Abstract
Central digitization of health records bears the potential for
better patient care, e.g., by having more accurate diagnoses or
placing less burden on patients to inform doctors about their
medical history. On the flip side, having electronic health
records (EHRs) has privacy implications. Hence, the data
management infrastructure needs to be designed and used
with care. Otherwise, patients might reject the digitization of
their records, or the data might be misused. Germany, in par-
ticular, is currently introducing centralized EHRs nationwide.
We took this effort as a case study and captured the privacy
mental models of EHRs. We present and discuss the findings
of an interview study where we investigated expectations to-
wards EHRs and perceptions of the German infrastructure.
Most participants were positive but skeptical, yet expressed a
variety of misconceptions, especially regarding data exchange
with health insurance providers and read-write access to their
EHRs. Based on our results, we make recommendations for
digital infrastructure providers, such as developers, system
designers, and healthcare providers.

1 Introduction

Centralized electronic health records (EHRs) bear the poten-
tial for providing better patient care [16], for instance, by hav-
ing more accurate diagnoses, improved patient safety [32,42],
and cost reduction [18]. Some countries deploy such cen-
tralized infrastructures, such as the UK [36], Denmark, or
Australia.Yet, despite the apparent benefits, most countries
do not have a digital infrastructure. Hence, sensible and im-
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portant health-related data must be shared between health-
care practitioners, mostly by the patients. Introducing central,
nationwide digitization of health-related data requires care.
Otherwise, (a) patients might not adopt using the digital in-
frastructure [31, 34] or (b) the digital infrastructure might be
misused by malicious actors [6].

Research has repeatedly shown that privacy perceptions
of patients play an integral role in the context of EHRs [22,
30, 34]. Specific concerns included unauthorized access [30],
misuse of data [31], or increased health insurance costs for
patients with certain health conditions [5, 22, 22, 30, 31].

In this paper, we investigate the specific use case of Ger-
many, where the Federal Ministry of Health introduced na-
tional EHRs in January 2021 [21]. Germany uses an infras-
tructure that turns health insurance companies into providers
of EHR access apps. However, they can only access specific
data, which introduces challenging trust assumptions toward
insurance companies. So far, using EHRs is voluntary for
patients, and most German citizens are not even aware of
EHRs, yet many informed individuals would like to use it [1].
Further, Germany’s health infrastructure has a unique feature:
Access to the centrally stored EHRs is controlled through
mobile apps provided by health insurance companies [21]
resulting in 85 different apps [23].

To contribute a part in evaluating the understanding and
acceptance of German citizens towards EHRs, we first took a
look at the mental models of individuals, which are internal
representations that humans derive from the real world, e.g.,
how and why a technology works [25]. In related domains,
such as the IoT, mental models profoundly impact adopting
systems that handle sensitive health data [5, 34]. This moti-
vates our first research question:

RQ1: Which mental models do patients have regarding
EHRs? – We specifically focus on privacy, data access,
and trust including expectations about data handling.

Since the correctness of mental models also impacts adop-
tion and usage intention [25], we specifically investigate mis-
conceptions:
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RQ2: What are patients’ misconceptions of the EHR? – We
specifically focus on the German EHR infrastructure.

Finally, we investigate risk perceptions of individuals:

RQ3: Which risks do patients perceive in the EHR context? –
We specifically focus on the German EHR infrastructure.

To answer the above research questions, we conducted
semi-structured interviews with 21 participants that included
drawing mental models of the expected German infrastruc-
ture. We also confronted participants with the actual national
infrastructure to capture their perceptions.

Our results show that the participants consider health insur-
ance companies to play a central role. However, we identified
many misconceptions about that role that mostly originate
from misconceptions already in the analog world. For in-
stance, participants mistakenly thought that health insurance
companies had detailed access to all patient data. Patients
critically viewed the fact that health insurance companies, on
the one hand, provide the apps to control EHRs, yet are, on
the other hand, not allowed or should not be allowed to access
all patient data. Most participants also considered it to have a
rather negative impact that patients in Germany are allowed
to add and delete documents. We demonstrate further expec-
tations and misconceptions of the patients focusing on trust
and privacy. Based on our findings, we leverage the lessons
learned from this use case to inform infrastructure design,
data handling, and access to EHR infrastructures.

Research contributions: In the course of this paper we
make the following contributions:

1. First mental model investigation of German EHR:
We present the first investigation of user perceptions of
the German EHR. We specifically investigate the pri-
vacy mental models of 21 participants through semi-
structured interviews and a drawing exercise.

2. Analysis of perceived risks, expectations & miscon-
ceptions: Among our results, we show perceived risks,
misconceptions, and expectations towards EHR high-
lighting challenges arising from health insurance com-
panies’ unique role in the German infrastructure.

3. Overall recommendations for EHRs: We con-
clude with recommendations for digital infrastructure
providers, such as developers, system designers, and
healthcare providers. We further provide viable lessons
learned from the German use case.

2 Background & Related Work

Electronic health records (EHRs) have several advantages
compared to their analog counterpart, especially in terms of
availability, completeness, and accessibility for different au-
thorized stakeholders, the digital version presents a better

solution for patients. There are two main ways to digitize
patient records: (1) EHRs, as detailed above, and (2) personal
EHRs managed by the patients (PEHRs), e.g., having the data
on a USB drive. In this section, we first introduce the German
infrastructure to store and access EHRs as defined by the
Federal Ministry of Health [21]. Then, we detail related work
on mental models, privacy, and investigations of (P)EHRs.

2.1 German Infrastructure
The German EHR was introduced in 2022 by the Patient Data
Protection Act, which obliges all health insurance companies
to provide all insured persons with an EHR upon request from
the beginning of 2021.

Health Insurances in Germany: To understand the Ger-
man infrastructure, we first need to provide information about
German health care. Germany has two types of health insur-
ance: (1) statutory health insurance companies and (2) private
ones. Patients insured by statutory health insurance companies
pay contributions calculated based on their income. Compared
to that, the contributions for private health insurance depend
on the age and the health of patients when they enter their
contract. For statutory insured patients, their health insurance
company pays most costs directly to the health care providers.
Privately insured patients pay the health care providers them-
selves and get reimbursed from the insurance. In both cases,
health insurances get a) the doctor ID, b) received treatment
(incl. diagnosis & billing codes), and c) data to identify the
patient [39], which is legally defined in German law. Conse-
quently, health insurances have to follow binding rates that are
specified nationwide. From a privacy perspective, the health
insurance company cannot get more detailed information, and
the received information can be used for billing purposes.

Data: The data is stored on a central server managed by
Gematik, the National Agency for Digital Medicine. Patients
can store their emergency data, medication plans, doctor’s
letters, findings, or X-rays in their EHR. They can also upload
their data, e.g., their blood glucose diary. All data stored is
protected by encryption. Patients can also delete data at any
time. The data is lost if doctors do not have the data stored
locally in their doctor’s office.

Availability / Access: The EHR is available for patients that
have an electronic health card. Those cards are distributed by
statutory health insurance. Mobile device apps can manage
the data access on a (1) smartphone, or (2) tablet, and even
without possessing such a device, the EHR can be accessed
via (3) the patient’s electronic health card and a PIN. Using
one of these three access methods ensures the availability of
all existing documents when visiting a healthcare facility the
patient has not been to before. Patients with private health
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Figure 1: Schematic overview of the German infrastructure.

insurance, without an electronic health card, cannot use the
EHR.The patients themselves determine who is granted ac-
cess to the EHR. The patient defines who may access their
data and to what extent it is shown to a specific entity. Further,
patients can decide which data is uploaded into the EHR and
delete data they do not want anymore.

App Provider: The respective health insurance of the pa-
tient functions as the provider of the access app. Thus, there
is no central app for all German citizens, but as many apps
as there are health insurance companies. However, the health
insurance only provides the platform/infrastructure for man-
aging the EHR and does not have access to the data. Some
health insurances also provide desktop apps [23]. At the be-
ginning of 2023, there were 85 different apps provided by
health insurances [23].

2.2 Mental Models & Privacy
This section first introduces mental models and different in-
vestigations in the privacy context.

Mental Models & Investigations. Mental models are inter-
nal representations in the human mind used to explain the real
world to decide on how to act [25]. Specifically, in the scope
of mental models of technology, two model types are distin-
guished: (1) functional and (2) structural models [37]. The
former (functional models) mean that individuals know how
to use technology and its implications, yet detailed knowl-
edge on how the technology works is not present. The latter
(structural models) means that individuals have a detailed
understanding of how technology works. Consequently, hu-
mans have more or less accurate and detailed mental mod-
els [9,25,26,29]. Misconceptions in mental models might lead
users to behaviors that do not represent their actual needs [43].

Many existing studies investigated the mental models of
individuals in the scope of cybersecurity in different tech-
nological contexts in the scopes such as encryption [28, 48],

threat perceptions of PC users [44, 45], decentralized identity
wallets [27], adversarial machine learning [7]. All studies
highlight the importance and impact of mental models in
(in)secure behavior.

Investigations of Privacy Mental Models. Mental models
inform the behavior of users and profoundly contribute to
adopting new technologies [2, 26, 41, 49]. Privacy mental
models, in particular, have been shown to impact technology
usage in the scope of the digitization [3, 4, 10, 14, 15, 17, 19,
46, 47, 50, 51].

Early investigations particularly considered internet usage
and responses to threats [26] demonstrating that individuals
with a better technological understanding perceive more risks,
but do not necessarily take better precautions compared to
individuals with a lower understanding.

Many investigations of IoT settings and smart homes in
particular, showed that privacy concerns can form usage bar-
riers that hinder people [2, 41, 49]. The specific concerns are
rooted in the physical security of households or hackers gain-
ing access to IoT devices [50, 53] calling out the need for
the awareness of data collection, especially when data is sent
through the internet [19, 24, 33, 35].

2.3 Investigations of Digital Health Records
Several researchers investigated perceptions of patients and
healthcare providers regarding EHRs and PEHRs. In terms of
methods, either conversation-based interviews (cf. [30, 31]),
card-sorting exercises (cf. [13]), and online surveys [5] were
predominantly used to investigate the patient’s attitudes to-
wards EHRs. Not surprisingly, patients consider ease-of-use
as a dominant factor in adopting (P)EHRs [5, 34, 38].

The literature produced mixed results regarding privacy per-
ceptions which might be linked to cultural differences. Privacy
was frequently considered an important topic in the context
of digital health in general [34]. When asked for specific con-
cerns, study participants mentioned unauthorized access, e.g.,
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in case PEHR data volumes get lost [30], misuse of the data
stored in EHRs, e.g., exposing individuals with stigmatized
diseases [31], or increased health insurance contributions for
patients with treatment-intensive health conditions [22, 31].
This was shown in the countries Australia (EHR) [30], Canada
(PEHR) [5, 22]. These findings related to health insurance
perceptions further motivate our investigation because in Ger-
many the health insurances serve as providers for the access
apps, yet, should not be able to access all data. Privacy con-
cerns were expressed in the context of hacking attacks [6],
since hackers might attack EHRs to gain sensitive information
which are concerns similar to those expressed in the context
of IoT devices [50, 53]. American studies [13] showed that
American patients want to have granular privacy control over
how their health data is shared []. However, Swedish patients
perceived that health care professionals having access to their
EHR would be in the patients best interest and strict access
guidelines instead of access control would be a sufficient
security measure [30].

Further investigations, however, showed the opposite mean-
ing that individuals might not have privacy concerns because
they highly trust the central infrastructure and the Hippocratic
Oath from doctors [30]. This was shown for Sweden [30] and
Canada where patients stated to adopt the PHR based on trust
in the PHR platform [5]. Finally, while Canadian patients
were open for using the PEHR [5, 22], they were not aware
of the PEHR already existing and being available [22]. The
same was observed for Swedish patients [30].

Overall, this shows that different countries and cultures
need to be investigated individually because privacy percep-
tions – much as the concept of privacy in itself – are highly
individual.

2.4 Summary

There are many ways to realize EHRs. Germany uses a na-
tional infrastructure where health insurances serve as app
providers. Yet, related work repeatedly showed that patients
have different privacy concerns involving data access of health
insurance companies. This paper investigates patient percep-
tions of this unique infrastructure by capturing mental models
through drawing. This adds a new perspective to the litera-
ture because conversation-based interviews or surveys were
predominantly used.

3 Method

To understand German citizens’ existing mental models re-
garding EHRs, we conducted 21 semi-structured interviews.
The interviews consisted of five parts as detailed below. One
was a drawing exercise asking participants to sketch their
expectations of the German infrastructure. We recorded all
interviews with a microphone and a camera and took pictures

Table 1: Demographics of the sample.
ID Age Gender Occupation Highest Education

P1 18 m School Student Still at High School
P2 18 n/a School Student Still at High School
P3 18 f School Student Still at High School
P4 67 m Retired University
P5 26 w Student University
P6 27 m Student High School Diploma
P7 22 m Student High School Diploma
P8 27 f n/a University
P9 57 f n/a Apprenticeship
P10 23 m n/a Apprenticeship
P11 84 f Retired Accountant Apprenticeship
P12 89 f Retired Pharmacist University
P13 27 f Physical Therapist University
P14 54 f Teacher University
P15 52 f Teacher High School Diploma
P16 18 m School Student Still at High School
P17 53 f Teacher Apprenticeship
P18 55 m Manager University
P19 32 m Engineer University
P20 49 m Firefighter High School Diploma (FH)
P21 48 f Sports Therapist University

of the drawings (cf. Appendix A.1 for the complete inter-
view guide). On average each interview took 30 minutes, and
participants were compensated with 10C Amazon vouchers.

Participants & Recruitment. We recruited 21 participants
by advertising through mailing lists, social networks, and
word-of-mouth. All participants needed to be at least 18 years
old. Further, they had to reside in Germany and currently
actively use the German health care system by having at least
a family doctor. Nine participants identified as male, eleven
as female, and one preferred not to say1. The average age
of the participants was 41.41 years (min = 18, max = 89,
SD = 21.82).

The participants had diverse backgrounds with six being
students at school or university. Three were retired. Four par-
ticipants had a finished apprenticeship as highest education,
nine had a university degree, four had a high school diploma
and four were still in high school. Table 1 provides a detailed
overview. All interviews were conducted in German.

Affinity for technology was assessed by the ATI scale
which ranges from 1 to 6 [20]. Our sample had an average
ATI score of 3.48 (min = 2, max = 4, SD = 0.68).

Study Procedure. The procedure of the semi-structured
interviews was as follows:

1) Welcome & Consent: Before the interview, participants
were informed about their rights, the captured data, and
that they can abort the study at any time without negative
consequences. They were further informed that the interview
was audio-recorded and transcribed before analysis and that
the drawing exercise was filmed without capturing their

1There were further answer options (i.e. prefer to self-describe, and di-
verse). Still, none of the participants chose them.
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faces. This and further information were given to them on a
participant information sheet that included a consent form
that participants were asked to read and sign. Questions by
participants were answered during this process.

2) Warm-Up: At the beginning of each interview, participants
were asked questions about how their family doctor stores
their patient data. Next, we asked about their knowledge and
usage of the digital patient file. Afterward, they were given
a printed information text on the general idea of EHRs in
German, meaning that EHRs are stored electronically. Details
of the infrastructure were not included in this part to not bias
participants.

3) Drawing Exercise – Expectations: Based on the general
information text participants read, they were asked to draw
a model of the EHR based on their personal expectations.
To make it easier for them to get started, they were handed
prepared entity pictograms (i.e., doctor, health insurance,
patient, generic server, generic devices, and patient file) as
well as distractor pictograms next to a sheet of DIN-A4 paper
and pencils in various colors as recommended by related
work [33, 52]. Further, they were instructed to draw their
model in the following scenario to make it easier for them: a
doctor wants to access an existing EHR because this doctor
is visited for the first time. To get a better understanding of
the drawn models, participants were asked to think aloud [8]
while drawing such that we could understand their thinking
process. When asked to explain their thoughts on how entities
are connected, some participants drew arrows. Additionally,
they were asked follow-up questions after finishing their
drawing to ensure all drawn parts were explained in detail.

4) Infrastructure Perceptions: To round off the interviews, the
interviewees were then shown the real model of the German
EHR infrastructure as seen in Fig. 1. The infrastructure was
explained to them using the scenario of visiting a new doctor
as detailed above. After the interviewer has made sure that the
interviewee understood the model, the interviewee was asked
follow-up questions specifically considering their perceptions
of the real infrastructure. The interview was concluded by
asking participants about ideas for improving infrastructure
and whether this would change the interviewee’s willingness
to use EHRs. Before the interview ended, participants were
given a chance to add any further comments or statements.

5) Demographics & Compensation: The recording then ended
and participants were handed a tablet to answer a demograph-
ics questionnaire. As the last step, participants were compen-
sated by an Amazon voucher with a value of 10C (roughly
10 US dollars).

Data Analysis. Before the analysis, we first anonymized all
captured data. Audio transcripts were transcribed into written

form. To ensure participant identification is not possible by
their handwriting in their drawn models, their writing was con-
cealed by machine text. Next, two researchers independently
analyzed the properties of the sketches by listing entities cho-
sen and drawn by the participants, the purpose of the entity,
and its communications. The researchers compared their lists
and resolved disagreements in a meeting. Next, it was ana-
lyzed whether participants had functional or structural mental
models [37]. For this, the transcripts were also considered to
make sure that there are no misunderstandings.

The transcripts were also analyzed by thematic analy-
sis [11]. In the first round, we conducted open coding by
assigning codes to meaningful and relevant concepts focus-
ing on our research questions. One researcher who was fa-
miliarized with the data generated an initial codebook. The
codebook was then verified by a second researcher who was
present during some of the interviewers and also had familiar-
ized themself with the transcripts.

This codebook comprised 16 codes (see Table 2 in Ap-
pendix B). Following the methodology guidelines for con-
ducting thematic analysis [11], one researcher applied the
codebook to all statements. This was then verified by the
second researcher and disagreements were resolved. Please
note that guidelines for thematic analysis advise against dou-
ble or multiple independent codings and using the inter-rater
reliability to prove reliability [12, p.278-279]. This is be-
cause qualitative research acknowledges the influence of the
researcher on the process [12]. Finally, four themes emerged
from our analysis: (1) the role of health insurance companies,
(2) the role of patients, (3) perceived risks, and (4) knowledge
gaps and misconceptions.

Ethical Considerations. We took several precautions to
protect the identities of our participants. Audio recordings
were anonymized and transcribed before analysis. The partici-
pants’ handwriting in the sketches was concealed by machine
text. The consent form had detailed information about the
data captured in the study, and the participants’ rights and
was compliant with the GDPR and national data protection
laws. The consent form further mentioned that the study could
be aborted without any negative consequences.

Since the study does neither have any risks beyond normal
every day nor cause psychological harm, our institutions did
not require formal IRB or ERB approval for the kind of study
that we did. However, as stated above, we adhered to the
strict (inter)national data protection laws and followed best
practices for research conduct and transparency.

Limitations. Like most qualitative and exploratory investi-
gations, our study is subject to several limitations that must
be considered when reading our results.

First, our study is based on self-reported data, which might
be biased due to social desirability, availability bias, and
wrong recalls or self-assessments. Consequently, our data
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only reflects the highly subjective views of our participants.
Further, none of the participants had experience with using
the German EHRs, hence their assessments are based on their
expectations and might be different in case they actively use
the EHRs. Yet, we wanted to capture patients’ intuitive expec-
tations of this new infrastructure since this also contributes
to adoption. Still, especially in evaluating mental models, dif-
ferent subjective models of a concept like the digital health
record are beneficial for research on how to counteract respec-
tive misconceptions or knowledge gaps. Having comparable
experiences is quite challenging due to the high number of
health insurance companies and the respective high number
of EHR apps. Nevertheless, future work should investigate
the actual usage of German EHRs.

Second, while we tried to recruit a diverse sample, our
sample might not be representative of the entire German pop-
ulation. Still, our exploratory investigation served as a first
step to investigating mental models of the Germans EHR in-
frastructure. Future work should investigate a representative
sample.

Third, our investigation considers the specific use case of
Germany and the German infrastructure. Based on that, our
results regarding the perceptions are limited to the German
system. However, the perceptions of the participants regarding
the specific infrastructure can be used to inform the design of
other infrastructures as well.

4 Results

The section details the results of the interview study and
the drawing exercise. We first describe the sketches of the
expected infrastructure. Next, we detail the results from the
thematic analysis theme by theme. Whenever meaningful, we
provide quotes from the participants that were translated from
German. We further provide quantities of mentions to give the
reader an impression of how often a specific aspect came up
during the semi-structured interviews. However, this should
not be mistaken as an attempt to quantify our results. RQ1 is
answered in 4.1, 4.2, and 4.3. RQ2 is answered in 4.4, and
RQ3 is answered in 4.5.

4.1 RQ1 - Overview of the Sketches

The sophistication of the participants’ sketches was quite
diverse. Fig. 2 provides some examples. None of the models
intuitively described the German infrastructure correctly.

Functional vs Structural Models. Out of the 21 partici-
pants, only five participants (P4, P5, P7, P16, P18) had a struc-
tural mental model of the EHR which however had several
parts that do not correspond to reality. The functional mental
models were as their definition says quite simplistic. Most
of them just listed a few entities with arrows between them.

Some participants with functional models actively voiced
knowledge gaps (see Sec. 4.4). A few with structural models
(e.g., P5 in Fig. 2b) explained in detail how the data exchange
and data management work in their understanding.

Entities. Intuitively, participants chose different entities to
be part of their mental model. All participants included pa-
tients, doctors, and a central server. Most participants included
the health insurance company in their sketches. However, all
participants verbally mentioned that health insurance has a
role in the infrastructure. Few participants also included other
healthcare providers, such as emergency doctors or pharma-
cists because their access is needed in certain situations. Many
participants integrated a smartphone to have data access. Two
participants integrated a “national authority” (P3, P19). For
a full overview of all entities drawn by individual participants,
the reader is referred to Table 3 in Appendix C. This table
also included access rights and data storage locations.

Similar results were found regarding mental models of
decentralized identity wallets, where participants also con-
sidered different entities as part of their mental models, and
reflected on the trustworthiness of these entities [27].

Storage Location. The participants sketched and men-
tioned several locations when it came where the EHRs are
stored. Most participants mentioned “a central server” hosted
by authorities, sample comments mentioning the central
server are:

P7: “I want it [the EHRs] to be managed by a public au-
thority, that would be my dream, like the public health
authorities.”

Further participants considered the “health insurances”
(P8, P11, P16) to host the EHRs, e.g.:

P11: “The server is hosted by the health insurances because
those should be trustworthy.”

P8: “By the health insurance, or somewhere else, I don’t
know where exactly.”

Two participants (P12, P14) considered the doctors to store
the EHRs, while some participants considered several storage
locations, instead of one, such as “on a chip card2 and a
server” (P18), or “on a mobile device, the patient card, a
server and with the health insurance” (P6).

Access. Data access was an essential topic in most inter-
views. Considering the expected data access, the first group of
participants expressed an unspecified access to EHRs by dif-
ferent entities like “health insurances” (N = 5), “patients”
(N = 4), and “doctors” (N = 3). Some participants also
mentioned “hospitals” (N = 1), “pharmacists” (N = 1) and

2By this, they mean the German health care chip card that each member
of a statutory health insurance has.
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(a) Functional Mental Model P1 (b) Structural Mental Model P5

Figure 2: Participants’ sketches showing examples of their mental models. We replaced participants’ handwriting with digital
labels to enhance readability, and provide participant anonymity and for translation purposes.

individuals close to the patient, such as “family members”
(N = 1) and those with access when the “patient gave consent”
(N = 1). Yet, most participants expected doctors only to have
access if the “patient grants it” (N = 12).

When asked about specific access rights, the patients con-
sidered different entities to have complete read and write
access to their EHRs, namely health insurance companies
(N = 2) and patients (N = 4). There were also various ex-
pectations towards doctors (N = 4), doctors in charge of the
patient (N = 1), and doctors in emergency situations (N = 1).

Participants expressed various entities to have complete
read access only to their EHRs, particularly health insurance
companies (N = 3) and patients (N = 1).

Access Control. This brings us also to the topic of access
control rights. Here participants had several ideas on who is
managing access control to their EHRs.

Most participants considered the patients to be somehow
involved in controlling access rights, such as:

P7: “The best way, at least the way I hope, is that the patient
first has to confirm somehow that he [the doctor] is
allowed to do that [access the EHR].”

P14: “And [the doctor] should only have access to the server
via the patient. So if the patient says, ’yes, okay’ then
the doctor can access it.”

Among them, some participants made a connection to ex-
isting granting of permissions in the medical context required
by the GDPR, such as:

P8: “I have to sign such documents all the time and consent
that my data is shared. Because of that, I added that to
my model out of habit.”

Yet, some participants also considered doctors and health
insurance companies to have access control rights.

P11: “Basically, I would say the family doctor. That’s the
one, right? But if he should give me the documents for the
next doctor, he practically hands that over, does he? [...]

In principle, the health insurance company is probably
the highest, which also has a little bit of control over it.”

P16: “And if one is then with the physician and the physician
asks, ’I need or I would like to have access to provide
treatment’, then the physician can put a request to it,
which must be confirmed by the patient and by the health
insurance.”

Similar to our results access control played an impor-
tant role in the mental models of decentralized identity wal-
lets [27].

Delete. One participant (P19) mentioned that patients
should be allowed to delete records.

4.2 RQ1 - Theme 1: The Role of Health Insur-
ance Companies

The first theme identified in our analysis considers the specific
role of health insurance companies within the infrastructure
of EHRs specifically considering privacy and trust aspects.

Privacy towards Health Insurances. A slight majority of
participants considered privacy towards health insurance as
essential. Particularly, they were concerned that by having
access to detailed patient data, health insurance companies
might increase the contributions of patients with certain dis-
eases or risks. Sample comments are:

P17: “The health insurance and access to the data, I think
that’s kind of pretty difficult. [...] You might be catego-
rized differently in terms of contributions, so at least
when you apply for health insurance, I think that’s very,
very tricky if they had access to [the EHRs].”

P18: “The health insurance company needs no information
at all, except about what is needed for billing. That’s
all they really need. It’s nice when the health insurance
company cannot access the content. In the best case, the
information that the health insurance company needs
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is sent to them from the server. That’s how it would be
desirable from my point of view.”

These results confirm concerns regarding the contributions
to the health insurance companies from related work that
investigated Australia [30] and Canada [5, 22].

Health Insurances as Trust Anchors and Backup. The
remainder of the participants, however, voiced opposite opin-
ions, specifically considering the health insurance compa-
nies as a trusted entity that also observes whether health care
providers, such as doctors act genuinely:
P5: “Access for the health insurance would probably be

good, if that is somehow regulated in such a way that
the health insurance automatically, if that is officially
your health insurance, also always has access to your
file, because I can imagine that for emergencies, if you
yourself somehow don’t have the possibility to authorize
it, it’s kind of stupid if your health insurance doesn’t
have access to it, besides, it feels like it has access to all
things anyway, right?”

P16: “The server is provided by the health insurance because
people trust it or at least it should be trustworthy.”

Trust playing a role in mental models was also observed in
comparable studies [27].

Health Insurances as App Providers. As evidenced by the
privacy issues regarding health insurance companies and the
opposite opinions regarding trust anchors, it is challenging
to provide a solution that fits the needs of all individuals.
Some participants also commented on the health insurance
companies as app providers. The first group considered this
to be a negative aspect:
P19: “If health insurances have access, they could change

the contributions for each individual. I don’t trust that
all health insurance companies will be completely trust-
worthy 100% of the time. I don’t trust that they wouldn’t
try to get some kind of benefit through the app provided
by them.”

Several participants even suggested that the app provider
should not be the health insurance companies:

P16: “There should be a law, which describes the all guide-
lines exactly. Yet, health insurance companies might
maybe find some loophole, you never know. So it’s not
that I suspect that they will do that [...] I trust the state
more than the health insurance companies, which are
still an institution somewhere, which also have to earn
money.”

P20: “Of course [the health insurance] needs some access.
That is convenient, but I don’t think that it should be in-
volved in providing the app. I think that is very critical.”

P17: “The health insurance company is only allowed to see
prescriptions. I find that somehow strange that they then
provide the app.”

4.3 RQ1 - Theme 2: The Role of Patients
The second theme revolves around the role of the patients
within EHR infrastructures.

Control by Patients. First, participants expressed to have
a variety of benefits of using the German EHRs specifically
focused on the control exerted by patients:
P5: “I really like that the patients can authorize doctors.

They can also use the app to revoke that.”
P7: “And then I can simply change policies by the app?

That’s really awesome.”

However, since patients using the EHR have quite a lot of
responsibility, this might result in problems, because patients
could be overwhelmed:

P8: “On the other hand, it could also be too much for people
who do not have an overview of what could be important
or not. Where it is then perhaps easier to have all the
findings and then can if they are generally not so familiar
with digital media.”

P14: “That is way too complicated for – and I’m not even
careless – but there are people who think about it even
less than I do, I think. So, it is much too complicated. In
the end, the patient probably can do everything.”

Data Deletion by Patients. Patients are allowed to delete
data from their EHRs. Some participants expressed concerns
in connection with that, specifically fearing that people might
“mindlessly” delete data that might, later on, be important or
otherwise negative impacts on patient care:
P21: “It might happen that important things are deleted, I

mean information that is important for the doctor.”
P13: “I just don’t know whether it should be possible to

delete these things as a patient, which I see a bit critically.
I think it is important to archive such sensitive data.”

This risk is also reflected in official documentation pro-
vided to healthcare professionals specifically instructing them
to make sure to have the data also locally stored at their prac-
tice [21].

Further participants feared that patients maliciously manip-
ulate their files to gain a benefit:
P12: “And that can’t be right. There are professions where

you need a health certificate. I needed one of those, for
example. And if there are things in your patient file that
contradict that, then you simply delete them. And apply
for a job with a deleted patient file. That can’t be good.”

P3: “Patients should not delete information, they could re-
peatedly have prescriptions for prescription drugs writ-
ten for them.”

However, data deletion by patients was not completely per-
ceived in a negative way. Two participants liked that patients
have the right to delete their data:
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P16: “Otherwise, I think it’s good that the patient has so
much control over the document. Because they have all
the information, they can say whether they want the doc-
tor to see the document, and then they can delete it if
they no longer want to have it. I think that’s good.”

P20: “If something not needed is registered, then, of course,
it will be deleted. This does not contribute to finding
the truth about someone who is lying unconscious some-
where.”

4.4 RQ2 - Theme 3: Gaps & Misconceptions
As already stated above, the intuitive expectations of the in-
frastructure often did not match reality. Below, we detail
knowledge gaps and misconception expressed by participants.

EHRs in Germany Are Not Available. None of our partic-
ipants did use the EHR, although it was introduced in January
2021, which is more than one year before our study. The vast
majority of them have not even heard about it. Here, several
participants struggled to believe that the EHR is indeed avail-
able in Germany, leading to interesting conversations with the
experimenter:

P20: “I really like the idea and would welcome its introduc-
tion.”

P18: (after experimenter tells that the EHR is available for
all patients in Germany) “I just don’t believe it.”

How Does Authentication & Authorization Work. Partic-
ipants directly expressed several knowledge gaps they were
aware of. This was in the context of authentication and autho-
rization where participants struggled to explain how such a
procedure might be done ...

P5: “I know so little about it [health records], I don’t
know, for example, whether, well, because that must be
password-protected somehow, or otherwise protected.
[draws] I just noticed that I have a knowledge gap be-
cause I don’t know where or how one could authorize
the doctor.”

... but also in the context of consent, where participants
expressed difficulty to explain when their consent is needed
and when not, e.g.:

P9: “That’s kind of a big question mark for me because I
don’t know, I mean I know that somewhere there are
agreements, a declaration of consent is made, also that
others are allowed to access it. What exactly the guide-
lines are, I don’t know.”

Doctors Have Full Control. Participants had various ideas
on how doctors are involved in access control as mentioned
above. In particular, doctors were given more power and more
authority compared to reality:

P11: “Basically, I would say right from the start, the GP
[controls it]. But if he could give me the documents for
the next doctor, he practically hands them over.”

P4: “Patient don’t have access to it. They just have to sign a
consent form.”

One participant even said that doctors – once authorized –
can also view the data offline:

P6: “I mean, even if it [the health record] is not online, the
doctor can still see the data if he wants to. That’s why
I would say that the doctor always has to sign a dec-
laration of consent confirming that everything remains
anonymous and is not passed on to third parties, that’s
what I would say. He can always call up the data.”

Emergency Access is Available. Two participants explic-
itly mentioned that emergency doctors have access to their
data in case they are unconscious. However, the data can only
be accessed in cooperation with the patients:

P4: “If I have an accident, it would make sense if I wouldn’t
have to give them [the emergency doctors] any access
authorization at all, but that they have access to my
medical records via a special access right, so that they
can act immediately.”

P7: “So it would be cool if an emergency doctor could do
that, for example, if they somehow arrive at an emer-
gency scene or something and can then call up some-
thing in that direction. That would certainly be very
practical.”

App Control is Impossible. When explained that the ac-
cess control is done via an app or physically via the health
insurance card, some participants still struggled with this:

P12: “Using an app [to grant access], but the patient can’t
do that. What sense does that make? Nobody can grant
access rights through a smartphone. No one is allowed
to do that.”

Health Insurance Have All-Access. Most misconceptions
expressed by participants were in connection to health insur-
ance companies. Several participants thought that the health
insurance has full access to their EHRs because this is needed
for billing:

P11: “In principle, the health insurance is the highest entity
which also exerts most control.”

P12: “The health insurance must be involved [in storing
and managing the EHRs]. They have access to the data
anyway through the prescriptions from the doctors.”

This seems to be related to a general misconception about
the data that German health insurance companies can access
that is already present with analogue patient records. As stated
in Sec. 2.1 health insurances do not have access to patient
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records. Perhaps interestingly, here misconceptions from the
analog world diffused into the digital world.

Similar to the privacy aspects of health insurance compa-
nies, some patients saw full access as a requirement for health
insurance companies to calculate their contributions:

P2: “The health insurance companies also because they
often want to know what kind of illness people have or
whether people have any illnesses to somehow set the
contributions accordingly or so that they can adjust to
what will happen in the future.”

4.5 RQ3 – Theme 4: Perceived Risks

Besides the risks associated with the roles of the insurance
companies and patients, participants perceived further risks
based on the central storage of the EHRs and third parties.

Centralized Storage. Some participants considered the cen-
tral storage of the German infrastructure to be problematic in
the context of security:

P3: “Therefore, my problem is not the handling with [the
data], but rather that it is only stored in one place and
that this is, so to speak, probably then quite or much
easier to attack than paper files.”

Based on that, participants had various expectations and
suggestions in the context of security, such as “using encryp-
tion” (P5) or “something similar to two-factor authentication”
(P19), or “letting doctors only access EHRs of patients who
are physically present” (P19).

Further, participants wanted that doctors have additional
local files, such that too sensitive information does not get
uploaded to a central entity:

P14: “Overall, I like the idea of a general server, but I think
that he [the doctor] should have a private file. Private,
to store sensitive data. I don’t want that everything I’m
telling my doctor ends up on a server. No way!”

Third Parties. Participants expressed that there might be
further privacy risks if third parties, such as hospital providers,
commercial operators, or the employer get access to the data:

P18: “But these are also some purely commercially operated
hospitals, and of course, you can’t trust them, I say.”

P14: “The health insurance company is a problem because if
they know too much about a patient, which is already the
case today, they may not accept him or her. Who knows
what prejudices they may have? And also, I would like to
say again here, the working world, employers, and so on,
they should not be allowed to know everything either.”

Participants further praised that information about them
might become more easily available when needed:

P14: “Of course, I think it’s great when I imagine I have an
accident and then my name is entered and then every-
thing that has been stored so far appears. And from this
information, be it just my blood group, my life could be
saved. I think that’s great.”

P1: “So I mean, you can perhaps also determine diseases
that are perhaps somehow related, also sooner as a doc-
tor alone.”

Finally, some participants liked they do not need to bring
any existing doctor’s letters or other kinds of documents with
them and that burden is taken away from them:

P18: “An advantage is that the patient does not have to
bring anything.”

P5: “I’m also like that, I tend to lose documents and then
need to look for them forever. And I imagine that it’s very
practical to have them somehow online.”

Missing Assurance. Similar to other existing studies about
data sharing in different domains [19, 24, 35], we found that
participants want options for (a) consent sharing and (b) as-
surance about the status of their EHR:

P18: “At the moment, the patient basically has hardly any
control options. He can look at these documents and
delete them, but he doesn’t know whether the server
always shows all the documents. [...] He probably has, I
don’t know, any knowledge about what is stored on the
server and who has looked at it or so, so he is only at
the end and he gets access to his data via an app. But
who says that the data is displayed in full or that it then
becomes transparent?”

5 Discussion

In this paper, we explored the mental models of German
EHRs, which is a national infrastructure that stores the health
data of all German citizens wishing to use it. In the remain-
der, we discuss the management options of the German EHR
by app and health card, perceptions of the role of health in-
surance companies, data manipulation, the involvement of
patients, and their privacy implications. We further provide
key takeaways and recommendations for digital infrastructure
providers, e.g., developers and system designers, and health-
care providers. Finally, we compare our findings with results
of similar studies conducted in other countries.

App- & Card-based Management. Patients can use an app
from their health insurance company or an electronic health
card to authorize access to documents in their EHR. While the
electronic health card is an easy and existing way to authorize
data access, it also comes with many limitations. Patients
must be physically present at the doctor’s office to manage
their documents. Since doctor visits are already quite limited
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in terms of duration, it is questionable whether doctors would
indeed take more time to allow patients to browse and manage
their data. While having card-based access is a possible fall-
back mechanism, it is unrealistic for actual usage.

Within the context of other IT systems in Germany, having
such an app is quite a unique aspect. No participant initially
thought that access is controlled this way. Having health in-
surance companies as app providers results in tension because
(a) the companies only should have access to data needed for
billing purposes, yet (b) the app allows patients also to add
or delete documents. Consequently, patients need to trust that
health insurance companies do not access this data.

The decentralized infrastructure was criticized by our par-
ticipants for several reasons: trust assumptions are made to-
wards health insurance companies, and there might be impacts
on convenience or ease of use. Further, certain groups of in-
dividuals are excluded, development and maintenance come
with challenges, and the apps create attack vectors. Finally,
the current infrastructure did not match the participants’ men-
tal models which in turn might result in a low adoption as
also shown in related domains, such as encryption [28, 48].

� Takeaway 1: Challenges for Chip Card Users
Patients with the electronic health card only get a very
limited service and are dependent on their doctors to
exert control over their EHR.
Recommendation 1: The government should offer
different possibilities for EHR access (e.g., smart-
phone & desktop apps, options for people without
technical devices like kiosks). Patients should not
depend on any healthcare provider to manage their
EHRs.

Perceptions on Role of the Health Insurance Company.
While most participants expressed concerns that insurance
companies might use EHRs as part of their business model,
some participants considered them to be a trusted supervisory
authority that ensures the doctors do not break policies.

To dive into this more deeply, we need to understand the
details about the German health insurance system given in
Sec. 2.1. Further, we have to note that patients with statu-
tory insurance always get the electronic health card which is
needed to use EHRs. Private patients rarely get such a card
meaning that the EHR is for patients with statutory insurance.

As stated above, private insurance companies rely on pre-
existing conditions when making the decision to insure an
individual or calculate contributions3. Consequently, it is al-
ready part of the business model. Current contribution models
are not dynamic because private health insurance companies
are only allowed to increase contributions if they can prove

3While it is legally challenging to refuse patients, the monthly contribu-
tions can get quite high, so some individuals choose statutory insurance in
case of pre-existing conditions.

that the overall costs are rising. Hence, it is not allowed to
consider new conditions. Since private insurance companies
currently are not part of the EHR, private patients do not have
to fear consequences like changing contributions. Further, it
is not allowed by law. However, the benefits of EHRs should
also be available to patients with private health insurance, and
the infrastructure should consider that.

Health insurance companies need certain information about
patients to deliver their service as rightfully assumed by our
study participants. Yet, the information the statutory insur-
ances receive is limited to that needed for the billing pro-
cess [39]. The German infrastructure models this process, yet
participants particularly struggled that health insurances pro-
vide the app to serve as a data controller. When installing the
app, consent forms might ask patients to consent to share more
data with health insurance companies than needed. Consider-
ing that most participants had a wrong mental model here, it
might be easy for a health insurance company to get consent
from their clients. Further, health insurances in Germany also
have optional bonus programs rewarding patients for specific
actions, e.g., yearly check-ups or being a sports club member.
Currently, insurance apps promote these programs allowing
them to combine even more data.

Besides the results from our study, this results in more
problems: first, patients no longer having German health in-
surance might lose access to their EHRs which is difficult
from the GDPR perspective. Second, the landscape of differ-
ent apps is fragmented since 85 insurances offer EHR apps
which also defeats the cost reduction efforts of EHRs. Third,
the development, maintenance, and test process for the apps
is challenging because patients might have issues with data
that the health insurance is either legally not allowed to be
seen or the patient does not want to share it, and fourth, as
stated above individuals that do not want to or cannot use an
app have challenges to overcome in case they wish to exert
control over their data.

For the reasons above and a better alignment with patient
expectations, there should be a central infrastructure. Access
software, such as apps, should be provided by an independent
provider, e.g., the one that also provides the server. Further,
API documentation should be published in case individuals
wish to use their own system to access their EHR. For this, a
central access control system is needed that allows authenti-
cating patients to prevent data leakage to others.

� Takeaway 2: Insurances Should Not Provide Apps
Having health insurance companies as app providers
is a challenging aspect that raises several concerns
because there is tension between their responsibilities
as app providers and patient privacy.
Recommendation 2: A central access and manage-
ment option should be provided by an official entity
different from the health insurance company.
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Data Manipulation. Some participants considered their in-
surance company a controlling entity that ensures doctors act
genuinely. Currently, it is challenging to reveal error-prone
data without the knowledge of a healthcare professional. In-
surance companies cannot have this function either because
of the trust aspects. Further, patients rightfully have a lot of
power over their data. While most patients likely act genuinely,
there might be cases where patients maliciously manipulate
their files. Further, even if patients act genuinely, they might
misjudge the importance of the stored data. Official docu-
mentation for doctors instructs them to make local copies of
documents to ensure their availability. However, doctors are
human as well and might forget this. A possible solution for
that is allowing patients and healthcare professionals to mark
certain records for verification by a trusted third entity that
can trigger an investigation in case a record is suspicious.

� Takeaway 3: Dispute-Resolution is Needed
Patients and doctors might add or remove data that is
useful and needed.
Recommendation 3: Methods for record verification
should be provided. Further, if access is granted to
doctors, a local copy should be stored automatically.

Patient Involvement. Data access to the German EHR with-
out patients is impossible. This gives patients the ultimate
power over their data which was requested by patients stud-
ied in other countries [13]. Yet, as also commented by our
participants, in health care, there might be situations where
the patient is not available, but data access is critical, for in-
stance, in case of an accident. Currently, there is no way for
doctors to access the EHR. Similar to other scenarios with
fallback access, there might be a scratch field on the patient’s
electronic health card that allows data access. A scratch field
is a hidden field on the electronic health card similar to a
scratch card. In an emergency, doctors could access the EHR
by physically uncovering credentials under the scratch field
to ensure the best possible patient treatment. Patient could
see that someone uncovered the credentials, since removing a
scratch field is irreversible.

� Takeaway 4: Provide Emergency Access
The ultimate power of patients limits data access in
an emergency situation.
Recommendation 4: Provide a secure and easy-to-
use way for emergency data access.

German Perceptions vs Other Countries. This section
compares our results to related studies conducted with Cana-
dian [5, 22], American [13], and Swedish [30] patients.

Similar to our participants, for Canadian patients the
biggest motivator for adopting PHRs is having access to their

own medical data, and perceiving the PHR as useful in terms
of usability, functionality and accessibility [5]. This is re-
flected in our findings by participants liking the extend of con-
trol patients have over their EHR and also confirms the find-
ings of the American studies [13]. Our participants perceived
the necessity of trusting health insurance companies as criti-
cal, since they function as providers of the different German
EHR applications. This contrasts results from Canada [5].

Perhaps interestingly, since EHRs are quite new, Cana-
dian [22] and Swedish participants were not aware of their
digital infrastructure similar to our participants [30]. This
implies that right now participants do not use the EHR. Re-
sulting in their mental models not having impact on their
behavior. Since we evaluated some of their misconceptions,
future research can develop measures to counteract those and
therefore get patients to use the EHR.

The similarities in our results we found compared to stud-
ies from other countries, show that our four takeaways based
on patients mental models of the German EHR can also be
applied in a broader context. However, we would like to add
that the specific cultural context also should be carefully con-
sidered when designing EHR infrastructures.

6 Conclusion & Future Work

This paper investigated mental models of electronic health
records (EHRs) of German citizens in the context of intro-
ducing nationwide centralized EHRs. In this investigation,
we focused on aspects related to data sharing, privacy, access
management, and trust. We interviewed 21 individuals that
currently reside in Germany and use the German health sys-
tem. Using semi-structured interviews and a drawing exercise,
we captured the mental models of patients identifying four
core themes.Mostly, participants had incorrect ideas regarding
the role of health insurance companies. In Germany, they can
only access the data needed for billing purposes, yet partici-
pants thought that health insurances have all access, manage
the EHRs, or even act as a trusted authority. In the German
EHR system, health insurances serve as app providers. The
apps can be used by patients for policy management of their
EHR. This results in tension between the insurance company
as an app provider and the fact that they only have limited
data access. Further, patients in Germany are allowed to add
and delete EHR documents. This was critically questioned by
many participants who feared a negative impact on diagnoses.

Based on our investigation, we provide valuable insights
in the form of recommendations for digital infrastructure
providers, such as developers, system designers, and health-
care providers. Future work should specifically investigate
possibilities for dispute resolution, e.g., in case a patient or
doctor adds non-credible data. Further, mental models of other
types of infrastructures should be captured and compared with
the German ones.
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A Study Materials

A.1 Interview Guide
This section provides the interview script using for the semi-structured interviews.

• Welcoming & Consent (not recorded)

– Welcome to this interview and thank you very much for participating. The interview will start with an introduction,
where you will be asked some general questions about the topic and you will get some information about it. Then,
follows a part in which I ask you to draw something here on the paper. Further, I’ll ask you some questions about
your drawing. At the very end, I’ll ask you to fill in a short questionnaire about yourself. There are no right or wrong
answers, I’m always interested in your personal opinion.

– Please read this information sheet completely and sign it. If anything is not clear, please ask me.

– Once, you’re ready, I’ll start the recording and let you know.

• Warm-Up (audio-recorded)

– I’m starting the audio recording. Do you agree being recorded?

– To get us started with the topic, I would like know: Do you know how your primary care physician stores your patient
data? (Possible help, if participant struggles: Does they use paper files or maybe a PC or something else?

– The main topic of today’s interview are digital health records (German: elektronische Patientenakte, short: ePA).
Have you heard about the digital patient file – short ePA – in Germany?

* (If yes:) Can you briefly describe what it is?

– Have you ever used any kind of digital patient file?

* (If yes:) Do you use it regularly or just once?

– The participant gets the following information text about the ePA and is asked to read it: The electronic patient file
(ePA) stores all important information on a patient’s state of health and medical history. The idea is that data, such as
medications taken, previous treatments or the results of imaging procedures are always available when a patient visits a
doctor. Unnecessary multiple examinations and duplicate treatments can thus be avoided. Possible interactions between
different medications can also be better taken into account in advance. The bundling of health-related information
in the ePA is also expected to improve care in general. For example, the maternity passport, the yellow examination
booklet for children, and the vaccination record will be available digitally from 2022. The most important medical
data will be stored regardless of location and can be accessed from anywhere. The text is taken from official online
documentation [40].

– Do you have any questions regarding the digital patient file? (Questions about technical details were postponed to
after the interview to not bias participants.)

• Drawing Exercise (audio- and video-recorded)

– Now, we start with the second part of the interview. Now, I’m interested in your idea, how the ePA works. For this,
I’m asking you to make sketch of that using the paper and pens in front of you. We also have a few icons you can
optionally use to make drawing easier for you, but this is optional. As explained before the interview, the drawing will
be filled but your face cannot be seen. To make it a bit easier for you, we consider the following scenario: Assume a
patient visits a new doctor who wishes to access an existing patient record. Do you have any questions regarding that?

– While drawing please think aloud and explain me what you draw and why. The experimenter asks questions about the
entities and data drawn by the participants to get a full understand of the participant’s ideas, such as:

* What happens with files?

* Where are files stored?

* Who has access to the files?

* Who is allowed to manage the files?

– Thanks for explaining everything to me.
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• Infrastructure Perceptions (audio- and video-recorded)

– The participant is shown and explained the real model of the digital patient file based on Fig. 1:
In this part of the interview, we take a look at the real German infrastructure using the scenario from before. The
doctor requests a document from the ePA from a central server via their patient management system. All patients’ ePAs
are stored on this central server. There is one authorization database that defines the authorizations for different actors
on different types of documents. There is also a policy for each document, on which individual access permissions
are defined. Based on these, the server checks the authorization of the request and, if necessary, sends the requested
document to the doctor. Patients use a mobile app from their health insurance company to create and edit authorizations
for their documents. They can also use the app to view and delete all documents. Hence, the app changes the policy
stored on the server accordingly or deletes the documents. Do you have any questions about that?

– Would you like to use this infrastructure?

* (If yes:) Why?

* (If no:) Why not?

– Let’s look at this infrastructure together. If you could decide yourself about the structure, access control management,
etc., is there anything that you would like to change? If so, why? You can also just draw these changes on the paper.
How does this influence your willingness to use the ePA?

– Do you have further comments or questions?

– I’m stopping the recording.

• Demographics & Compensation (not recorded): Participants are asked to fill in the demographics questionnaire and the
reimbursement form.

B Codebook

This section provides the codebook used to analyze the transcripts.

Table 2: Table displaying the qualitative codebook.
Code Description #

data_exchange Participant explains how and between whom data is exchanged in the
participants model

4

disapproval Participant explains reason to refuse using the EHR 4

data_storage Where the EHR is stored in the participants model 34

privacy_awareness The participant wants to explicitly protect specific data 15

expectations Requirements the participant expects from the infrastructure 22

access_rights_allocation How access to the EHR is granted to different stakeholders in the partici-
pants model

43

terminological_misunderstanding The participant had a different understanding of a specific term 25

knowledge_gap The participants claims to not know something 22

editing_ability Who can change the information in the EHR in the participants model 41

perceived_advantage The participant perceives a feature of the EHR as an advantage 12

modification_idea The participants has an idea for improving the real model of the EHR 26

positive_attitude The participant has positive feeling towards using the EHR 30

skeptical_attitude The participant is skeptical about aspects if the EHR 17

access_rights The participant talks about who may access the EHR 84

access_method The participant describes methods to access the EHR 23

risks The participant perceives something as critical 31
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C Additional Results

Table 3: Table displaying the entities of participants mental models, their access right, and the storage location of the EHRs. 4
denotes read access, v denotes write access, and � denotes access management.

ID Entities Access to EHR Storage Location

P1 patient  , doctors ×, server á, health insurance ¾ doctors ×, health insurance ¾ server á

P2 patient  , doctors ×, server á, health insurance ¾,
smartphone Q

patient   4 v, doctors × if granted, health insur-
ance ¾ if granted

server á

P3 patient  , doctors ×, server á, health insurance ¾,
national authority ÿ

doctors × if granted server of health insurance ¾

P4 patient  , doctors ×, server á, health insurance ¾,
smartphone Q, emergency doctors ×

doctors ×4v, emergency doctors ×4 v server á

P5 patient  , doctors ×, server á, health insurance ¾,
smartphone Q

doctors × if granted, health insurance ¾ server á

P6 patient  , doctors ×, server á, health insurance ¾,
smartphone Q

doctors × if granted server of health insurance ¾, chipcard, smartphone Q

P7 patient  , doctors ×, server á, health insurance ¾,
smartphone Q

doctors × if granted, family, emergency doctor ×,
family

server á

P8 patient  , doctors ×, server á, health insurance ¾ patient  , doctors × if granted server of health insurance ¾

P9 patient  , doctors ×, server á, health insurance ¾,
smartphone Q, hospital

doctors × if granted, hospital if granted, health insur-
ance ¾

server á

P10 patient  , doctors ×, server á, health insurance ¾ doctors × if granted server á

P11 patient  , doctors (in charge) ×, server á, health
insurance ¾, smartphone Q, pharmacist

patient  , doctors in charge ×4 v, pharmacist server of health insurance ¾

P12 patient  , doctors ×, server á, health insurance ¾ doctors × if granted, health insurance ¾ doctors ×

P13 patient  , doctors ×, server á, health insurance ¾,
smartphone Q

patient  , doctors ×, health insurance ¾ server á, App

P14 patient  , doctors ×, server á, health insurance ¾ doctors × if granted doctors ×

P15 patient  , doctors ×, server á, health insurance ¾,
smartphone Q

patient   4 v, doctors × 4 v, health insur-
ance ¾ 4 v

server á

P16 patient  , doctors ×, server á, health insurance ¾,
smartphone Q, national authority ÿ

patient   4 v, doctors × if granted, health insur-
ance ¾

server of health insurance ¾

P17 patient  , doctors ×, server á, health insurance ¾,
smartphone Q

doctors × if granted server á

P18 patient  , doctors ×, server á, health insurance ¾,
smartphone Q

doctors ×4v, health insurance ¾ 4 v server á, chipcard

P19 patient  , doctors ×, server á, health insurance ¾,
independent national authority ÿ

patient   4 v, doctors ×4 v server of independent national authority ÿ

P20 patient  , doctors ×, server á, health insurance ¾,
smartphone Q, hospitals

doctors ×, hospitals server á

P21 patient  , doctors ×, server á, health insurance ¾,
smartphone Q

patient  , doctors × if granted server á
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Abstract 
As smart home technologies continue to grow in popularity 
and diversity, they raise important questions regarding ways 
to increase awareness about data collection practices and 
empower users to better manage data flows. In this paper, 
we share insights from 32 privacy-conscious smart home 
power users—individuals who have invested significant 
time, money, and technological prowess in customizing 
their smart home setup to maximize utility and meet privacy 
and security needs. We explore the drawbacks and limita- 
tions power users experience when balancing privacy goals 
with interoperability, customizability, and usability consid- 
erations, and we detail their design ideas to enhance and 
extend data transparency, visibility, and control. We con- 
clude by discussing the importance of designing smart home 
technologies that both address these considerations and em- 
power a wide range of users to make more informed deci- 
sions about whether and how to implement smart technolo- 
gies in their homes, as well as the wider need for greater 
regulation of technologies that collect significant user data. 

1. Introduction 
Smart home devices (SHDs) have gained popularity in re- 
cent years, offering a convenient and efficient way to con- 
trol and monitor various aspects of one’s home remotely. 
SHDs range from smart speakers and thermostats to security 
systems and lighting, and they can be integrated with other 
smart devices, hubs, and apps to create a fully automated 
smart home environment. 

While SHDs offer significant benefits—ranging from con- 
venience and cost efficiency to added security and accessi- 
bility—they have also led to increased data privacy risks. In 
particular, researchers and privacy advocates have raised 
questions regarding the vast amounts of data devices collect 
about users and their environments, often without their full 
knowledge or consent [2,54]. This data includes information 
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about household members’ activities, movements, habits, 
and preferences, which can potentially be misused by hack- 
ers, manufacturers, government agencies, or others [31]. 

Ensuring data privacy and security requires continuous vigi- 
lance from consumers to be aware of the data flows across 
and between devices and the privacy policies and practices 
of the companies they purchase SHDs from, and to take 
necessary steps to secure smart home environments. Beyond 
these factors, research highlights that creating holistic ap- 
proaches to protecting the privacy of smart home environ- 
ments that address the different platforms, end-users, and 
data flows is very challenging [9]. 

In seeking to address common privacy concerns, prior re- 
search has largely evaluated the privacy attitudes and behav- 
iors of “average” or “everyday” smart home users. Howev- 
er, power users—those who “use the devices more innova- 
tively, efficiently, and thoroughly than ordinary users” [57] 
(p. 1743)—engage in a wider range of practices to maxim- 
ize the utility of SHDs and implement strategies to track and 
manage data flows beyond what devices natively provide. 
Because this population is heavily engaged in researching 
device options and spending time and energy optimizing 
setup to balance functionality and privacy, “privacy- 
conscious power users (PCPUs)” are uniquely positioned to 
provide feedback and insights that everyday users may not 
consider. 

In this paper, we share insights from focus groups with 32 
privacy-conscious smart home power users to better under- 
stand the limitations of current smart home options and 
identify key areas for improving data access and control. By 
evaluating the limitations of current technologies and elicit- 
ing their design ideas for improving or enhancing data man- 
agement and control, our focus on PCPUs provides a unique 
perspective on how to better design smart home technolo- 
gies to match the needs of a full range of users. Thus, we 
focus our analysis on two research questions: 

RQ1: What drawbacks and limitations do smart home 
power users identify in their current smart home setup? 

RQ2: What design features do smart home power users 
want to see developed or expanded in future tools and 
platforms to enhance data management and control? 
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Our findings highlight major tensions between the privacy 
and security goals our participants have and the customiza- 
bility and interoperability of devices and hubs. Even though 
our participants spent significant time, energy, and money 
on their smart home setups, they found themselves some- 
times limited in their options and having to make tradeoffs 
between privacy and functionality. Participants also de- 
scribed challenges managing devices with multiple users, 
whether other household members or visitors. 

To address these challenges, our participants suggested 
three core areas for design improvements: data transparen- 
cy, visibility, and control. Importantly, these power users 
stressed the need for interfaces and device management con- 
trols that accommodate a range of skill levels and privacy 
preferences, recognizing that most users lack the technical 
skills or desire to use advanced network management fea- 
tures or customizations to protect their privacy. At the same 
time, our participants also wanted advanced features, cus- 
tomizations, and data visualization options to accommodate 
their goals as power users. We conclude by reflecting on the 
barriers to accommodating these ideas and building tools 
that can provide control and privacy enhancement for a wide 
range of user types, and we consider how emerging stand- 
ards and legislation might help in promoting data rights. 

2. Related Work 
2.1. Privacy Risks with Smart Home Technology 
There are three major categories of privacy risks associated 
with SHDs. First, we consider the location of devices within 
the home. Consumers have significant concerns about data 
being collected in their homes [5,12,17,28,35] and find it 
more sensitive than data collected in public spaces [17]. 
Privacy concerns vary by room, with bedrooms [10,12], 
bathrooms [10,29,35], and children’s spaces [51] being 
among the most concerning. 

Second, people’s concerns vary based on the type of data 
being collected. For example, audio data is frequently cap- 
tured from smart speakers and TVs. Dunbar et al. [14] de- 
scribe three categories of attitudes toward audio data collec- 
tion: pragmatists, who have few concerns, are willing to 
trade privacy for benefits, and generally trust companies; 
guardians, who attempt to minimize data collection and 
safeguard data that is collected; and cynics, who rarely 
change default settings and lack a clear understanding of 
when data is collected and how it is processed. Video data, 
such as that collected from smart cameras in and around the 
home, also raises concerns [10,17,51], while research sug- 
gests smart home users have few concerns about raw data 
from more simple sensors (e.g., temperature, light) [25]. 

Third, researchers have found that who is collecting data is 
important to consumers [5,27,28]. Many consumers consid- 
er the reputation of technology companies when making 

decisions to purchase IoT devices [32,54], and users gener- 
ally express trust that device manufacturers will collect data 
for legitimate purposes [26,56]. 

2.2. Privacy Design Work on IoT & Smart Homes 
Usable privacy and security researchers have developed and 
evaluated various mechanisms to mitigate users’ privacy 
concerns associated with IoT and SHDs. Perhaps the best- 
known design is privacy nutrition labels, which seek to in- 
crease transparency and support informed decision-making 
through standardized information about data collection and 
use. This work was initially carried out by Kelley et al. [22], 
before also being implemented by Apple in 2020 to provide 
standardized privacy labels for apps in the AppStore [39]. 
Emami-Naeini et al. [16] extended these labels to IoT de- 
vices, providing two layers of information to consumers: a 
more general label on the device packaging that contains 
information about security mechanisms, and a second label 
(accessible online) containing more detailed information 
about data collection and use. 

The deployment of privacy nutrition labels has, however, hit 
roadblocks. There remains little incentive for developers of 
older apps to create or update privacy labels, and privacy 
labels themselves seem to be rarely updated once created 
[30]. Furthermore, even when developers think privacy la- 
bels are a positive thing, they are faced with challenges in 
creating them because of misunderstandings and the overall 
complexity of the task [30]. 

The IoT privacy and security community has also created 
tools aimed at increasing the visibility of data flows and 
provide users with additional privacy controls [47]. Tools 
such as IoTSense [7] and IoTSentinel [36] identify devices 
by analyzing network traffic, while IoT Inspector provides 
visualizations of device activity and traffic destinations [20]. 
Others have designed tools to increase the legibility of in- 
formation flows and improve interpretability by providing 
users with more details about their connected devices and 
providing actionable choices [43,47]. Zeng and Roesner 
[55] designed a tool that includes location-based access con- 
trols as well as supervisory access controls to allow multiple 
users within a smart home to control their own privacy set- 
tings. 

Information about data practices and data flows can be 
complemented with privacy notices as a part of privacy 
awareness mechanisms in smart homes. Privacy notices in 
the smart home context heavily focus on the use of visual 
and audio indicators on SHDs. For example, Song et al. [49] 
found that users were most interested in knowing the physi- 
cal location of cameras and voice assistants, and preferred 
locator mechanisms that integrated visual and audio cues as 
the number of devices increased. In fact, many smart speak- 
ers now use lights to communicate the device’s status to 
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users. However, Thakkar et al. [52] note that privacy notices 
in smart homes have a long way to go; current notices focus 
on individual stakeholders and devices, whereas the future 
of smart homes will inevitably consist of multiple stake- 
holders and devices. 

2.3. Designing Smart Home Privacy Tools for Diverse Users 
Researchers have also stressed the need to account for a 
diverse user base when designing SHDs and controls. For 
example, Chhetri and Motti [11] note that most SHDs lack 
user-friendly privacy controls, and they develop a frame- 
work to guide developers in building user-friendly privacy 
controls. In a similar vein, Kim et al. [23] created personas 
to help designers better understand potential users vulnera- 
ble to cybersecurity risks. Researchers have also identified 
several categories of design features to mitigate privacy 
harms, including transparency, privacy and security con- 
trols, and assistance for users [19,53]. In summary, features 
and diagnostic tools should be simple, proactive, preventa- 
tive, and provide users with transparency and control [6,21]. 

Researchers have also considered the privacy needs of by- 
standers, including non-primary users as well as those 
whose data is captured from incidental interaction with de- 
vices. Yao and colleagues [53] found that bystanders’ priva- 
cy concerns are more contextually dependent than users; 
bystanders wanted to cooperate with smart-home owners to 
negotiate privacy needs. Ahmad et al. [3] argue that devices 
should be designed to afford users and bystanders “tangible 
privacy” through features like camera covers, physical 
on/off buttons, and clear on/off indicators. On the other 
hand, Thakkar et al. [52] found that bystanders might not 
know or neglect users’ privacy concerns when privacy 
awareness mechanisms are implicated; they suggest having 
a separate bystander mode within device controls. Similarly, 
Marky et al. [34] found that visitors’ lack of awareness lim- 
its their ability to protect their privacy. 

As a whole, research to date has identified several privacy 
risks associated with data collected by SHDs and frame- 
works for design tools to mitigate those risks. The present 
study extends this prior work by providing insights from 
smart home power users, who are particularly attuned to 
building systems that offer flexibility and customization 
without sacrificing data privacy. 

3. Method 
While prior research has evaluated users’ privacy needs in 
smart homes, this paper considers a distinct customer seg- 
ment: privacy-conscious power users (PCPUs). We argue 
that these users’ perspectives can be especially useful when 
considering how to better design SHDs and features to 
achieve the privacy needs described above. Power users are 
enthusiastic about devices and are willing to put in the time 
and effort to find solutions to mitigate their privacy con- 

cerns [33,57]. PCPUs likely have more experience trying 
out a range of devices and solutions to minimize data collec- 
tion and maximize their ability to monitor and control data 
flows. They may also have insights into how these devices 
can better serve non-technical users, as they may have expe- 
rience customizing their homes to accommodate non- 
primary users and bystanders. 

This paper presents data from 10 focus groups with 32 pri- 
vacy-conscious smart home power users. Focus groups are 
especially useful for developing a deeper understanding of 
how people with a shared experience feel about an issue 
[24]. Additionally, they enable a variety of perspectives and 
immediate follow-up from other participants and facilitators, 
which can be helpful for design-based inquiries and idea 
generation [24]. In our case, we used focus groups to bring 
together smart home enthusiasts who engaged in various 
approaches to managing their devices to understand their 
perspectives on the drawbacks of existing devices and inter- 
faces. The group discussions allowed us to also solicit input 
into how to improve current and future smart home technol- 
ogy to accommodate diverse needs and provide users with 
greater awareness and management of data flows. 

3.1. Recruitment and Study Design 
This paper is part of a larger research project evaluating the 
privacy concerns and practices of smart home users. In 
summer 2021, we recruited people to participate in virtual 
focus groups to discuss their use of smart home technolo- 
gies. After receiving IRB approval from the University of 
Maryland, we began posting recruitment messages on social 
media, including Twitter and smart home-related subreddits 
and Facebook Groups, inviting people who want to “talk 
about how they use devices in their homes, the types of data 
these devices collect and share, and how we can design 
tools to better visualize this data and provide consumers 
with more control over their data.” The message directed 
potential participants to a short survey that collected de- 
mographics, details about their home environment, general 
privacy attitudes, and SHDs used. 

We received 441 responses over one week; after removing 
spam responses, we had 277 potential focus group partici- 
pants. We used two types of purposeful sampling—criterion 
and maximum variance [42]—to create a prioritized partici- 
pant pool based on three factors. First, we looked at the de- 
vices respondents said they used. Given our interest in more 
advanced users, we removed from consideration anyone 
who selected a single type of device and prioritized those 
who used several different types of devices. Second, we 
looked at various items in the survey that would suggest a 
person was privacy conscious. This included attitudes to- 
ward privacy as well as managing devices to address priva- 
cy concerns. We prioritized people who reported engaging 
in privacy-enhancing device management (e.g., moving 
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Table 1: Participant IDs, Descriptive Data, and Smart Home Details 
 

 
ID 

 
Gender 

 
Race 

 
Age 

 
Devices Used1 

Integration 
Platform2 

Advanced Network 
Management?3 

P1 M White 37 1,5,6,8,11 HK No 
P2 M Black 37 1,2,3,5,6,7,8,11 HA, HK Yes 
P3 F Black 45 1,2,4,5,6,8,10,11,12 HK No 
P4 M White 48 1,8 none Yes 
P5 M White 52 1,2,3,4,5,6,7,8,10,11 HK No 
P6 M White 52 1,6,11,12 ST No 
P7 F White 37 1,2,3,6,11 HK No 
P8 M White 38 1,2,4,5,6,10,11 none No 
P9 M White 35 1,2,3,4,5,6,7,8,10,11 HK Yes 
P10 n/a n/a 39 1,2,3,4,5,6,7,10,11 HK No 
P11 M White 34 2,3,4,6,7,11,12 HA Yes 
P12 M White 27 5,6,8 HK Yes 
P13 M East Asian 55 1,2,5,6,10,11 HK+HB No 
P14 M White 40 1,6,8,11 HA Yes 
P15 M White 33 1,3,4,5,6,7,8,10,11,12 HA Yes 
P16 M E Asian, White 38 1,2,3,4,5,6,8,10,11,12 HK+HB Yes 
P17 M White 24 1,2,6,8,11 none No 
P18 M White 47 1,5,6,10,11,12 ST Yes 
P19 M White 20 1,5,6,8,11,12 HK Yes 
P20 M White 39 1,2,3,4,5,6,8,9,10,11,12 ST, HA Yes 
P21 F White 29 1,2,6,8,10,11,12 HK, HA No 
P22 M White 32 1,4,6,8,10,11,12 HK, HA No 
P23 NB East Asian 25 1,6 none No 
P24 M White 32 1,3,5,6,7,8,10,11 HK+HB Yes 
P25 M White 40 1,2,4,6,8,10,11 HK+HB Yes 
P26 M White 28 1,2,4,5,6,8,10,11,12 HK No 
P27 M American Indian 36 1,2,5,6,8,10,11,12 HK Yes 
P28 M E&S Asian 20 1,3,4,6,8 HK No 
P29 F White 30 1,2,3,6,7,8,10,11 none Yes 
P30 F White 42 1,2,3,4,6,10,11 HA, HK Yes 
P31 M White 23 1,2,6,8 HK+HB No 
P32 M E Asian, White 47 1,4,5,6,8,11 HK+HB No 
1 Smart devices participants used: 1) speaker; 2) thermostat; 3) vacuum; 4) doorbell; 5) security camera; 6) lighting; 7) blinds; 8) TV 9) 
refrigerator; 10) door locks; 11) sensors; 12) other. 
2 Smart home hubs participants used: HK (Apple HomeKit), HB (Homebridge), HA (Home Assistant), ST (Samsung SmartThings). 
3 “Yes” is assigned to participants who used 1+ advanced network management strategies (i.e., setting up a Pi-hole or private DNS, flash- 
ing devices with custom firmware to run locally, setting up multiple routers to isolate devices, setting up firewalls). 
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devices out of private spaces, not using certain brands). 
Based on this, we had an initial set of 129 people we wanted 
to contact. We then applied the third criterion, which was to 
maximize diversity across gender, race, and home environ- 
ment (e.g., own vs. rent; live alone vs. with others). This led 
to us prioritizing non-male and non-white respondents, who 
were under-represented in the pool. 

Using our prioritized list, we began inviting people in 
batches to participate in 60-minute Zoom-based virtual fo- 
cus groups in August 2021. We kept sessions small (3-4 
participants) to ensure everyone had ample time to speak 
and to address the challenge of deciphering nonverbal 
communication virtually [50]. At least two authors attended 
each session. The research team debriefed after sessions and 
discussed if we were hearing new ideas and determining 
when we had reached data saturation [45]. In total, 82 peo- 
ple were contacted, 38 people signed up for a focus group, 
and 32 people participated in one of 10 sessions (see Table 
1). Participants were compensated with a US$30 gift card. 

Each session started with participants sharing general 
thoughts about their devices, how they built out their home 
environment, challenges and drawbacks they experienced, 
and concerns they had about devices. Participants then com- 
pleted two brainstorming activities using Google Jamboard. 
We first asked them to map the types of data their devices 
collected onto a grid that captured the perceived sensitivity 
of that data along one axis and their desire to control and see 
data flows on the other. Following a discussion, we then 
asked them to brainstorm ideas and add post-it notes regard- 
ing the features they thought would be useful in visualizing 
or sharing data from their SHDs (see Figure 1; in this ses- 

sion, a team member organized post-its into clusters as par- 
ticipants added them). All participants described their Jam- 
boards and the transcripts were analyzed. Due to time con- 
strains, some sessions skipped the post-it note portion of the 
brainstorm session, moving straight to discussion. See ap- 
pendix for full protocol. 

3.2. Data Analysis 
Audio from sessions was transcribed via Rev, then uploaded 
to Atlas.ti for qualitative coding. Using Miles, Huberman, 
and Saldaña’s [38] approach to guide our analysis, we con- 
ducted two cycles of coding. We first developed an initial 
codebook based on the focus group protocol, the detailed 
notes taken during each session and our research questions. 
Each team member coded one transcript using the initial 
codebook, adding memos with questions and suggestions 
for new or collapsed codes. The team then discussed this 
initial process and refined the codebook. Following this, 
each transcript was then coded by two authors to ensure all 
relevant codes were applied. 

Coded excerpts were then exported to Excel for secondary 
coding, following Braun and Clarke’s [8] approach for the- 
matic analysis, as well as Saldaña’s [44] technique for 
“themeing the data.” For each code, one team member re- 
viewed all coded excerpts, taking notes on emergent pat- 
terns in the data. Through multiple rounds of reading and 
taking notes, team members began categorizing excerpts 
from each code and extracting themes, then writing a de- 
tailed analytic memo to describe each theme and provide 
examples [38]. These memos were discussed by the full 
team before organizing them into findings. 

 

 

Figure 1. Jamboard screenshot from a focus group session, second design activity (brainstorming design features). 
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Table 2: Number of Participants Using SHDs/Hubs 
 

 

Smart Home Device Usage 
 

Lighting 31 Speaker 30 
Sensors 27 TV 23 
Thermostat 19 Door locks 18 
Security camera 18 Doorbell 15 
Vacuum 13 Other 12 
Blinds 8 Refrigerator 1 

Smart Home Hub/Integration Platform Usage 
HomeKit 21 Home Assistant 8 
Homebridge 6 Smart Things 3 

 
In this paper, we focused primarily on two codes: Draw- 
backs (RQ1) and Design Features (RQ2). Additional codes 
were explored to supplement our analysis, including By- 
standers and Data Concerns. We also conducted an addi- 
tional round of analysis on the final brainstorming activity 
and Jamboards to further delineate the range of design fea- 
tures participants discussed into transparency, visibility, 
control and layers, taking note of why those features are 
important and the drawbacks they address. 

4. Findings 
4.1. Drawbacks and limitations to current smart home privacy 
and security management options (RQ1) 
As our sample included many Apple HomeKit users, as well 
as participants who took complicated steps to manage data 
flows (see Tables 1 and 2), it is unsurprising they described 
conducting extensive research on privacy and security fea- 
tures before purchasing devices and using advanced config- 
urations and customized settings during setup. That said, 
even with significant time and energy spent researching 
devices that aligned with their privacy and security needs, 
participants identified several drawbacks and limitations of 
smart home technologies currently available. Below, we 
describe three core tensions participants highlighted. Partic- 
ipants also raised general usability issues, but we focus sole- 
ly on those connected to privacy and security. 

4.1.1. Balancing privacy and security with functionality and 
interoperability 
Most participants relied on HomeKit-compatible smart de- 
vices, with many noting they chose Apple because they trust 
the company and its commitment to data privacy and securi- 
ty. For example, P19 selected HomeKit because “it’s sup- 
posed to be really secure,” and P13 indicated that when 
comparing smart device ecosystems, “Apple was the one 
that had the most privacy built into it.” Participants also 
justified spending more money for HomeKit to achieve 
greater data security, with P5 saying: “[Apple] costs you 

more, but you have that little bit more of a peace of mind 
that there’s a little bit more control.” 

Several participants specifically noted the privacy and secu- 
rity controls available for HomeKit-enabled routers, which 
offer a simple mobile interface that shows which devices are 
operating locally versus those connected to the internet. As 
P10 described, “If you want it to have no internet access or 
just be able to connect to get firmware updates or whatever, 
there’s different levels. It seems like the sort of thing that is 
ideal at the router level, because that’s what’s sitting be- 
tween all your devices and the rest of the internet.” P19 also 
commented on this functionality, noting that the HomeKit 
control panel “shows you all of your accessories, all of your 
hubs... Each accessory has the option to let it communicate 
freely, let it communicate to only a specific subset of do- 
mains that are strictly relevant to its operation, or only let it 
communicate locally.” 

Others noted, however, that Apple’s focus on simple inter- 
faces can limit users’ ability to manage data flows. P28 not- 
ed that default settings for devices may share more data than 
a user wants, while P19 acknowledged: 

I feel like Apple largely has to appeal to the lowest 
common denominator… there are people who really 
want to get into the nuts and bolts of things, and that 
extra data is really valuable. And even though it might 
be a little overwhelming to the average user, it creates 
a value proposition there for people who are really, re- 
ally interested in really protecting their privacy be- 
cause that’s their whole thing. 

Some participants acknowledged that enhanced privacy and 
security came with additional tradeoffs. Many HomeKit 
users who described using it for its enhanced privacy and 
security features also described frustration with its limited 
interoperability. P13 described challenges getting devices to 
work how he wanted them: “To a certain extent, I’m sacri- 
ficing a lot of potential functionality and incurring greater 
cost, for the sake of being in a ‘more private’ environment.” 
This resonated with many participants, who noted general 
limitations when attempting to balance privacy and security 
with functionality and interoperability. P2 summarized this 
limitation, saying he spends significant time “finding devic- 
es and figuring out the compatibility and the privacy” and 
“even then, I do buy some stuff that doesn’t work the way I 
thought it would. That’s really annoying.” 

P2’s comment reflects participants’ experiences compromis- 
ing their privacy and security preferences to achieve their 
automation needs. He said he bought Google Home Minis 
because he wanted to send text-to-speech commands 
through the HomePod, and the Minis had physical buttons 
for turning the microphone off. Likewise, P4 resorted to 
using an Amazon Echo for streaming music, saying, “It 
wasn’t my first choice for a smart device, but its capabilities 

548    Nineteenth Symposium on Usable Privacy and Security USENIX Association



 

were better than what I could find with my first choice 
[HomePod]. So yeah, that was a privacy tradeoff for me.” 

4.1.2. Balancing usability with customizability 

Participants often sought to overcome limitations of in- 
teroperability by employing their technical skills, but 
HomeKit users faced additional drawbacks due to its gen- 
eral lack of customizability. Apple has long sought to sim- 
plify their products for greater usability, but for our PCPUs, 
this was seen as a drawback. P3 said she felt limited in what 
she could do in the Apple ecosystem: “Being an old-school 
hacker geek, I don’t like being told what I can’t do. I like 
having the flexibility to play around.” P13 acknowledged 
that most people wanted (and needed) simple interfaces, but 
also wanted options for people with more advanced skill 
levels—who understood the risks and were willing to take 
them. He said, “I wish Apple especially would be less about 
gatekeeping, and simplifying, and making things dumbed 
down for everybody at the expense of the few people who 
want to try more advanced things.” Likewise, P19 ex- 
pressed frustration with the inability to easily tinker with 
devices, noting, “If its biggest selling point wasn’t that it 
was so secure, I would ditch it in a heartbeat.” 

Participants described steps they took to overcome interop- 
erability and customizability limitations with HomeKit by 
integrating third-party, open-source products like Home- 
bridge or Pi-holes into their smart home ecosystem. These 
tools provide the ability to customize and control smart de- 
vices that may not be designed to work natively with the 
HomeKit ecosystem. They often require more effort and 
skill to install and configure than most non-power users 
have. P2 used a Pi-hole to block ads and track requests from 
external servers; one challenge he described was that “you 
have to figure out which domain is associated with which 
device and how many there are.” P11 said one problem 
with these options is they’re “not necessarily user-friendly 
and you have to be willing to pick up coding or program- 
ming to make it work… I went into it without knowing how 
to program and I nearly threw a computer through a win- 
dow at one point because of that.” 

Participants often compared HomeKit to other products 
when describing customization limitations. P20, who used 
both Samsung’s SmartThings as well as Home Assistant, 
said SmartThings “had a great third-party dashboarding 
app I could build out an overview of my house and make it 
simple and easy for people to walk in and interact with.” 
Others suggested that attempts to balance usability with 
customizability have left everyone unsatisfied, such as P29: 
“I think we’re in this really weird state where, specific to 
smart home technology, it’s a little too basic for the IT tech- 
nology nerds, and a little too complex for the run of the mill 
user. So nobody’s happy.” 

4.1.3. More users, more challenges 

A third set of drawbacks arose when multiple people were 
using devices. This complicated both smart device operation 
and participants’ ability to manage privacy and security; in 
fact, many participants described struggling to balance their 
privacy and security needs with ensuring device usability and 
accessibility for other household members and guests. 

The easiest solution for this challenge was to have a single 
household member (primary user) set up and manage devic- 
es. P19 said he and his partner came to an agreement where 
“I’m just dealing with the whole thing. [My partner said,] 
‘I’m just trusting you with this. I’m not even going to try to 
understand. Just do it. I know you’ll make it work.’” Like- 
wise, P30 said her husband trusts her with device setup and 
management because “[he] knows that I’m a privacy per- 
son,” while P26 said his wife lets him make purchasing 
decisions because she “knows I care about the aesthetics of 
stuff, and I always run it by her.” 

Multiple users can also create interoperability challenges. 
P25 noted their Apple HomeKit setup worked fine until a 
new (Android using) roommate joined the household: “The 
thing about Apple devices in general is if you aren’t in the 
Apple ecosystem, your friends with their ‘dirty green bub- 
bles,’ they don’t play well together. …I had to make a num- 
ber of workarounds to make certain that everyone could still 
access devices.” P7 shared how she nearly switched ecosys- 
tems after purchasing a Sonos sound system, which wasn’t 
compatible with HomeKit; in the end, she kept HomeKit 
rather than a more fragmented approach because she felt the 
latter would be less user-friendly for her daughter. 

Having multiple users—including other household adults, 
children, and guests—led participants to consider ways to 
set up spaces with smart technology others could use while 
keeping them separate from the main ecosystem, especially 
when these non-primary users were not technically savvy. 
P22 used HomeKit as his primary hub, but he “got an Alexa 
for just the guest room and got some lights that are con- 
nected over Bluetooth, so I feel confident they’re local and 
offer that to the guest users,” adding that this is because 
“HomeKit does not have native support for limited guest 
users.” Multiple participants added physical (smart) switch- 
es as backups, especially for less-technical household mem- 
bers and guests. P16 struggled to find a smart switch for his 
partner that was not too complicated. He “ended up picking 
a brand that acted like a light switch, and I did a lot of re- 
search to make sure that if it lost connection or if it failed to 
be smart, it could do everything dumb that it needed to do 
by itself.” P17 described “exposing my partner to different 
things and easing them into that but having a physical 
fallback for them.” And P9 described negotiating with his 
less-technical wife: “I think it’s about creating off-ramps. 
When we moved into the new house, we just went with pow- 
ered switches rather than smart bulbs. That way, at the end 
of the day, you can go over to the wall and hit a damn but- 
ton and get the lights to turn on.” 
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4.1.4. Summarizing RQ1 findings 

The drawbacks and limitations expressed by our power us- 
ers reveal the challenges of balancing privacy and security 
with other features. Our participants were frustrated by dif- 
ficulties in managing situations when multiple users might 
interact with smart devices. Some noted that if they are frus- 
trated—with their knowledge, skills, and desire to tinker— 
then “average” users will be even more overwhelmed. P6 
highlighted this sentiment: “those who are not very tech- 
savvy, learning and understanding what does what, when 
you have lots of different devices, buttons, and lights and 
sensors, it can definitely overwhelm. Someone who’s not 
technology-driven, you really need to create a cheat sheet 
for them.” 

4.2. Design Feature Recommendations to Enhance Smart 
Home Ecosystems (RQ2) 

RQ2 details the design features participants wanted to see 
developed or expanded that would address the drawbacks 
and limitations described in RQ1. In sharing their ideas, 
participants considered how such features would balance 
their needs and the needs of average users, which P29 cap- 
tured when she said, “I think there needs to be a better bal- 
ance between dumbing things down so people can get [de- 
vices] up and running quickly, and being able to set up your 
smart home how you like it.” 

Our participants wanted as much information as possible; 
however, they acknowledged that most users do not want or 
need so much information. Therein lays a challenge for de- 
signing tools that spanned all types of users; as P19 noted, 
“There are people who really want to get into the nuts and 
bolts of things. And that extra data is really valuable. And 
even though it might be a little overwhelming to the average 
user, it creates a value proposition for people who are real- 
ly interested in protecting their privacy because that’s their 
whole thing.” At the same time, participants suggested that 
these features could help non-power users by “bring[ing] 
the novice up to speed a little bit on what is really happen- 
ing with their data” (P6) and they would be “something I 
would want to share with my family members or my partner, 
who I’m trying to convince” (P17). 

Below, we detail how participants balanced competing 
needs across different user types when describing features to 
enhance data transparency, visibility, and control. 

4.2.1. Increase data transparency in a simple and standardized 
way to help users make informed decisions 

Given that participants described investing significant time 
and energy researching SHDs, it is unsurprising they wanted 
device manufacturers and app developers to be more trans- 
parent regarding data collection and use practices to help 
them make more informed decisions both before purchasing 
and while using smart home technologies. Participants dis- 

cussed two primary ways to make information more 
transparent: improved product labeling regarding data 
practices and improved notifications. 

Our participants were largely dissatisfied with the limited 
information manufacturers and developers provided about 
data practices, and they wanted summary statements at mul- 
tiple consumer touchpoints (device packaging, app, web- 
site). They believed that providing detailed information on 
data practices would help consumers make informed deci- 
sions before purchasing SHDs, including whether to pur- 
chase a device and where in their home they’d feel comfort- 
able placing a device. P13 explained, “You don’t know until 
after you buy [a SHD] whether or not it’s any good in terms 
of security or capability… so knowing ahead of time would 
be helpful.” Likewise, P31 said, “the more information we 
can get as consumers, the better choices we can make. 

…give us all the information, be open, be transparent.” 

Participants described several core pieces of information 
that would aid them in decision making, including the types 
of data the device collects, how and when data is collected, 
and what purpose the data would be used for. Several partic- 
ipants specifically mentioned the need for privacy nutrition 
labels. P31 summarized the benefits of these labels, saying: 

You look at your food, everything that’s pre-packaged 
has nutritional labels on it, right? And I think if we 
could have some sort of electronic digital nutritional 
data like, “Hey, this uses this much electricity per hour, 
it sends out this kind of Z-Wave and Zigbee… this is the 
type of data we’re collecting.” I think that kind of nutri- 
tional label for electronics is what us, as consumers, 
are looking for. 

Participants liked that nutrition labels both provide key in- 
formation for decision-making and do so in a clear, stand- 
ardized way. P10 described Apple’s privacy labels (which 
Apple unveiled eight months earlier) as “distilling [infor- 
mation about data collection] down to something that’s 
easily digestible and easy to compare one app to another”; 
they described wanting something similar for SHDs to make 
it “easy to compare one device to another.” P17 re- 
emphasized that the privacy labels should be concise and 
clear to help users parse out complex data practices. He 
said, “I’d like a tool, like a nutrition label of sorts, that can 
say, ‘Hey, this is the data that this device collects. This is 
why you should care or not care about it, and how often it 
does it.’” The IoT privacy labels [16] reflect our partici- 
pants’ wants and needs for SHD data transparency. Addi- 
tionally, participants suggested having an objective third 
party provide information about a device’s data practices, 
rather than labels generated by companies, which resonates 
with the need for privacy ratings [21]. For example, P13 
wanted “a third-party reviewer or objective source to help 
folks who want to know more [information].” 
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In addition to information about data practices, some 
partic- ipants wanted greater transparency regarding the 
identity of—and relationships between—device 
manufacturers and brands to show how data flows across 
other platforms or services shared by the same company. 
For example, P26 mentioned that “some of these smaller 
companies like Aqara, a lot of stuff is just rebranded from a 
larger compa- ny from overseas that American consumers 
might not neces- sarily be aware of.” He said this was 
important information for making purchasing decisions 
because “you might not want to use a specific company’s 
products, but then you don’t know that they’ve just white 
labeled that to somebody else.” P30 shared similar 
concerns, mentioning how the brand Tuya makes smart 
home technologies that “all call home just by a random 
server in China”—something she wanted to know before 
purchasing. Many participants de- scribed avoiding brands 
or devices from certain countries or companies because 
they didn’t trust them to properly handle their data. 

Participants also suggested ways to improve pop-ups and 
notifications when asking users to consent to data practices 
while setting up and managing SHDs. Notifications give 
users a chance to make informed decisions while using de- 
vices, but participants felt most lacked information to suffi- 
ciently inform and guide users. For example, P14 said, “I 
find allow permissions like ‘Do you allow permission for 
this app? That app?’ woefully un-detailed. It’s like, ‘this 
app needs access to your camera.’ Well, why does it need 
access to my camera? Why does it need access to my loca- 
tion? Some of the things just seem completely random.” 

Like P14, many participants wanted better explanations for 
why devices were collecting data. P25 compared it to access 
requests on mobile apps, saying, “it can give an explana- 
tion, ideally, like we need to access your water sensor to 
determine if the ground is wet outside.” Permissions could 
give users more information when deciding whether to 
agree to data collection. P32 summed up the idea by stating, 
“if we could just have a little paragraph saying, ‘this is 
what you’re getting. This is where your data is going, and 
these are the people that are going to be using it,’ then I can 
say, ‘I’m cool with that’ or ‘I’m not cool with that.’” 

4.2.2. Greater visibility to manage device status and data flows 

Along with increasing transparency about data collection 
and usage practices, participants underscored the importance 
of ongoing visibility into their smart home system and data 
flows, including device status; types of data being sent with- 
in and out of their network; where data is going; and how 
frequently data is being collected. 

Building on their earlier comments regarding interoperabil- 
ity challenges (Section 4.1.1), participants expressed a 
strong desire for a standardized and centralized means to 
monitor their smart home data. P32 encapsulated this desire, 
saying: “I want something that shows me everything in one 

place. Right now I have a smattering of ecosystems: Apple, 
Amazon, and Google. I would love for something in one 
app, something that I can just go and do everything.” To 
create a centralized tool for smart home data visibility, like 
P32 wanted, it would need to support a range of network 
protocols and technologies (e.g., HomeKit, Zigbee) to facili- 
tate communication between devices. While Homebridge and 
Home Assistant already support this level of interopera- 
bility, our participants emphasized that these open-source 
tools require advanced networking skills beyond the out-of- 
the-box functionality associated with corporate ecosystems. 

Within this centralized tool for managing data visibility, our 
participants wanted to quickly view current device status, 
see where they were located, and easily access their devices. 
Thinking about how to visually display device status, P15 
noted a filtering mechanism: “you might want to visualize it 
in a couple of ways. You might want to say, show me all the 
light switches in my house... or show me all the equipment 
that’s operating in my kitchen right now, so it might not just 
be light switches in that case.” Participants also wanted to 
know how the house was automated and which devices or 
commands trigger other devices. Additionally, P28 wanted 
‘signal strength’ to be in the overview as an indicator of 
device connection, to see “if there are any particular prob- 
lem spots where things might not be connecting properly.” 

Several participants mentioned the importance of monitor- 
ing network traffic flow to know the data types and amount 
of data being shared by SHDs, as well as where device data 
went. P2 used a Pi-hole to “track all the requests each site 
makes” and wanted the feature to be “as detailed as it could 
be and easily organized” so he could see what data was 
being transmitted. P3 wanted “to see what domains [device 
data] is going to and how much. I would love to see a time- 
of-day graph, where I could correlate, this is when I just got 
home so I’m seeing a large spike, and just the other day I 
wasn’t even home and look what was going on.” Both par- 
ticipants’ wants and needs build on to the idea of IoT In- 
spector [20], which visualizes network activities to identify 
security and privacy risks in the smart home environment. 

As noted in Section 4.1, many participants wanted to keep 
as much of their data local as possible. In cases where a 
SHD required a cloud connection, participants like P10 
wanted a “visualization to show where in the world your 
data is going.” P10 further explained the broader concern 
motivating this feature request: “I think some people might 
be surprised where some of their data is going, what coun- 
tries it’s going to. And you’re like, why is my stuff going to 
that country? I just want to turn my lights on.” 

To accompany visualizations of data flow such as where the 
data is being transmitted, our participants wanted additional 
information on why data was being collected. Thinking of 
features in a visualization tool for his parents, P9 focused on 
visualizing connections to services like Google AdWords. 
He said, “the ability to visualize and understand [these con- 
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nections], ‘hey, you brought this thing online and it at- 
tempted to make 15 connections out. One was for a 
firmware update, one [was for] word upload logs, and the 
oth- ers were to shovel data out to known ad tracking agen- 
cies.’” P9 felt this information alone was simple and easy 
enough for his parents to interpret. 

Like P9, many of our participants had other users in mind 
(e.g., bystanders) when thinking of ways to improve data 
visibility and control, which we will further elaborate in the 
next section. One reason our participants likely think of oth- 
er users is they know firsthand the difficulty in parsing 
transaction logs and therefore the need for more user- 
friendly interfaces. As P24 noted: “a lot of times I look at 
logs, or I look at lists of internet access, and I’m actually 
like, what is all this stuff, why are they going to all these 
different servers, and I just have no idea which server is 
which.” As such, even these advanced users don’t always 
know why a device transmitted data to a certain domain. 

4.2.3. Controls and notifications to manage smart home data 

Building from the need for increased transparency and visi- 
bility, participants noted that these features were useful but 
still limited, especially when many devices and apps follow 
a “take it or leave it” approach—you can allow data collec- 
tion, or you cannot use it. P22 brought this up when discuss- 
ing privacy labels, saying, “Apple’s really good about say- 
ing, ‘this app wants to access your photos’ and allowing 
you control. But it’s also like, well you have a nutrition la- 
bel, but what’s your options? I guess the question is: how 
low of a level can you disable stuff and still use the app? So 
I think that’s part of the problem; it has a nutrition label 
and it’s basically take it or leave it.” This dilemma between 
data minimization versus functionality is not new. For ex- 
ample, one of the central issues that Aretha [47] faced when 
providing a firewall as a control mechanism to manage data 
flows in smart homes was that it accidentally interfered with 
SHD operation. Additionally, our participants had many 
ideas for additional controls, including the ability to create 
allow/block lists for certain types of data to certain destina- 
tions, and more robust notification (e.g., alert, alarm) fea- 
tures that would allow users to manage data flows. 

Many participants had advanced networking skills and used 
Pi-holes and private DNS setups to create lists of trusted and 
untrusted domains. That said, some expressed frustration 
with how these controls are often hindered by limited details 
on domain addresses, as well as the low accessibility of 
these tools. P2 captured this frustration when he said: “If 
you try to wholesale block a device from connecting... it 
may stop working. But if you actually had the list of do- 
mains it was trying to hit, you could go through and block 
90% of them and still keep your device working. So you’re 
limiting your exposure while still getting the benefit of the 
device.” P15 described how greater network traffic visibility 
could lead to more impactful controls: “Hopefully I’m able 
to say, look, this is only communicating with itself in my 

home hub. But maybe it’s also communicating to my light 
switches for some reason—that’s probably not a good idea. I 
should block that. Maybe it’s communicating to some server 
that I don’t know. I should block that.” 

Others noted how better controls to create and manage block 
lists would provide peace of mind, such as P25’s desire to 
“easily put [IP addresses] in a box, if you don’t feel so 
great about it” or P24’s wish that “if in the certification 
process of the HomeKit app, or whatever they have to list to 
Apple, ‘here’s all the servers we’re going to be needing to 
talk to and for this reason.’ Then Apple says, ‘okay, cool,’ 
and they whitelist those and anything else gets blocked.” 

Some participants wanted notifications (e.g., flags, alerts) to 
alarm users about unwanted activities based on the controls 
users created. For example, P25 suggested, “if a Samsung 
device is contacting something other than a Samsung end- 
point, that might be a red flag.” P4 suggested that after con- 
figuring a device, users could “verify that with what the 
device is seeing on the network and say, ‘Hey, you’ve told 
your TV, ‘don’t call home.’ Hey look, it’s calling home. Did 
you know that?’” Once users are alerted to unusual activity 
on their network, participants wanted options to control 
their data, like P11, who mentioned “a way to easily shut 
[data sharing] off, or shut off features, like, alright, here’s 
the updates, but not sending out logs or…other stuff.” 

Many participants wanted different settings for different 
types of users such as guests, domestic workers, and chil- 
dren. P22 mentioned that he used Alexas in guest rooms 
because Apple didn’t yet have “proper guest support.” P29 
gave an example of babysitters (“you want [babysitters] to 
be able to control lights or unlock the door, but you don’t 
want them to be able to switch settings around”) and kids 
(“you want [kids] to be able to control their room, but may- 
be not change the temperature level in the house”). On the 
other hand, P16, who self-described as a power user and 
said his wife had no interest in device management, said 
he’d rather take the initiative in a single location to manage 
data where “I could go to and see a master status screen of 
everything going on in my house for the internet, the net- 
work traffic, data logs, power usage. I would love that.” 

4.2.4. Summarizing RQ2 findings 

While the PCPUs in our study benefited from their ad- 
vanced technological skills to manage their smart device 
networks, they still looked to device manufacturers to pro- 
vide better data transparency, visibility, and control. A 
common theme among our participants was that a user 
should not need special networking and security skills to 
understand how smart devices collect data or with whom 
data might be shared; manufacturers need to provide greater 
transparency and visibility as a default. Further, participants 
recognized that control over data flows they were able to 
create through customizations should similarly be available 
to all users regardless of technical proficiency. They 
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acknowledged that if they had to take extraordinary steps to 
see and manage data flows in their homes, then 
standard tools and interfaces will be insufficient to ensure 
usable data security and privacy controls for all. 

5. Discussion 

As the smart home landscape has expanded, usable privacy 
and security scholars have explored ways to make devices 
and automations more user friendly while encouraging ex- 
pression of data rights like privacy, interoperability, and 
autonomy. In this study, we provide insights from privacy- 
conscious smart home power users who use both embedded 
features and third-party platforms to monitor traffic, build 
custom dashboards, and create custom domain block lists. 
By engaging with this unique set of users, we gained a 
deeper understanding of what features currently exist to help 
users understand and interact with their smart home data, 
the drawbacks of these tools and, most importantly, how the 
design of SHDs can be improved to increase the visibility 
and control of data flows to enhance user privacy—both for 
more technically savvy users as well as non-power users. 

Our findings emphasize and extend many design features 
identified in prior work [6,10,11,17,19,21,47,53,54]. Our 
participants were uniquely well-positioned to identify criti- 
cal limitations of existing privacy-preserving design features 
that prevented them from effectively mitigating privacy 
concerns and security risks raised by SHDs. Knowing that 
these power users—who were highly motivated to custom- 
ize their homes to maximize benefits while minimizing ex- 
ternal data flows—expressed significant frustration with 
currently available options signals an urgent need to develop 
more user-friendly features and controls that are accessible 
for everyday smart home users. 

Below, we consider two aspects of smart home design that 
should be addressed to move beyond P29’s sentiment that 
“nobody’s happy” to one where all users can be both satis- 
fied and confident regarding their ability to manage the pri- 
vacy of their smart home data flows. 

5.1. Designing for Context 

A key takeaway from our findings is that PCPUs wanted 
smart home technologies that could better balance their 
functionality and interoperability needs with their desired 
level of privacy—and they wanted such features to be usa- 
ble (and understandable) by non-power users too. In short, 
PCPUs recognized that transparency alone is insufficient, 
especially since it often takes certain technical skills to 
make sense of data flows within a smart home network. 
Rather, they pushed for a broader focus on providing all 
users with the ability to assess data flows in comprehensible 
ways and within certain contexts of use in their smart home 
environments. 

This desire aligns well with the contextual approach to pri- 

vacy championed by Nissenbaum [40,41], where the appro- 
priateness of personal information flows is contextually 
bound by factors such as the actors and purposes for such 
flows. Our participants built custom features and setups to 
manage their privacy contextually—allowing some data to be 
collected and transmitted only within contexts deemed 
appropriate. A smart TV sending data to the manufacturer’s 
IP address might be acceptable, but sharing the same data 
with an unknown actor was deemed inappropriate. 

While transparency alone isn’t sufficient, it remains im- 
portant, and a major challenge when designing for context is 
the general lack of transparency from device providers re- 
garding what data they collect and how they use it. As we 
note above, P14 bemoaned the lack of information from 
devices and apps regarding why they wanted certain permis- 
sions. This lack of transparency makes it more challenging 
to manage devices effectively. Many of the issues our par- 
ticipants raised, such as ensuring all users can easily under- 
stand what data is being collected, who and where it is being 
shared, and for what reasons, will require companies to pro- 
vide contextual information in a structured data format. 

However, things may be changing. New international stand- 
ards like Matter [13] have the potential to increase device 
interoperability and ease the task of designing centralized 
data visualizations and controls that support all smart device 
manufactures—addressing some of the frustrations ex- 
pressed by our participants. Beyond these standards, new 
regulatory measures may be required if companies still de- 
termine that such disclosures are not prudent based on exist- 
ing market incentives. Recent proposals in the U.S. (e.g., 
American Data Privacy and Protection Act; Terms-of- 
service Labeling, Design and Readability Act) would re- 
quire greater transparency and disclosures for how technol- 
ogy platforms collect and user data [15,37]. The future of 
such laws remains unclear, and we urge smart device com- 
panies to respond to the prompts of the PCPUs in this study 
in advance of any regulatory requirements. 

5.2. Designing for Users at Different Skill Levels 

A second design challenge speaks to a knowledge and skills 
barrier. Our participants’ descriptions of how they managed 
their SHDs—often through advanced network management 
approaches or complicated automations—points to a need 
for simpler solutions that account for variations in contextu- 
al factors like who is interacting with devices (e.g., children, 
guests) and device location (e.g., a speaker in a bedroom is 
different than a speaker in the kitchen). 

Our PCPUs repeatedly noted that any design enhancements 
that stem from their experiences and recommendations must 
be flexible for a diverse range of users and stakeholders. 
Their statements resonated with prior work suggesting that 
users want privacy tools that are simple, proactive, and pro- 
vide more control options [21]. While our participants often 
wanted as much data as possible, they acknowledged that 
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most users would be overwhelmed with so much infor- 
mation—confirming experimental findings showing how 
new smart device users struggle with complex 
interfaces and dashboards [1]—and would benefit by 
simpler features to facilitate data control. 

Specific to increasing data transparency and visibility, our 
participants recognized that for maximum usability, infor- 
mation about data practices should be provided in a summa- 
rized, digestible format, with the option for more infor- 
mation for those who seek it. Such a solution aligns with 
Emami-Naeini et al.’s [16] approach to layered labels, 
which provide two types of information: a primary layer 
containing the most important content, and a secondary lay- 
er containing more detailed information. Layered labels also 
have the potential to facilitate learning, encourage discus- 
sion of data flows with household members and bystanders, 
and prompt companies to be even more transparent. 

Our participants further discussed expanding these labels to 
include more information about the company collecting 
data, including if they are part of a conglomerate, whether 
any ownership or branding changes have recently taken 
place, and what location data might be sent to. This aligns 
with prior work highlighting users’ interest in the relation- 
ships between companies handling data [47]. All users 
would benefit from such expanded transparency within the 
smart home ecosystem; by taking a layered label approach, 
a range of information can be made available across multi- 
ple layers to avoid overwhelming users less interested in 
technical details. 

In terms of smart home data visualization and control, our 
participants wanted a centralized location to monitor and 
control their smart home data, including device status and 
network traffic flow. Furthermore, participants wanted to 
create custom allow/deny network traffic lists and wanted 
notifications to be automated based on that list. Lastly, our 
participants wanted different modes of control for other us- 
ers such as secondary users and bystanders (e.g., guests, 
visitors, children, and domestic workers). 

Previous scholarship has explored smart home data visuali- 
zation and control tools, and our participants’ feedback of- 
fers insights for further development. IoT Inspector [20] 
labels smart home network traffic and produces tables and 
charts for users to monitor their smart home data. Our par- 
ticipants explained how this type of tool could be enhanced 
with filtering capabilities for device type, communication 
endpoints, etc. Similarly, Aretha [47] provides the daily 
ebbs and flows as well as aggregated smart home data to 
users; however, users found the control mechanism difficult 
to use because there were too many endpoints to compre- 
hend. Our participants described struggling parsing out do- 
main lists from smart home data management tools and 
suggested that manufacturers provide a default network traf- 
fic list that their products require to function. This will al- 
low users of every technical skill level to start on and build 

upon creating their preferred network traffic list. 
Furthermore, to serve a variety of users and their various 
privacy preferences, assigning different roles and responsi- 
bilities might be an idea. One example of this is Kratos+ 
[48], a multi-user access control mechanism with a priority- 
based access-policy negotiation technique. Kratos+ applies 
a policy negotiation algorithm that automatically solves and 
optimizes conflicting user access requests based on users’ 
set priorities on different devices. In addition to conflict 
resolution, users are notified when changes are made or when 
their requests are rejected. Although Kratos+ is de- signed 
for access controls, we can think of a similar mecha- nism to 
resolve conflicting privacy needs in smart homes. 

5.3. Limitations 

Participants were recruited largely through popular online 
discussion forums on Reddit and Facebook. This recruit- 
ment method increased the possibility of biases within our 
sample based on the socio-demographic characteristics of 
who are active in such online spaces. Future work could 
seek to obtain a more diverse set of smart device power us- 
ers as well as seek out bystander viewpoints to directly as- 
sess their privacy concerns and strategies regarding expo- 
sure to smart devices. 

6. Conclusion 
With the growing adoption of smart home technologies, 
companies have emphasized making their products simple 
and user-friendly, often to the detriment of providing users 
with full transparency, visibility, and control over the data 
these devices capture and share. Complementing and ex- 
tending previous studies that explore how everyday users of 
smart devices think about and address data privacy con- 
cerns, this paper engages specifically with privacy- 
conscious power users (PCPUs) to gain a clearer under- 
standing of the steps taken by those with advanced technical 
skills to manage their smart homes. We identify design rec- 
ommendations inspired by these power users and prompt 
device manufacturers to consider how such enhanced levels 
of data visibility and control should not be restricted only to 
those with the skills to customize their smart environments. 
The data privacy and security afforded by these suggestions 
should benefit all users. 

The smart device ecosystem continues to evolve, and the 
growing use of artificial intelligence to better learn and 
adapt to users’ behavior and preferences [4,46] only in- 
creases the need for the expanded collection of user data by 
device companies. At the same time, new standards promise 
to make smart devices more ubiquitous and easier to use, 
likely yielding in fewer opportunities for users to have full 
visibility or control into how data is collected and used. 
While the PCPUs in our study might make do, they also 
acknowledged that “nobody’s happy” when it takes exten- 
sive technical skills to maintain privacy, or more typical 
users are left without usable means to manage their privacy. 

554    Nineteenth Symposium on Usable Privacy and Security USENIX Association



 

References 
1. Jacob Abbott, Jayati Dev, Donginn Kim, Shakthidhar 

Gopavaram, Meera Iyer, Shivani Sadam, Shrirang Mare, 
Tatiana Ringenberg, Vafa Andalibi, and L. Jean Camp. 
2022. Privacy Lessons Learnt from Deploying an IoT 
Ecosystem in the Home. In Proceedings of the 2022 Eu- 
ropean Symposium on Usable Security (EuroUSEC ’22), 
98–110. https://doi.org/10.1145/3549015.3554205 

2. Noura Abdi, Xiao Zhan, Kopo M. Ramokapane, and Jose 
Such. 2021. Privacy Norms for Smart Home Personal 
Assistants. In Proceedings of the 2021 CHI Conference 
on Human Factors in Computing Systems, 1–14. 
https://doi.org/10.1145/3411764.3445122 

3. Imtiaz Ahmad, Rosta Farzan, Apu Kapadia, and Adam J. 
Lee. 2020. Tangible Privacy: Towards User-Centric Sen- 
sor Designs for Bystander Privacy. Proceedings of the 
ACM on Human-Computer Interaction 4, CSCW2: 1–28. 
https://doi.org/10.1145/3415187 

4. Amos. 2022. Artificial Intelligence Is the Next Step for 
Smart Homes. Unite.AI. Retrieved February 14, 2023 
from https://www.unite.ai/artificial-intelligence-is-the- 
next-step-for-smart-homes/ 

5. Noah Apthorpe, Yan Shvartzshnaider, Arunesh Mathur, 
Dillon Reisman, and Nick Feamster. 2018. Discovering 
Smart Home Internet of Things Privacy Norms Using 
Contextual Integrity. Proceedings of the ACM on Inter- 
active, Mobile, Wearable and Ubiquitous Technologies 
2, 2: 1–23. https://doi.org/10.1145/3214262 

6. Nata Barbosa, Zhouhao Zhang, and Yang Wang. 2020. 
Do Privacy and Security Matter to Everyone? Quantify- 
ing and Clustering User-Centric Considerations About 
Smart Home Device Adoption. Usenix. Retrieved from 
https://www.usenix.org/conference/soups2020/presentati 
on/barbosa 

7. Bruhadeshwar Bezawada, Maalvika Bachani, Jordan 
Peterson, Hossein Shirazi, Indrakshi Ray, and Indrajit 
Ray. 2018. IoTSense: Behavioral Fingerprinting of IoT 
Devices. Retrieved from http://arxiv.org/abs/1804.03852 

8. Virginia Braun and Victoria Clarke. 2006. Using themat- 
ic analysis in psychology. Qualitative Research in Psy- 
chology 3, 2: 77–101. 
https://doi.org/10.1191/1478088706qp063oa 

9. Joseph Bugeja, Andreas Jacobsson, and Paul Davidsson. 
2016. On Privacy and Security Challenges in Smart 
Connected Homes. In 2016 European Intelligence and 
Security Informatics Conference), 172–175. 
https://doi.org/10.1109/EISIC.2016.044 

10. George Chalhoub, Martin J Kraemer, Norbert Nthala, 
and Ivan Flechais. 2021. “It did not give me an option 
to decline”: A Longitudinal Analysis of the User 
Experi- ence of Security and Privacy in Smart Home 
Products. In Proceedings of the 2021 CHI 
Conference on Human

Factors in Computing Systems, 1–16. 
https://doi.org/10.1145/3411764.3445691 

11. Chola Chhetri and Vivian Genaro Motti. 2022. User- 
Centric Privacy Controls for Smart Homes. Proceedings 
of the ACM on Human-Computer Interaction 6, CSCW2: 
349:1-349:36. https://doi.org/10.1145/3555769 

12. Eun Kyoung Choe, Sunny Consolvo, Jaeyeon Jung, Bev- 
erly Harrison, and Julie A. Kientz. 2011. Living in a 
glass house: a survey of private moments in the home. In 
Proceedings of the 13th international conference on 
Ubiquitous computing - UbiComp ’11, 41. 
https://doi.org/10.1145/2030112.2030118 

13. Connectivity Standards Alliance. 2022. Matter Arrives 
Bringing A More Interoperable, Simple And Secure In- 
ternet Of Things to Life. CSA-IOT. Retrieved from 
https://csa-iot.org/newsroom/matter- arrives/ 

14. Julia C. Dunbar, Emily Bascom, Ashley Boone, and 
Alexis Hiniker. 2021. Is Someone Listening?: Audio- 
Related Privacy Perceptions and Design Recommenda- 
tions from Guardians, Pragmatists, and Cynics. Proceed- 
ings of the ACM on Interactive, Mobile, Wearable and 
Ubiquitous Technologies 5, 3: 1–23. 
https://doi.org/10.1145/3478091 

15. Gilad Edelman. 2022. Congress Might Actually Pass 
ADPPA, the American Data Privacy and Protection Act | 
WIRED. Wired. Retrieved February 11, 2023 from 
https://www.wired.com/story/american-data-privacy- 
protection-act-adppa/ 

16. Pardis Emami-Naeini, Yuvraj Agarwal, Lorrie Faith 
Cranor, and Hanan Hibshi. 2020. Ask the Experts: What 
Should Be on an IoT Privacy and Security Label? In 
2020 IEEE Symposium on Security and Privacy (SP), 
447–464. https://doi.org/10.1109/SP40000.2020.00043 

17. Pardis Emami-Naeini, Sruti Bhagavatula, Hana Habib, 
Martin Degeling, Lujo Bauer, Lorrie Faith Cranor, and 
Norman Sadeh. 2017. Privacy Expectations and Prefer- 
ences in an IoT World. Thirteenth Symposium on Usable 
Privacy and Security (SOUPS 2017): 399--412. 

18. Margaret Hagan. 2016. User-centered privacy communi- 
cation design. In Proceedings of the Symposium on Usa- 
ble Privacy and Security, 22–24. Retrieved from 
https://www.usenix.org/conference/soups2016/workshop
-program/wfpn/presentation/hagan 

19. Julie M. Haney, Susanne M. Furman, and Yasemin Acar. 
2020. Smart Home Security and Privacy Mitigations: 
Consumer Perceptions, Practices, and Challenges. NIST. 
Retrieved from https://www.nist.gov/publications/smart-
home-security-and-privacy-mitigations-consumer-
perceptions-practices-and 

20. Danny Yuxing Huang, Noah Apthorpe, Frank Li, Gunes 
Acar, and Nick Feamster. 2020. IoT Inspector: 
Crowdsourcing Labeled Network Traffic from Smart 
Home Devices at Scale. Proceedings of the ACM on In- 
teractive, Mobile, Wearable and Ubiquitous Technolo- 
gies 4, 2: 1–21. https://doi.org/10.1145/3397333 

USENIX Association Nineteenth Symposium on Usable Privacy and Security    555



 

21. Haojian Jin, Boyuan Guo, Rituparna Roychoudhury, 
Yaxing Yao, Swarun Kumar, Yuvraj Agarwal, and Jason 
I. Hong. 2022. Exploring the Needs of Users for Sup- 
porting Privacy-Protective Behaviors in Smart Homes. In 
CHI Conference on Human Factors in Computing Sys- 
tems, 1–19. https://doi.org/10.1145/3491102.3517602 

22. Patrick Gage Kelley, Joanna Bresee, Lorrie Faith Cranor, 
and Robert W. Reeder. 2009. A “nutrition label” for pri- 
vacy. In Proceedings of the 5th Symposium on Usable 
Privacy and Security - SOUPS ’09, 1. 
https://doi.org/10.1145/1572532.1572538 

23. Euiyoung Kim, JungKyoon Yoon, Jieun Kwon, Tiffany 
Liaw, and Alice M. Agogino. 2019. From Innocent Irene 
to Parental Patrick: Framing User Characteristics and 
Personas to Design for Cybersecurity. Proceedings of the 
Design Society: International Conference on Engineer- 
ing Design 1, 1: 1773–1782. 
https://doi.org/10.1017/dsi.2019.183 

24. Richard A. Krueger and Mary Anne Casey. 2014. Focus 
Groups: A Practical Guide for Applied Research. SAGE 
Publications, Inc, Los Angeles. 

25. Albrecht Kurze, Andreas Bischof, Sören Totzauer, Mi- 
chael Storz, Maximilian Eibl, Margot Brereton, and Arne 
Berger. 2020. Guess the Data: Data Work to Understand 
How People Make Sense of and Use Simple Sensor Data 
from Homes. In Proceedings of the 2020 CHI Confer- 
ence on Human Factors in Computing Systems, 1–12. 
https://doi.org/10.1145/3313831.3376273 

26. Josephine Lau, Benjamin Zimmerman, and Florian 
Schaub. 2018. Alexa, Are You Listening?: Privacy Per- 
ceptions, Concerns and Privacy-seeking Behaviors with 
Smart Speakers. Proceedings of the ACM on Human- 
Computer Interaction 2, CSCW: 1–31. 
https://doi.org/10.1145/3274371 

27. Scott Lederer, Jennifer Mankoff, and Anind K. Dey. 
2003. Who wants to know what when? privacy prefer- 
ence determinants in ubiquitous computing. In CHI ’03 
extended abstracts on Human factors in computing sys- 
tems, 724-725. https://doi.org/10.1145/765891.765952 

28. Hosub Lee and Alfred Kobsa. 2016. Understanding user 
privacy in Internet of Things environments. In 2016 
IEEE 3rd World Forum on Internet of Things (WF-IoT), 
407–412. https://doi.org/10.1109/WF-IoT.2016.7845392 

29. Christian Leichsenring, Jiajun Yang, Jan Ham- 
merschmidt, and Thomas Hermann. 2016. Challenges for 
smart environments in bathroom contexts. In Proceed- 
ings of the 1st Workshop on Embodied Interaction with 
Smart Environments (EISE ’16), 1–7. 
https://doi.org/10.1145/3008028.3008033 

30. Tianshi Li, Kayla Reiman, Yuvraj Agarwal, Lorrie Faith 
Cranor, and Jason I. Hong. 2022. Understanding Chal- 
lenges for Developers to Create Accurate Privacy Nutri- 
tion Labels. In Proceedings of the 2022 CHI Conference 

on Human Factors in Computing Systems (CHI ’22), 1– 
24. https://doi.org/10.1145/3491102.3502012 

31. Wenda Li, Tan Yigitcanlar, Isil Erol, and Aaron Liu. 
2021. Motivations, barriers and risks of smart home 
adoption: From systematic literature review to conceptu- 
al framework. Energy Research & Social Science 80: 
102211. https://doi.org/10.1016/j.erss.2021.102211 

32. Yuting Liao, Jessica Vitak, Priya Kumar, Michael Zim- 
mer, and Katherine Kritikos. 2019. Understanding the 
Role of Privacy and Trust in Intelligent Personal Assis- 
tant Adoption. In Information in Contemporary Society 
(Lecture Notes in Computer Science), 102–113. 
https://doi.org/10.1007/978-3-030-15742-5_9 

33. S. Marathe, S. Sundar, M. Bijvank, H. C. V. Vugt, and J. 
Veldhuis. 2007. Who are these power users anyway? 
Building a psychological profile. Retrieved July 6, 2022 
from https://www.semanticscholar.org/paper/Who-are- 
these-power-users-anyway-Building-a-profile-Marathe- 
Sundar/1455563bf9242612c36f08e5a295aa139b8a1f04 

34. Karola Marky, Sarah Prange, Max Mühlhäuser, and Flo- 
rian Alt. 2021. Roles Matter! Understanding Differences 
in the Privacy Mental Models of Smart Home Visitors 
and Residents. In 20th International Conference on Mo- 
bile and Ubiquitous Multimedia, 108–122. 
https://doi.org/10.1145/3490632.3490664 

35. Faith McCreary, Alexandra Zafiroglu, and Heather Pat- 
terson. 2016. The Contextual Complexity of Privacy in 
Smart Homes and Smart Buildings. In HCI in Business, 
Government, and Organizations: Information Systems, 
Fiona Fui-Hoon Nah and Chuan-Hoo Tan (eds.). Spring- 
er International Publishing, Cham, 67–78. 
https://doi.org/10.1007/978-3-319-39399-5_7 

36. Markus Miettinen, Samuel Marchal, Ibbad Hafeez, N. 
Asokan, Ahmad-Reza Sadeghi, and Sasu Tarkoma. 
2017. IoT SENTINEL: Automated Device-Type Identi- 
fication for Security Enforcement in IoT. In 2017 IEEE 
37th International Conference on Distributed Computing 
Systems, 2177–2184. 
https://doi.org/10.1109/ICDCS.2017.283 

37. Carrie Mihalcik. 2022. TLDR Act aims to make website 
terms of service easier to understand. CNET. Retrieved 
from https://www.cnet.com/news/politics/tldr-act-aims-to- 
make-website-terms-of-service-easier-to-understand/ 

38. Matthew B. Miles, A. Michael Huberman, and Johnny 
Saldaña. 2013. Qualitative Data Analysis: A Methods 
Sourcebook. SAGE Publications, Inc, Los Angeles, CA. 

39. Lily Hay Newman. 2020. Apple’s App “Privacy Labels” 
Are Here—and They’re a Big Step Forward. Wired. Re- 
trieved from https://www.wired.com/story/apple-app-
privacy-labels/ 

40. Helen Nissenbaum. 2004. Privacy as contextual integri- 
ty. Washington Law Review 79: 119–157. 
https://digitalcommons.law.uw.edu/wlr/vol79/iss1/10/

556    Nineteenth Symposium on Usable Privacy and Security USENIX Association



 

41. Helen Nissenbaum. 2010. Privacy in context: Technolo- 
gy, policy, and the integrity of social life. Stanford Law 
Books, Stanford, Calif. 

42. Michael Quinn Patton. 2014. Qualitative Research & 
Evaluation Methods: Integrating Theory and Practice. 
SAGE Publications. 

43. Sarah Prange, Ahmed Shams, Robin Piening, Yomna 
Abdelrahman, and Florian Alt. 2021. PriView– Explor- 
ing Visualisations to Support Users’ Privacy Awareness. 
In Proceedings of the 2021 CHI Conference on Human 
Factors in Computing Systems (CHI ’21), 1–18. 
https://doi.org/10.1145/3411764.3445067 

44. Johnny Saldana. 2021. The Coding Manual for Qualita- 
tive Researchers. SAGE Publications Ltd, Los Angeles. 

45. Benjamin Saunders, Julius Sim, Tom Kingstone, Shula 
Baker, Jackie Waterfield, Bernadette Bartlam, Heather 
Burroughs, and Clare Jinks. 2018. Saturation in qualita- 
tive research: exploring its conceptualization and opera- 
tionalization. Quality & Quantity 52, 4: 1893–1907. 
https://doi.org/10.1007/s11135-017-0574-8 

46. Samad Sepasgozar, Reyhaneh Karimi, Leila Farahzadi, 
Farimah Moezzi, Sara Shirowzhan, Sanee M. Ebrahim- 
zadeh, Felix Hui, and Lu Aye. 2020. A Systematic Con- 
tent Review of Artificial Intelligence and the Internet of 
Things Applications in Smart Home. Applied Sciences 
10, 9: 3074. https://doi.org/10.3390/app10093074 

47. William Seymour, Martin J. Kraemer, Reuben Binns, 
and Max Van Kleek. 2020. Informing the Design of Pri- 
vacy-Empowering Tools for the Connected Home. In 
Proceedings of the 2020 CHI Conference on Human 
Factors in Computing Systems, 1–14. 
https://doi.org/10.1145/3313831.3376264 

48. Amit Kumar Sikder, Leonardo Babun, Z. Berkay Celik, 
Hidayet Aksu, Patrick McDaniel, Engin Kirda, and A. 
Selcuk Uluagac. 2022. Who’s Controlling My Device? 
Multi-User Multi-Device-Aware Access Control System 
for Shared Smart Home Environment. ACM Transac- 
tions on Internet of Things, 1–39. 
https://doi.org/10.1145/3543513 

49. Yunpeng Song, Yun Huang, Zhongmin Cai, and Jason I. 
Hong. 2020. I’m All Eyes and Ears: Exploring Effective 
Locators for Privacy Awareness in IoT Scenarios. In 
Proceedings of the 2020 CHI Conference on Human 
Factors in Computing Systems (CHI ’20), 1–13. 
https://doi.org/10.1145/3313831.3376585 
 
 
 
 
 
 

 
 
 
 

50. David W. Stewart & Prem Shamdasani. 2017. Online 
Focus  Groups, Journal  of  Advertising, 46:1, 48- 
60, https://doi.org/10.1080/00913367.2016.1252288 

51. Neilly Tan, Richmond Wong, Audrey Desjardins, Sean 
Munson, and James Pierce. 2022. Monitoring Pets, De- 
terring Intruders, and Casually Spying on Neighbors: 
Everyday Uses of Smart Home Cameras. In CHI Confer- 
ence on Human Factors in Computing Systems, 1–25. 
https://doi.org/10.1145/3491102.3517617 

52. Parth Kirankumar Thakkar, Shijing He, Shiyu Xu, Dan- 
ny Yuxing Huang, and Yaxing Yao. 2022. “It would 
probably turn into a social faux-pas”: Users’ and By- 
standers’ Preferences of Privacy Awareness Mechanisms 
in Smart Homes. In Proceedings of the 2022 CHI Con- 
ference on Human Factors in Computing Systems (CHI 
’22), 1–13. https://doi.org/10.1145/3491102.3502137 

53. Yaxing Yao, Justin Reed Basdeo, Oriana Rosata 
Mcdonough, and Yang Wang. 2019. Privacy Perceptions 
and Designs of Bystanders in Smart Homes. Proceedings 
of the ACM on Human-Computer Interaction 3, CSCW: 
1–24. https://doi.org/10.1145/3359161 

54. Eric Zeng, Shrirang Mare, and Franziska Roesner. 2017. 
End user security & privacy concerns with smart homes. 
In Proceedings of the Thirteenth USENIX Conference on 
Usable Privacy and Security (SOUPS ’17), 65–80.  

55. Eric Zeng and Franziska Roesner. 2019. Understanding 
and Improving Security and Privacy in {Multi-User} 
Smart Homes: A Design Exploration and {In-Home} 
User Study. 159–176. 
https://www.usenix.org/conference/usenixsecurity19/pre 
sentation/zeng 

56. Serena Zheng, Noah Apthorpe, Marshini Chetty, and 
Nick Feamster. 2018. User Perceptions of Smart Home 
IoT Privacy. Proceedings of the ACM on Human- 
Computer Interaction 2, CSCW: 1–20. 
https://doi.org/10.1145/3274469 

57. Bu Zhong. 2013. From smartphones to iPad: Power us- 
ers’ disposition toward mobile media devices. Comput- 
ers in Human Behavior 29, 4: 1742–1748. 
https://doi.org/10.1016/j.chb.2013.02.016 

USENIX Association Nineteenth Symposium on Usable Privacy and Security    557



 

Appendix: Virtual Focus Group Protocol 
Thank you for joining us today. The format of this session is 
a focus group. If you’ve never done one of these before, I 
have a set of questions I’d like to open up to discussion, but 
there’s no formal method for answering. I encourage every- 
one to share their thoughts. My role is merely to facilitate 
the conversation; you all will be guiding it. 

We’re here today to talk about smart home technologies. 
This includes a wide range of devices, from smart thermo- 
stats and smart speakers, to connected TVs, fridges, vacu- 
ums, doorbells, security systems, toys, and more. We want 
to build a tool that helps consumers understand the types of 
data that are collected and used by these smart technologies, 
so the main goal of today’s session is to learn from you 
about what information you think is important and what 
factors would make a tool like this useful to you. 

We’ll be recording the session today, but I want to assure 
you that whatever is being shared in this room today stays 
with us, and anything we use from this conversation will not 
be connected to your real name. That said, please treat this 
session as confidential and do not share things we discussed 
today with others. This session is scheduled to last 60 
minutes. Does anyone have questions before we start? 

Great, so let’s get started. As a warm-up, let’s talk about 
what types of smart technologies you use in your home. Can 
we go around the group and each of you share your name 
and then walk us through a normal day and talk about the 
various devices you interact with and how you might use 
them. What do you like the most about them? What do 
you dislike about them? 

[Discussion] 

For those of you who share your home with other people, 
smart devices may pose an interesting challenge because it’s 
hard to “opt out” of using them. So we’re curious, how do 
you make decisions about buying and using smart devices? 

• Prompt (if needed): Is there one person who is “in 
charge” of managing these devices? 

• Prompt (if needed): Do you have discussions with other 
household members before buying or setting up a de- 
vice? 

[Discussion] 

Because you’re using a range of devices, we can talk about 
building up an ecosystem of smart technologies that talk to 
each other and potentially share data. Thinking about that, 
one thing we want to hear more about is how you decide 
whether to connect smart devices to each other. 

• Prompt (if needed): Do any of you struggle with the 
technical aspects of setting up and using these devices? 
Can you share an example of how that affected your 
decision on how to use a device? 

• Prompt (if needed): Are there any devices you don’t 
want to connect? Why? 

[Discussion] 

We’re also interested in hearing about any times you’ve 
maybe been concerned about data being collected or trans- 
mitted by your devices. Are you ever worried about data 
being collected by one of your devices, or things a smart 
device might have “overheard” or collected without you 
knowing? 

[Discussion] 

Okay, we’re going to spend the rest of the hour doing some 
design thinking activities. We’re interested in ways to better 
share smart device data with consumers, and we want to 
think creatively about what that could look like. 

[Design Thinking: Part 1] 

Next, we want you to brainstorm all the types of data smart 
devices might collect about you and how you prioritize con- 
trol over this data. Each of you have been assigned a Jam- 
board (virtual whiteboard) page. For the next few minutes 
list each type of data you can think of that is sent or received 
by each of your smart home devices (one per sticky note). 

Place each sticky note on the grid provided. The grid has 
two axes capturing how sensitive a piece of data is to you 
and how much you want to be able to monitor and control 
that piece of data. So along the horizontal axis, place data 
you consider to be most sensitive on the right and along the 
vertical axis, place the data you would like to have more 
visualization or control over in the top half. 

[Answer questions, give them three minutes to do this, then 
summarize the themes briefly and ask if anyone has things 
to add.] 

[Design Thinking: Part 2] 

To wrap up, I’d like you to get your thoughts on what types 
of features you would want in a tool that helps you visualize 
the data your smart devices collect and share. I realize this is 
kind of an abstract question, there are no wrong answers. 
You’ll have three minutes to jot down as many feature ideas 
as you can come up with, then we can talk them 
through. [time permitting, use Jamboard; otherwise, have a 
group discussion] 

[Facilitator note: As all the sticky notes are posted we can 
start to look for trends/themes that emerge and group them, 
this often leads to a more fruitful discussion. If short on 
time, skip the sticky noting part and just ask them to discuss 
features as a group.] 

Wrap-up: thank everyone for attending and let them know 
about getting gift cards and that we’ll share results once 
this is written up. 
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Abstract
Smart home devices have recently become a sought-after

commodity among homeowners worldwide. Among these,

smart locks have experienced a marked surge in market share,

largely due to their role as a primary safeguard for homes and

personal possessions. Various studies have delved into users’

apprehensions regarding the usability, security, and privacy

aspects of smart homes. However, research specifically ad-

dressing these facets concerning smart locks has been limited.

To bridge this research gap, we undertook a semi-structured

interview study with 29 participants, each of whom had been

using smart locks for a minimum period of two months. Our

aim was to uncover insights regarding any possible usability,

security, or privacy concerns related to smart locks, drawing

from their firsthand experiences. Our findings were multi-

faceted, shedding light on mitigation strategies employed by

users to tackle their security and privacy concerns. Moreover,

we investigated the lack of concern exhibited by some partic-

ipants regarding certain security or privacy risks associated

with the use of smart locks, and delved into the reasons un-

derpinning such indifference. In addition, we explored the

apparent unconcern displayed by some participants towards

specific security or privacy risks linked with the use of smart

locks.

1 Introduction

Over the past two decades, the Internet of Things (IoT) has

seen a significant uptick in the complexity and range of its

applications. These applications span various sectors, from
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healthcare and smart manufacturing to smart home solutions

that aim to enhance users’ quality of life by affording them

greater control over their home devices. One of the emerging

technologies within this space is smart locks, which were

introduced as an advanced alternative to traditional locks [17].

These devices offer a broader array of features beyond mere

door locking and unlocking. In recent years, the smart lock

market has expanded and grown more competitive, leading

to an array of diverse designs and operational characteris-

tics being introduced [3]. As per the Statista Research De-

partment [15], the global smart lock market size, valued at

approximately 0.42 billion dollars in 2016, is predicted to ex-

ceed four billion dollars by 2027. Considering the anticipated

market size and the critical role smart locks play as a primary

line of defense against potential intruders, it’s crucial to eval-

uate their usability, privacy, and security from the perspective

of current users. Understanding these user evaluations can

highlight potential areas of improvement, informing future

design and functionality enhancements for these devices.

Several studies, such as [11,29–31], have assessed concerns

related to the usability, security, and privacy of smart homes,

primarily from the user’s standpoint. While other researchers

[13, 21, 28] have examined the issues and possible mitigation

strategies related to the privacy and security of smart locks

from the systems perspective, little research has been done

on smart locks’ usability, privacy, and security from the end

user’s perspective, creating a gap in the research. To address

this, our study was carried out to investigate user perceptions

of privacy, security, and usability associated with smart locks.

As part of this study, we investigated the following research

questions:

• RQ1: What aspects of the smart lock’s design and func-

tionalities make it appealing to users from a usability

standpoint?

• RQ2: What privacy and security concerns do end users

have regarding smart locks?

• RQ3: How do end users deal with their privacy and se-
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curity concerns?

• RQ4: What are the end user’s perceptions regarding how

the security and privacy of smart locks can be improved?

To help us answer these questions, we conducted semi-

structured interviews with 29 smart lock users who had used

their locks for at least 2 months before the interview and had

used their smart locks to share access with other users. Our

main goal was to better understand their concerns related to

different aspects of smart locks as well as how they deal with

those concerns. In general, our work makes the following

contributions:

• Provide a thorough analysis of the usability, security, and

privacy of smart locks from the perspective of the end

user which gives us an understanding of how to improve

each of the three aspects.

• Demonstrate that more work needs to be done to increase

consumer awareness regarding security and privacy is-

sues related to smart locks.

• Offer suggestions and recommendations for improving

the security and privacy of smart locks based on our

analysis of participant feedback.

2 Related Work

2.1 Smart Locks Security and Privacy
The comprehensive analysis of smart locks, with a particular

focus on usability, privacy, and security from the user’s per-

spective, remains largely unexplored. Despite this, there are

multiple studies conducted by researchers, which delve into

the examination of the overall security and privacy of the var-

ious smart lock models. For instance, Ye et al. [28] analyzed

the security facets of the August smart lock, highlighting po-

tential threats that could compromise the security and privacy

of users. Their analysis reveals that these locks are vulnerable

to several types of attacks, including Denial of Service (DoS),

and loopholes that could allow attackers to access the owner’s

personal information, thereby risking their privacy. In a simi-

lar vein, Ho et al. [13] carry out a security and privacy analysis

of five different commercially available smart locks to iden-

tify potential vulnerabilities and suggest effective defenses

against these. Their findings indicate that some of these locks

could fall victim to state consistency attacks, relay attacks,

and unwarranted unlocking, among other problems. They also

offer potential defensive strategies against such breaches. Sev-

eral other studies [2, 5, 14, 20, 21, 26] aim to enhance the

security and privacy of smart locks by proposing innovative

frameworks, utilizing technologies such as blockchain [5], fa-

cial recognition [14, 20], and a combination of steganography

and cryptography [2]. There is also an acknowledgment of

the deficiencies in the access control management systems

currently employed in commercial smart locks. These defi-

ciencies could potentially jeopardize the security and privacy

of these devices. Xin et al. [26] proposed replacing the preva-

lent role-based system with an attribute-based access control

system, which could enhance the granularity of access control

within smart locks and address issues like state consistency

attacks, unauthorized unlocking, and cascading deletion of

permissions.

2.2 Smart Home User Studies

As a member of the smart home device family, smart locks

share several common attributes and functions with their coun-

terparts. Most notably, these devices are typically managed

through a dedicated companion app and maintain access logs.

Previous studies have investigated various facets of smart

home device usability, exploring topics like the motivation

behind investing in such devices and the impact they have on

enhancing domestic life quality. In [6], a significant number

of participants expressed that the adoption of smart home de-

vices elevated their sense of security and control within their

homes. Participants also identified additional incentives for

adopting these devices, such as the convenience they offer

and the sense of staying abreast of technological advance-

ments. Another study [4] proposed that smart home devices

are generally expected to outperform their traditional counter-

parts in terms of functionality. However, the reliance solely on

smartphone control and the absence of manual control options

for some of the simplest yet most frequently used features

was found to heighten user frustration [7]. This reflects the

necessity for a balance between technological advancement

and user-friendly design in the development of smart home

devices.

Earlier studies have delved into the security and privacy

apprehensions of end-users concerning smart home devices.

For instance, Haney et al. [11], in their study involving inter-

views with 40 smart home device users, sought to understand

any security or privacy worries these users may harbor and

the strategies they adopt to alleviate these concerns. Their

findings pointed out that the principal worry for users cen-

tered around devices equipped with audio and video features

potentially being breached, a sentiment echoed by Zheng et

al. [31] in their study. This suggests that users may express

less concern over the security implications associated with

other smart home devices lacking audio or video capabilities,

such as smart locks. A number of studies, such as Haney et

al. [9] and Tabassum et al. [22], report a seeming lack of con-

cern among certain users regarding the security and privacy

aspects of smart home devices. However, this apparent lack of

concern doesn’t necessarily denote lack of awareness. In fact,

the studies indicate that this lack of concern often stems from

a trust in the device manufacturer’s ability to rectify any secu-

rity issues, or a belief among users that they are unlikely to

be targets for potential attackers [29]. Some users expressed
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that their concern was confined only to smart home devices

located in sensitive areas within their homes, suggesting a

nuanced understanding of privacy and security concerns in

different contexts [30].

In [23], Tabassum et al. conducted a user study with 39 par-

ticipants (18 owners of smart locks and video doorbells and 21

non-owners) to explore the users’ perceptions of the configu-

rations and controls available in smart locks and video door-

bells. Some participants reported concerns regarding unau-

thorized attempts to unlock the smart lock but they mostly

turn the notifications on in order to be alerted to such at-

tempts. Other participants were also concerned about hacking

attempts which might allow adversaries to remotely unlock

the door and provide physical access to the home. For most

of the security concerns, some participants stated that their

only way to cope with those concerns was to put trust in

the manufacturers’ security measures. However, unlike [23],

our study puts more focus on examining smart locks users’

level of concern regarding specific aspects of the security and

privacy of the smart locks as well as investigating the usage

behaviors of smart lock users. Zlatolas et al. also conducted

a survey study with 306 participants in order to get an in-

sight into their security perceptions of IoT devices within the

smart home [18]. The findings of the study revealed a positive

impact of device vulnerability awareness on the perception

of security importance. Meaning that users who were more

aware of the security vulnerabilities of smart home devices

also believed in the importance of implementing mitigation

strategies in order to protect their smart home devices against

possible security threats and vulnerabilities.

Our study results mostly align with previous work while

identifying additional privacy and security concerns and mit-

igation strategies specific to smart locks. Furthermore, our

study investigates the usage behaviors of the smart lock’s end

users.

3 Methodology

We conducted a semi-structured interview study with smart

lock users in order to gain a deeper understanding of smart

lock users’ opinions on different aspects of the lock based

on their experience using the lock and to explore their ideas

about how the lock can be improved in terms of usability,

privacy, and security.

3.1 Participants
We sought participants who had used their smart locks for

at least two months and shared electronic keys (digital keys)

with others (family members, neighbors, parcel delivery, etc.).

The participants were recruited through a mass email sent

to the students and employees at the university as well as

an advertisement post on the SmartHomes sub-reddit on the

Reddit forums. Potential participants were asked to fill out a

screening survey which contained questions such as what type

of smart locks they have, for how much time have they been

using them, and how many people do they share the locks

with. Such questions allowed us to verify the participants’

eligibility to take part in the study. A total of 29 participants

were recruited. Among the participants, 10 were males and

19 were females, and all of them live in the United States.

Most of them (n=16) were in the age group of 26-35 while 10

participants were in the age group of 18-25 and 3 participants

were in the age group of 36-50. The majority of participants

(n=24) stated that they had been using at least one smart lock

for more than 4 months while 5 other participants had used

their locks for 2-4 months.

3.2 Procedure
A researcher contacted participants who were selected for

the study based on the screening survey to arrange a date

and time for the interview. According to each participant’s

preference, all interviews were conducted virtually over Zoom,

Google Meet, or Webex. Interviews lasted about 40 minutes

on average and each participant was given a $10 Amazon gift

card for participating in the study. The study was approved

by the university’s Institutional Review Board (Protocol #21-

0295). Each interview was divided into two sections. The first

part focuses on exploring the usability aspect of the smart

lock while the second part focuses more on the privacy and

security aspect of smart locks. Each part contained open ended

questions as well as Likert scale questions. Participants were

asked to explain their reasons for choosing a particular answer

in order to better understand their perspective. Towards the

end of the privacy and security section of the interview, we ask

the participants to watch a YouTube video that was prepared

and uploaded by one of the researchers which contains a

demonstration of 2 types of state consistency attacks that

some smart locks are susceptible to. Once the participant

finishes watching the video, the researcher asks them some

questions regarding the two issues illustrated in the video.

3.3 Data Analysis
Each interview conducted was audio-recorded and subse-

quently transcribed for analysis. Our data collection was bi-

furcated into qualitative and quantitative components. The

qualitative data was processed using an inductive coding ap-

proach. This procedure was carried out independently by two

researchers who then engaged in discussions to finalize the

coded data, thereby resolving any potential disagreements.

The final codebook consisted of 13 main codes and 53 sub-

codes. The complete codebook is added in Appendix A.3.

Turning to the quantitative data, our main approach involved

the use of descriptive statistics, given that the bulk of our

interview questions were not formulated to test for statisti-

cal significance among variables. Nevertheless, for the few

USENIX Association Nineteenth Symposium on Usable Privacy and Security    561



questions that did require a test of statistical significance, we

employed the non-parametric Wilcoxon Signed Ranks Test,

considering the data didn’t adhere to a normal distribution

pattern.

4 Results

4.1 Usage Behaviors

The purpose of this section of the paper is to identify the

popularly used smart lock features as well as understand end

users’ usage behaviors. Investigating these aspects of smart

locks leads to a broader understanding of what aspects of the

smart lock’s design and functionalities make it appealing to

end users from a usability standpoint (RQ1).

4.1.1 Adopting a Smart Lock

As an emerging technology, smart locks have their strengths

and weaknesses in terms of privacy, security and usability,

especially when compared to traditional locks that homeown-

ers are already familiar with. In response to a question about

whether participants hesitated before switching to a smart

lock from a traditional lock, 12 participants said that they had

some concerns initially and that it took them some time to

become convinced that adopting a smart lock was the right

choice. The two main reasons behind the hesitation were price

and security. A smart lock can cost up to ten times as much as

a traditional lock, which can be a big financial commitment.

The security of smart locks was also a big concern among

some participants who hesitated before adopting a smart lock.

Asked why they chose to switch from a traditional lock to

a smart lock, the majority of participants (n=20) said it was

because of how convenient using a smart lock is compared

to using a traditional lock, whereas only 8 participants cited

security as a reason for using one.

4.1.2 Automation

By using communication protocols such as Zigbee and Z-

Wave, smart home devices can communicate with each other

to automate tasks. In spite of this, only 4 out of 29 partici-

pants created automation scenarios that utilized smart locks.

P2, for example, has an automation scenario set up so that

when an authorized user unlocks the smart lock, the home

security alarm is automatically disabled without having to

manually disable it every time a resident enters the house.

Many automation scenarios can be set up using the smart

lock to increase the level of convenience and security of a

house, but most participants were not aware of the possibility

of creating automation scenarios that include the smart lock.

Reason for turning on notifications Count
Get alerts when the deadbolt is jammed 10

Get alerts about who is accessing the house 8

Get security alerts 4

Get battery alerts 1

Table 1: Reasons for enabling smart lock notifications.

4.1.3 Features and Capabilities

Compared to traditional locks, smart locks offer more features

besides the basic function of locking and unlocking doors.

The three most popular features that participants mentioned,

unprompted, when asked to describe the features of their

smart locks that they liked most were the ability to remotely

control the lock (n=14), keyless entry (n=10), and the ease

of giving others access (n=5). The ability to remotely check

if the door is locked (n=3), the ability to unlock the door in

multiple ways (n=3), and the auto lock feature (n=2) were not

as popular among participants.

We also engaged the participants to evaluate their usage

frequency of distinct smart lock features. To do this, we used a

Likert scale that used the following designations: ‘never’, ‘sel-

dom’, ‘sometimes’, ‘frequently’, and ‘always’, where ‘never’

corresponded to 1 and ‘always’ to 5. The "auto-lock" and the

"remote lock status checking" features emerged as the most

utilized among the smart lock features, as illustrated in Fig-

ure 1. The popular preference for these features stems from

the heightened sense of security they afford to participants,

particularly when they’re away from home, by guaranteeing

the door is securely locked – an observation underscored by a

number of participants.

In terms of notifications, the majority of participants (n=21)

stated that they keep smart lock notifications on. According

to participants, the most common reason for enabling notifi-

cations is to be notified when the deadbolt jams on the door

frame and does not lock properly, which is a common problem

with smart locks. Notifications were also enabled to keep track

of who was accessing the house in real-time, get alerts when

the smart lock’s battery was low, and see who was entering the

apartment in real-time. in contrast, some participants (n=8)

stated that they prefer to turn notifications off either because

they don’t prefer to use the app at all or because they find

notifications annoying. Another participant was concerned

that turning notifications on could violate other household

members’ privacy.

4.1.4 Managing Electronic Keys

Electronic keys are usually shared and revoked through the

companion application. They can be in the form of a token on

the user’s smartphone or an access code that the user needs

to enter every time they unlock the door. Participants were

asked to evaluate two factors - ease of use and reliability -
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(a) Usage frequency (b) Average usage frequency

Figure 1: Smart lock’s features usage frequency.

when it came to sharing their smart locks with others. Twenty-

two participants found sharing access to the smart lock quite

easy, but seven found it quite challenging, especially for older

or less tech-savvy individuals. Among the participants, only

two found it difficult to revoke someone’s access to the smart

lock. It is also worth mentioning that 13 participants reported

that they never felt the need to revoke another person’s access.

Participants did not report any issues with the reliability of the

access sharing process. When they share access with others,

the other person is always able to operate the lock based on

their access rights with no issues.

Access Sharing Patterns Access to the smart lock is usu-

ally shared through sending an invitation either by phone

or email. When the other person accepts the invitation, they

would be able to control the lock to the extent of their ac-

cess level. Another way to share access to the smart lock is

through an access code, usually 4 to 6 digits long, that allows

the other person to unlock the door. Out of 29 participants, 13

reported that they only share access to their locks with people

who live with them, such as roommates or family members.

They feel more secure knowing that only the residents can

unlock the door. The rest of the participants (n=16) stated that

they give access to those who live inside the house, as well as

others who don’t live in the house such as guests, babysitters,

contractors, dog walkers, etc. However, it is common for them

to give "temporary access" to some of those who do not live

in the house. For example, a dog walker who walks the dog

from 10am to 11am can only unlock the door during these

hours. Others, such as visiting family members or friends, can

access the house at any time, but do not have full access to the

lock in terms of checking access logs, giving access to others,

or any other features besides locking/unlocking the door.

4.1.5 Usability Improvements

Although some participants were fairly satisfied with the

smart lock’s current features, others believed that it could

be significantly improved by making some modifications and

adding some new features. Some of these modifications in-

clude:

Improving the Battery In the case of smart locks, a dead

battery can leave someone locked out of their home, especially

if the lock doesn’t offer any other means of unlocking it. Some

participants (n=3) suggested different ways to improve the

battery.

P27: "It would be nice if there was such thing as
like a mini key fob that I could put on the bottom
of the lock, just give it a charge so I can unlock it
real quick to get into the house. That way, I could
have that on my keys, and if I’m locked out when
the battery’s dead, I could just kind of like jump
start it."

Smart Watch Integration One of the participants sug-

gested allowing smart locks to be operated by smart watches.

This would be a very convenient feature especially for run-

ners who prefer to leave their smartphones at home and only

wear their smart watch. However, this feature already exists in

some smart locks and watches such as the August smart locks

that are compatible with Apple watches. Not all commercially

available smart locks and smart watches support this feature

though.

4.2 Security and Privacy Concerns
The purpose of this section is to explore and analyze the

participants’ insights regarding their privacy and security con-

cerns (or lack thereof) with their smart locks (RQ2). In order
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(a) Level of concern (b) Average level of concern

Figure 2: The participants’ level of concern associated with different smart locks privacy and security threats.

Security or privacy concern Count
Hacking 9

Using and sharing access codes 7

Physical tampering with the lock 3

Losing the smartphone 2

Getting locked out 2

Revocation evasion 1

Table 2: The participants’ security and privacy concerns re-

lated to smart locks (unprompted).

to ensure that they have had enough time to develop an opin-

ion regarding the security and privacy controls of their smart

locks, all participants have owned/used their smart locks for

at least two months prior to the interview date and have used

shared access to the lock with other users.

To gain an overall comprehension of the primary security

and privacy concerns that smart lock users possess, we ini-

tially solicited from the participants any general security or

privacy concerns they have associated with smart locks (Re-

fer Table 2). This was followed by questions regarding their

degree of concern about specific security and privacy issues

related to smart locks (Refer Figure 2). The specific threats

presented to the participants were formulated based on find-

ings from previous research in the fields of smart locks and

smart home security. These threats included concerns of log

evasion, log revocation, and the possibility of being locked

out, as discussed in previous studies such as [13, 16, 19, 25],

which explored the security vulnerabilities prevalent in some

smart lock systems. Furthermore, we asked the participants

about concerns regarding hacking threats, storage of personal

information, maintaining a log of all interactions, sharing

personal details with other authorized users, and the pos-

sibility of information being disseminated to other parties.

These additional concerns were also derived from previous

research [11, 24, 29, 31], which delved into security concerns

of smart home users associated with smart home devices. The

participants’ responses were recorded using a Likert scale,

with designations ranging from ‘not concerned’ (assigned a

score of 1) to ‘extremely concerned’ (score of 5).

4.2.1 Hacking

When asked, unprompted, about which privacy and security is-

sue participants were concerned about the most when it comes

to their smart locks, hacking was by far the most mentioned

concern (N=9), which is in line with prior studies such as [11].

However, although 3 participants expressed extreme concern

about hacking, a large portion of the participants were only

slightly concerned (N=13) mostly because they don’t believe

themselves or their houses to be a potential or a high prior-

ity target for hackers, which seems to be a common thought

process for a lot of homeowners [10, 22].

P22: "slightly concerned. I recognize that it can
happen. But I don’t see that our house is being a
high priority target. It’s not like we’re particularly
I don’t feel like that we would be. I don’t foresee us.
Basically, security through obscurity is what I’m
banking on. I don’t see why anyone would want to
get into our house specifically."
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4.2.2 Profiling and Information Collection

The majority of participants (n=19) expressed no concern

about the smart lock collecting personal information about

them and the residents of their home, which is consistent

with previous research such as [11]. In fact, some participants

appreciated that this sort of information is collected which

can help improve the quality of the access logs. Some of those

“not concerned” participants also believe that the information

the lock collects is not significant and cannot harm them in

any way, although when asked about the type of information

they think the lock collects, some of them thought the lock

only collects their name and email which is not accurate [1].

However, some other participants were more concerned about

selling or sharing this information with other parties. P18,

who was extremely concerned about sharing their information

with third parties, says:

P18: “Sharing my privacy information with some
other third parties is what I think is illegal and I
don’t feel it will be safe, because I trust that partic-
ular company and I don’t trust the other.”

Based on the type of information the smart lock collects

about its users and the fact that the smart lock also has the

capability of sending and receiving information to and from

other smart home devices, this creates the possibility of a

profiling issue which is a huge privacy risk that most smart

home users have to deal with. None of the participants ex-

plicitly mentioned “profiling” which could be because they

are not familiar with that term or not even familiar with the

type of information the smart lock collects and that it can lead

to profiling. However, some participants were worried about

others knowing the schedule of exactly when they are home

and when they are not.

4.2.3 Using and Sharing Access Codes

Seven participants (n=7) expressed concern about the secu-

rity implications of using or sharing their access codes. For

example, two participants were concerned about an adversary

observing them or other residents while using their access

code to unlock their smart lock, which could allow the ad-

versary to unlock their door later. Other participants (n=3)

were more worried about the wear and tear of the keypads

or touchpads that come with their smart locks (the most fre-

quently used buttons wear faster than the others). Touchpads

can show fingerprints, which can help an adversary figure

out the access code based on observing how the keypad or

touchpad looks based on which 4 buttons are used the most.

Additionally, one participant was concerned about sharing ac-

cess to the lock with others since they might not take security

very seriously and make it easier for someone else to gain

unauthorized access.

4.2.4 Physical Tampering with the Lock

The physical security of the smart lock was a concern for

some participants (n=3). P5 is concerned about the lock itself

being stolen for how expensive it is. Two other participants,

on the other hand, were worried about the possibility of a

burglar tampering with the lock and being able to gain access

to the home. Especially in smart locks that have a physical

keyhole as an extra option to unlock the door which can make

it susceptible to picking just like traditional locks.

4.2.5 Losing the Smartphone

For a smart lock user, losing their smartphone is equivalent to

losing their home key, especially if they do not secure their

smartphone with a strong passcode or if they have the auto-

unlock feature ON, which allows the lock to unlock itself

when the smartphone is within a certain range of the lock

without having to unlock the smartphone’s passcode. Two

participants were concerned that this could happen and an

adversary could gain access to their homes. However, most

smart locks already give their users the option to log in to

their accounts through a website and disable the lost phone to

avoid such an issue.

4.2.6 Getting Locked Out

Getting locked out of the home can be a huge security issue

especially when it happens late at night or in a dangerous

neighborhood. Although only about 28% of the participants

(n=8) reported that they were locked out of their homes at least

once because of the smart lock, the majority of participants

(n=18) showed at least a slight concern that they might get

locked out due to a smart lock related issue such as losing

connectivity to the internet or a dead battery. Most of those

who had already been locked out in the past also mentioned

that it was indeed either an internet connectivity problem or a

battery related issue.

4.2.7 Log Evasion and Revocation Evasion

Log evasion and revocation evasion affect smart locks that fol-

low a Device-Gateway-Cloud architecture since they mostly

rely on WiFi bridges or the user’s smartphone to access the

internet [13]. Through a companion app on the user’s smart-

phone, these smart locks retrieve the access control list from

a remote server, and verify it with the lock through Bluetooth

to determine if a particular user is authorized to operate the

lock. Unless the user’s phone is connected to the internet or

a WiFi bridge is available, the lock cannot retrieve the most

recent access control list. As a result, even if user X’s access

to the smart lock was recently revoked, they can still operate

the lock until the lock can connect to the internet and update

the access control list. This is called revocation evasion which
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Pre-Video (μ, σ) Post-Video (μ, σ) Z-value P-value
Log Evasion Threat

(1.72, 0.882) (2.24, 1.354) -2.334 0.020

Revocation Evasion
(1.79, 1.114) (2.21, 1.320) -1.530 0.126

Table 3: The mean and standard deviation for the participants’

level of concern regarding state consistency attacks in smart

locks before and after watching the demonstration video.

is the first type of state consistency attacks. Likewise, a legiti-

mate user, who has authorization to operate the lock, can also

avoid appearing in the access logs simply by turning off their

smartphone’s internet connection. This is the second type of

state consistency attack (evasion of access logs).

Although state consistency attacks have been heavily dis-

cussed in the literature [13, 16, 19, 25], only 3 participants

stated that they were aware of the revocation evasion issue

within smart locks while only 2 participants were aware of

the log evasion issue. Users tend to be less concerned about

security issues they are not familiar with. To give participants

an overall understanding of the issues and how they can occur,

we prepared a video demonstrating two types of state consis-

tency attacks on one of the most popular smart locks on the

market. We first asked the participants, on a scale of 1 to 5,

how concerned they were regarding each of the two issues

before watching the video and then again after watching the

video towards the end of the interview. Our aim was to ex-

amine how raising the level of awareness of security threats

affects users’ level of concern about those threats.

The results showed an increase in the level of user concern

regarding both of the security issues after watching the video

as illustrated in Figure 1a and table 3. In order to determine

whether statistically significant differences exist between the

participants’ level of concern before and after watching the

video of the two security issues, a Wilcoxon Signed Ranks

Test was performed. The tests revealed a statistically signifi-

cant difference in the participants’ level of concern in regards

to log evasion (Z= -2.334, p=0.020, α= 0.05). However, The

tests did not reveal a statistically significant difference in the

participants’ level of concern in regards to revocation evasion

(Z= -1.530, p=0.126, α= 0.05). The reason behind this is that

the participants were already more concerned about the possi-

bility of revocation evasion compared to the possibility of log

evasion even before knowing that the issues do exist. There-

fore, although the participants’ level of concern has mostly

increased towards both issues after watching the video, it was

more noticeable for log evasion.

After watching the video demonstration, most of the partic-

ipants believed both issues to be very serious. However, they

considered revocation evasion to be more serious compared to

log evasion ( x = 3.90 and x = 3.49 , respectively). Referring

to the revocation evasion problem, P13 says:

P13: “Extremely serious. That can really make
or break someone’s life extremely, especially with
stalkers and domestic violence issues. I’m just try-
ing to think about all the issues that someone has
changed their locks because of some type of danger
or harm that they felt that they might have been in
to revoke someone’s access into their home. So that
person can still access their home, when they are
not on Wi-Fi. That’s scary.”

Furthermore, we asked the participants if they would switch

back to traditional locks if they found that their smart locks

had either of those problems. For both the revocation evasion

and the log evasion issues, most participants (n=19 and n=23

respectively), stated that they would NOT go back to using a

traditional lock. Some participants explained how they would

buy a different smart lock instead of going back to a traditional

lock because they appreciate the features that a smart lock

offers. However, most of them stated that now that they know

about those issues, they will make sure to test their smart

locks and be more careful about which smart lock they buy in

the future and who they share access to their locks with.

4.3 Reasons for the Lack of Concern
Using Mitigation Strategies Some participants mentioned

that having added layers of security such as using a video

doorbell or installing an alarm system on their smart locks

was a factor that increased their trust in their smart locks and

made them less concerned about possible security and privacy

issues related to the smart locks.

Trusting Other Users Most of the participants who did not

seem very concerned about most security issues related to

smart locks stated that they only share access to their smart

locks with people they absolutely trust and are not expecting

any of these individuals to actively invade their privacy or

compromise their security.

Trusting the Manufacturer The manufacturer’s security

and privacy policies play a crucial role in protecting the

integrity and confidentiality of the data that is transferred

from the end user to the manufacturer. Similar to previous

research [22], Some participants stated that they trust the man-

ufacturer to not sell or share their data with other third parties

as well as keep their data secure on the cloud against any

hacking attempts.

Everything about me is Already Out There! Some partic-

ipants stated that their lack of concern with some privacy and

security issues related to smart locks is due to the fact that

their personal information is already on the internet one way

or another and has already been sold to advertising agencies

by other applications and services that they used in the past.

566    Nineteenth Symposium on Usable Privacy and Security USENIX Association



Therefore, they were not greatly concerned about their smart

locks sharing personal information with other parties.

My House is not a Target! The participants were mostly

aware of the fact that smart locks are susceptible to hacking.

However, some of them did not show any concern regarding

the possibility of hacking mainly because they were under the

impression that hackers would have no interest in compromis-

ing their smart locks and gaining access to their homes.

4.4 Mitigation Strategies

Despite the fact that some participants showed concerns re-

lated to the security and privacy of smart locks, they also made

it clear how convenient it is to use the smart lock and enjoy

the added features compared to its counterpart the traditional

lock especially when its counterpart also has its own security

and privacy issues. However, the participants reported that

they tend to use specific protective measures and mitigation

strategies to cope with those concerns and improve the secu-

rity of their smart locks without losing the convenience factor

of using a smart lock (RQ3).

4.4.1 Adding Another Layer of Security

When asked if they use any other devices or gadgets to in-

crease the security and privacy of their smart locks, most

participants (n=25) stated that they do. The majority of those

(n=24) have a video doorbell installed, which records every-

thing that happens around the area where the smart lock is

installed. In addition, it allows users to see who is actually

at the door before unlocking it. The second most commonly

used device to improve the security of smart locks was a chain

guard or a swing guard (n=4), which is a small device that,

when engaged, can be installed on the door and door frame to

make it harder for an intruder to access the home even if they

managed to get the smart lock to unlock. Two participants

(n=2) also installed a secondary lock on the door, so that even

if the smart lock was unlocked, the intruder would still have

trouble getting in. Several participants (n=2) reported that

their home had a security system that could alert them in case

of a break-in. Those systems usually require the user to input

a passcode every time they get through the front/back to stop

the alarm from going off.

However, we asked the participants if they would still feel

safe with the smart lock if those other security layers were

not installed. To our surprise, 21 participants said they would,

indicating either that they are confident in the security features

of smart locks or that they do not consider their homes a target

for intruders.

4.4.2 Configuring the Network

Some participants (n=3) suggested improving the security of

the network that the smart lock connects to as a solution to

concerns related to hacking and remote manipulation of the

lock.

P12: “My biggest concern was the connectivity to
the internet and, obviously, the ability that someone
else may have to access the lock remotely, or gain
access to the code or anything of that nature. I’ve
kind of mitigated that by using Bluetooth instead of
connecting it directly to wireless. And then when
it’s connected on my phone through Bluetooth, I
actually have a separate wireless network that I’m
connected to the separate VLAN so that anytime
I’m connected to that device, it’s not on the center
VLAN that I use to surf the web and stuff like that.”

We hypothesized that improving authentication through us-

ing Multi-factor Authentication (MFA) would be something

that at least some participants might mention as a possible

mitigation strategy but when asked unprompted, none of the

participants mentioned it. For this reason, we asked the partic-

ipants if the applications they use to control their smart locks

support MFA. About half of the participants (n=14) stated

that their application does offer it, while 10 participants stated

that they don’t have this feature and 3 other participants did

not know if they had it or not.

For the 14 participants who had access to MFA, 10 of them

had it in the form of a One-Time-Password (OTP) that is sent

to their phone or email when they log in from a new device, 5

participants have it in the form of a PIN, fingerprint, or face ID,

that is required every time they use the companion application,

and 1 participant had it in the form of a confirmation from an

already logged in person. However, only one person out of

the 14 participants who have the MFA feature stated that they

use it frequently (in the form of a PIN, fingerprint, or face ID)

while the others either don’t use it or are required to use it

every time they log in from a new device.

4.4.3 Managing Access Codes Carefully

Some participants (n=3) stated that they choose to manage

access codes more carefully and put some regulations in place

when it comes to creating and sharing access codes. This

includes things like changing the access codes frequently

and giving access only to a limited number of people who

absolutely need it. Moreover, the companion applications

used to control smart locks are usually reliable when it comes

to sending out notifications of every interaction with the lock

in real time to the homeowner as well as keeping an access

log that records every interaction with the lock along with

other information such as who interacted with the lock, when,

and how. Some participants (n=2) said that this has been very
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effective for them when it comes to dealing with their security

concerns since they can always be notified of who is using

the lock so they can confirm whether it was a person they

recognize or not and can react to the situation accordingly.

4.4.4 Maintaining the Keypad/touchpad

As mentioned in the previous section, smart locks that are

equipped with a touchpad/keypad have their own security

issues especially when it comes to the wear and tear of the

buttons and the touch screen itself. Participants (n=2) who

have this sort of smart locks take some protective measures

to deal with those possible security risks such as covering the

touchpad/keypad with a plastic wrap so that it does not wear

down as quickly as well as wiping off any fingerprints that it

might catch after each use.

4.5 The Security of Smart Locks Compared to
Traditional Locks

When asked whether it made them feel safer having a smart

lock installed in their home compared to having a traditional

lock, the majority of participants (n=19) said that it did. Ac-

cording to the participants, having features such as the ability

to remotely lock the door, get security notifications, restrict

others access time, and the ability to use the auto-lock feature

made them feel that their home is secure even when they are

away from home. However, other participants (n=10) did not

necessarily feel more secure with the smart lock, but they ap-

preciate its convenience. Some of them even felt less secure

for various reasons such as the possibility of getting hacked,

and the fact that others can see them as they type in their

access codes and might be able to use that access code in the

future.

4.6 Security and Privacy Improvements
In this section we report and discuss the participants’ insights

regarding how the smart lock’s design and functionality can

be altered in a way that enhances its overall security and

privacy (RQ4).

4.6.1 Built-in Camera

Most commercially available smart locks don’t have a built-

in camera, but some of them can be easily integrated with

other commercially available video doorbells. However, some

participants (n=6) believe that having the doorbell camera

already built-in can save the user money and time spent to

integrate the two which sometimes might not even allow the

user to use the full capabilities of both devices. Moreover,

some participants lack the technological background to con-

nect the two devices together. In fact, some participants (n=8)

have both devices but do not have them connected due to

different reasons such as not knowing how to connect them

or the fact that they are not compatible in the first place. In

terms of security, a built-in camera allows the users to see a

video of who is interacting with the lock in real time as well

as knowing exactly who is at the door before letting them in.

4.6.2 Improve Authentication

Some participants (n=6) believe that the authentication pro-

cess within smart locks can be improved to increase the over-

all security of smart locks. According to the participants, they

would feel more secure if instead of using an access code or

a button on the companion application to authenticate, they

would be able to use a more secure method such as face recog-

nition or fingerprint (which is already available on some smart

locks but not the most popular ones). However, some of partic-

ipants also liked the idea of using Multi-factor Authentication

(MFA) to improve the authentication process for logging into

the companion application which was discussed at some point

during the interview. Most of them were not familiar with the

concept of MFA before the interview.

4.6.3 More Data Transparency

In line with previous work [27], several participants (n=5) be-

lieve that the manufacturer needs to be more transparent when

it comes to explaining how the customer data is being used,

who it’s shared with, and how much of the user’s information

is shared.

P12: “I would say that it would be easier to have
a little bit of better visibility into how your data is
being used. It’s not so transparent as to how your
data is being used from third parties or from the
company itself.”

4.6.4 Improving the Physical Security of the Lock

Two participants stated that the smart lock is not physically

secure and could use some improvements in that aspect. This

can be accomplished by implementing an intrusion detection

system or a tamper detection system with specific sensors that

can detect any tampering with the lock, attempts to break it,

or hitting it with a strong force.

4.7 Limitations
Like many interview-based studies, our convenience sample

size was limited and might not wholly reflect the broader pop-

ulation. Our recruitment efforts were predominantly focused

on university students and employees, which confined us in

terms of geographical diversity and the educational level of

our participants. Therefore, nearly all our participants were

from the United States with a generally high educational

background. We attempted to address this lack of diversity by
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promoting the study on Reddit forums. However, our attempt

was hindered by the fact that most of the responses to the

screening survey posted on Reddit came from bot accounts or

were instances of a single person submitting multiple surveys.

We identified this anomaly thanks to the data analysis and in-

sights provided by the survey platform we utilized, Qualtrics.

5 Discussion

In this section, we will discuss some of the key takeaways

from our study as well as discuss implications and recommen-

dations for researchers and smart lock designers.

Smart Lock Adoption Our study revealed that most partic-

ipants chose to adopt a smart lock mainly because the features

that the smart lock offers make it more convenient compared

to a traditional lock. This, however, contradicts with a prior

study that aimed to explore the key factors affecting smart

lock adoption in which improving the security and safety

of the home was the most important factor that influenced

the participants intention to adopt a smart lock [17]. This

contradiction can be due to the different backgrounds or de-

mographics of the participants in the two studies. Another

reason could be the fact the participants in our study have had

at least 2 months of experience using the smart lock before

the interview, while the participants in the study conducted

by Mamonov et al. hadn’t adopted the smart lock at that point

in time.

Convenience Over Security Although several participants

expressed their concerns about privacy and security issues

related to smart locks, most of them believed that the conve-

nience of using the smart lock outweighs its security flaws.

After all, its counterpart, the traditional lock, is not necessarily

flawless in terms of security since it’s susceptible to picking

and tampering. However, several participants did not seem

to be extremely concerned about the security drawbacks of

the smart lock. Some of these participants were not aware of

the possible security threats while others trust the mitigation

strategies they put in place to increase the privacy and security

of the lock and the smart home in general.

Unique Security Concerns and Mitigation Strategies Our

findings revealed security concerns and mitigation strate-

gies unique to smart locks which have not been discussed

in prior studies that aimed to investigate the security and

privacy concerns and mitigation strategies related to smart

home devices in general. For example, some participants in

our study expressed concerns regarding shoulder surfing at-

tacks or the fact that attackers might be able to figure out the

smart lock’s correct access code based on which keys on the

keypad are more worn due to being pressed more frequently.

These sorts of concerns also introduced mitigation strategies

that are more unique to smart locks such as maintaining the

keypad/touchpad more regularly and managing access codes

more carefully. Furthermore, some participants were also con-

cerned about the possibility of losing their smartphone which

would be equivalent to losing their key to the house, while

other participants showed concerns regarding the possibility

of getting locked out of their homes due to internet connec-

tion or battery related issues with the smart lock. While it’s

possible to mitigate some of the security concerns regard-

ing most smart home devices by installing the device in a

different location within the house, or turning the device off

for a specific amount of time [22, 29], this is not applicable

in the case of smart locks due to obvious reasons. However,

our findings show that using an extra layer of security is the

main mitigation strategy used by smart lock users to deal with

their privacy and security concerns. For most participants,

this extra layer of security was a video doorbell due to the

fact that video doorbells are usually installed near the smart

lock which provides the user with a clear view of what is

happening around the lock and who is trying to interact with

it.

The Trust Factor The lack of concern that some partici-

pants showed when answering questions related to security

and privacy concerns was sometimes due to them having trust

either in the other users, the manufacturer, or the security com-

pany that installed the smart lock [10, 29]. Having complete

trust to the point of neglecting security vulnerabilities could

be detrimental to the security of the entire home. For example,

one participant mentioned that they do not check access logs

because they trust all the other lock users. However, checking

the access logs does not necessarily mean a lack of trust, but

simply allows the lock owner to verify that only those who

should have access to the lock actually do.

Sharing Electronic Keys The security of the smart lock

and therefore that of the entire household, since compromis-

ing the smart lock can lead to unauthorized access to the

home, is largely dependent on how safely the access codes

and electronic keys are being managed. Carefully assigning

access codes and electronic keys along with choosing the right

access type for each person that uses the lock is extremely

critical. For that reason, almost half of the participants chose

to only give access to those who live in the house while the

other participants, who gave access to non-residents, try to

carefully choose the access level based on who needs access

to the home, when, and why.

5.1 Implications and Recommendations
5.1.1 Design and Functionality Improvements

Access Control Management Currently, the majority of

smart locks implement a Role-based Access Control (RBAC)
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management system with 4 access levels: owner, resident,

recurring guest, and temporary guest [13]. Each of the four

access levels has specific access rights associated with it and

the only two factors that the homeowner can manipulate when

giving access to another user are the date and time (for the

recurring guest and temporary guest access levels). However,

more than half of the participants (n=16) stated that they share

access to their smart locks with other users who don’t live

inside the house such as a babysitter, a pet walker, or a con-

tractor. To improve the privacy and security of those who live

inside the house, it’s imperative to enable the homeowner

to create more granular access control policies taking into

account other environmental and contextual factors. For ex-

ample, a homeowner might want the contractor to be able to

use their access code only if no one is home to ensure the

privacy of the home residents. Moreover, even when consider-

ing giving access to residents, prior studies, such as the study

conducted by He et al., have proved that smart home users

prefer to give access based on capability rather than device

which also supports the need for more granular access control

policies [12].

Video Doorbell Integration The fact that over 82% of the

participants have a video doorbell installed next to their smart

lock gives us an indication of how well these two devices

complete each other and using them together can greatly im-

prove the security and privacy of the household. However,

many participants stated that although they have both devices,

they don’t necessarily have them connected either because

they are not compatible, or because the user lacks the knowl-

edge of how to connect them to get the most out of the two

devices. We recommend, as well as many participants, that

smart locks either have cameras already built-in or at least

support seamless integration with other video doorbells in

the market. The integration process needs to be simple with

a clear and concise video tutorial to make it easier for those

who are technically challenged to connect the two devices

and get the added security and usability features.

Battery Many participants showed some concern regarding

the battery life of the smart lock. Once the battery starts deplet-

ing, the lock becomes slower in responsiveness and sometimes

does not even lock properly since it lacks the needed torque

to properly lock the door. Prior work has indicated that smart

locks suffer from sitting idle during extended periods of the

day as well as having additional high peak current demands

compared to other smart home devices [8]. Therefore, they

require better power management in order to improve their

battery life. Improving the battery life should be a priority

along with increasing the frequency of battery level warnings

that show on the user’s smartphone before the lock gets to the

stage where it struggles to unlock properly and not only when

the battery is about to die completely.

5.1.2 Increasing Awareness

Our study shows that there is a general lack of awareness

when it comes to security and privacy issues that the smart

lock might be susceptible to. The lack of awareness often

leads to lack of concern which can stop the smart lock user

from implementing the correct protective measures and fol-

lowing the proper security practices to keep the lock secure.

Therefore, more work needs to be done to educate the smart

lock’s user base about the possible security flaws and vulnera-

bilities. Our results show that the big majority of participants

were not aware of state consistency attacks that some smart

locks are susceptible to. Making them aware of those issues,

however, has proved to increase the level of concern for some

participants.

5.1.3 Transparency in Data Collection and Sharing

Our results revealed that the participants’ level of concern re-

garding sharing their personal information with other parties

is almost as high as the level of concern regarding hacking

(Figure 2b). Therefore, it’s imperative to give the users more

control over what data is collected through the smart lock as

well as more transparency about who gets access to such data.

One way to improve the transparency in data collection and

sharing is through adding more privacy controls and improv-

ing how privacy policies are displayed to the end user in a

way that accommodates for users of different education levels,

languages, and ages.

6 Conclusion

Given the continuous increase in the market size of smart

locks year after year all over the world and the role smart locks

play in maintaining the security and privacy of the household,

more and more research needs to be done in order to improve

the design and functionalities of smart locks. There have been

numerous research papers published in the past discussing the

security and privacy of smart locks from the perspective of

the researchers, but little work has been done on the security

and privacy of smart locks from the perspective of the end

users. In this study, we focus on the end user’s perspective of

different aspects of the smart lock. We start our interviews by

investigating the usage behaviors of smart locks’ end users.

We learned that big portion of smart lock users tend to share

access to the lock with others who don’t live in the house

which justifies the need for improved access control policies.

Our study also revealed that the convenience of smart locks

was the number one factor in adopting a smart lock. The study

also shows a lack of concern, as well as a lack of awareness,

regarding some smart lock security and privacy threats.
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A APPENDICES

A.1 Screening Survey
• What is your first name?

• What is your email address?

• What age group do you belong to?

• What is your gender?

• What is your level of education?

• What is your current occupation?

• How many smart locks do you have installed where you

live?

• Which smart lock(s) do you have installed where you

live?

• Who installed the lock(s)?

• How long have you been using it (them)?

• How does your smart lock connect to the internet?

• How many people do you share access to the lock(s)

with?

• Which virtual meeting platform do you prefer for con-

ducting the interview?

A.2 Interview Questions
A.2.1 Smart Locks Usability

• What made you move from using a traditional lock to

using a smart lock?

• Did you hesitate before making the move from using

traditional locks to smart locks? Why?

• Do you have your smart lock connected to your video

doorbell? Why?

• What would you say the top features of your smart lock

that you mostly use?

• Who else can operate the smart lock, and what are their

access levels?

• How easy do you find it to share keys with others? And

how reliable?

• How easy do you find it to revoke other people’s keys?

And how reliable?

• Do you have notifications turned on for your smart lock

app? Why?

• Do you connect your smart lock to other smart devices

in your home using services like IFTTT? If yes, please

talk more about the scenarios you have set up?

• Which aspects of the smart lock do you dislike or wish

they would have been implemented differently?

572    Nineteenth Symposium on Usable Privacy and Security USENIX Association



• Compared to a traditional lock, how do you rate the

locking/unlocking experience using a smart lock?

• In terms of locking/unlocking the door, how reliable is

the smart lock compared to a traditional lock?

• How often do you find yourself checking the smart

lock app on your phone to see if your door is

locked/unlocked? (never, seldom, sometimes, frequently,

always)

• How often do you find yourself checking the smart lock

app on your phone to see the access logs? (never, seldom,

sometimes, frequently, always)

• How often do you use your smart lock’s auto lock fea-

ture? (never, seldom, sometimes, frequently, always)

• How often do you use your smart lock’s auto unlock

feature? (never, seldom, sometimes, frequently, always)

• How often do you control your smart lock using voice

commands? (never, seldom, sometimes, frequently, al-

ways)

• Can you think of more features that you would like smart

locks to have?

A.2.2 Privacy and Security Concerns Related to Smart
Locks:

• What security or privacy related concerns do you have

with your smart lock? How do you mitigate (deal with)

those concerns?

• How concerned are you that your smart lock may

malfunction and lock you out one day? (not con-

cerned, slightly concerned, concerned, very concerned,

extremely concerned)

• Has the smart lock ever locked you out of your home by

accident? What was the reason?

• Would having a smart lock installed in your home make

you feel safer compared to having a conventional lock?

Why?

• How concerned are you that your smart lock might store

your personal information and know your location at all

times? (not concerned, slightly concerned, concerned,

very concerned, extremely concerned)

• How concerned are you that the smart lock will keep a

log of every time the lock is used along with the informa-

tion of the person who used it? (not concerned, slightly

concerned, concerned, very concerned, extremely con-

cerned)

• How concerned are you that your smart lock might give

others (such as your landlord) information about when

you or your family members are home and when you are

not? (not concerned, slightly concerned, concerned, very

concerned, extremely concerned)

• How concerned are you that data collected by your

smart lock might be shared with other parties? (not con-

cerned, slightly concerned, concerned, very concerned,

extremely concerned)

• How concerned are you that your smart lock might be

hacked which allows unauthorized access to your home?

(not concerned, slightly concerned, concerned, very con-

cerned, extremely concerned)

• How concerned are you that the key revocation pro-

cess might not be working correctly which allows others

whose keys you have revoked to still have access to your

home? (not concerned, slightly concerned, concerned,

very concerned, extremely concerned)

• How concerned are you that some locking/unlocking ac-

tivities might not appear on the smart lock’s access logs?

(not concerned, slightly concerned, concerned, very con-

cerned, extremely concerned)

• What other security or privacy related concerns do you

have with your smart lock?

• Do you use any other gadgets/ devices to increase the

security of your smart lock?

• Does the app you use to control the smart lock allow you

to use multi-factor authentication (MFA)? If yes, what

form of MFA does the app offer? and how often do you

use it?

• Do you think the companies that manufacture smart

locks should add more features to make them more se-

cure and increase the user’s privacy? Could you give

examples of such features?

• What other concerns do you have in regards to smart

locks security and privacy?

A.2.3 Security Awareness

Each question listed below was asked twice, once for the
revocation evasion security issue and another time for the
log evasion security issue

• Did you already know that this issue existed?

• On a scale of 1 to 5, how serious do you think this issue

is?

• On a scale of 1 to 5, how concerned are you that your

smart lock might be affected by this issue?
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• Would this issue cause you to go back to using a tradi-

tional lock instead of a smart lock?

A.3 Codebook
Code Description

Motivation for adoption:

Security

The core motivation to adopt

a smart lock is to improve the

security of the household

Motivation for adoption:

Convenience

The core motivation to adopt

a smart lock is to improve the

convenience level within the

home

Motivation for adoption:

Did not personally in-

stall it

The user did not make the de-

cision of purchasing and in-

stalling the smart lock (e.g., re-

quired by the landlord)

Motivation for adoption:

Based on a recommenda-

tion

The user was motivated to

adopt a smart lock based on

a recommendation from other

smart lock users

Hesitation to adopt:

Price

The user hesitated before pur-

chasing a smart lock because

of its price

Hesitation to adopt: Se-

curity concerns

The user hesitated before pur-

chasing a smart lock because

of security or privacy concerns

Hesitation to adopt:

Overwhelmed by the

options

The user hesitated before pur-

chasing a smart lock due to be-

ing overwhelmed by the differ-

ent options on the market

Hesitation to adopt: Con-

cerned about setup diffi-

culties

The user hesitated before pur-

chasing a smart lock because

of concerns regarding the level

of difficulty associated with its

installation or setup

Most used features: Re-

mote control

The user frequently locks and

unlocks the door remotely

Most used features: Key-

less entry

The user frequently unlocks

the door without the need for a

physical key

Most used features:

Granting electronic keys

The user frequently grants ac-

cess to other users electroni-

cally through the lock’s com-

panion application

Most used features: Re-

mote status check

The user frequently checks the

status of the lock to ensure that

it’s locked or unlocked

Most used features: Var-

ious unlocking options

The user unlocks the door

through different methods

such as using an access

code, through the compan-

ion application, or using a

fingerprint
Most used features:

Auto-lock

The user configures the lock to

automatically lock itself within

a specific amount of time after

being unlocked
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Notifications on: Dead-

bolt Jammed

The user keeps the notifica-

tions on in order to get alerts

when the deadbolt jams

Notifications on: Usage

information

The user keeps the notifica-

tions on in order to get alerts

about who is interacting with

the smart lock, and when

Notifications on: Secu-

rity alerts

The user keeps the notifica-

tions on in order to get security

alerts such as the use of invalid

access codes

Notifications on: Battery

alerts

The user keeps the notifica-

tions on in order to get up-

dates on the smart lock’s bat-

tery level

Notifications off: Don’t

prefer using the compan-

ion application

The user does not get smart

lock notifications because they

don’t prefer to use the compan-

ion application

Notifications off: Notifi-

cations can be annoying

The user turns the notifications

off because they consider them

to be annoying

Notifications off: Inva-

sion of other residents’

privacy

The user turns the notifications

off to avoid invading the pri-

vacy of other home residents

Notifications off: Some-

one is always home

The user turns he notifications

off because someone is always

present at the house

Difficulty sharing ac-

cess: Difficult for older

or technologically chal-

lenged individuals

The user finds the process of

sharing access to the smart

lock to be difficult especially

for older or technologically

challenged individuals

Difficulty sharing ac-

cess: All users must

download the app

The user finds the process of

sharing access to the smart

lock to be difficult due to the

fact that all the users need to

download and configure the

lock’s companion application

Difficulty sharing ac-

cess: Too many steps

The user finds the process of

sharing access to the smart

lock to be difficult due to the

many steps the user needs to

go through in order to grant the

access

Access sharing patterns:

Only share access with

home residents

The user only shares access to

the smart lock with those who

live inside the house

Access sharing patterns:

Share access with resi-

dents and non-residents

The user shares access to the

smart lock with those who live

inside the house as well as oth-

ers who don’t live inside the

house

Usability improvements:

Battery improvement

Improvements related to the

smart lock’s battery

Usability improvements:

Smart watch integration

Allowing for a better integra-

tion between smart watches

and smart locks

Privacy & security con-

cerns: Hacking

Concerns about the possibility

of hackers remotely manipulat-

ing the smart lock or gaining

access to personal information

Privacy & security con-

cerns: Shoulder surfing

Concerns about the possibility

of others observing the user as

he/she is using the access code

to unlock the door

Privacy & security con-

cerns: The wear and tear

of keypads/touchpads

Concerns about the wear

and tear of the most fre-

quently used keys on the

keypad/touchpad

Privacy & security con-

cerns: Profiling

Concerns about other users or

third parties obtaining informa-

tion about who would be in the

house (or not in the house) and

when

Privacy & security con-

cerns: Physical tamper-

ing with the lock

Concerns about physical tam-

pering with the smart lock

Privacy & security con-

cerns: Losing the smart-

phone

Concerns about a lost or stolen

smartphone that can be used to

operate the smart lock

Privacy & security con-

cerns: Getting locked-

out

Concerns about getting locked-

out of the house

Privacy & security con-

cerns: Revocation eva-

sion

Concerns regarding the pos-

sibility that a revoked access

might not be successfully re-

voked

Reasons for getting

locked-out: Dead

battery

The participant was locked out

in the past due to a dead battery

Reasons for getting

locked-out: Network or

power issues

The participant was locked out

in the past due to issues regard-

ing the internet or a power out-

age
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Reasons for getting

locked-out: Auto-lock

feature

The participant was locked out

in the past due to the lock auto-

matically locking itself while

the phone is inside the house

Reasons for the lack of

security concern: Using

mitigation strategies

The user has showed a low

level of concern about a pos-

sible security or privacy issue

mainly due to them using a mit-

igation strategy to deal with

possible threats

Reasons for the lack of

security concern: Trust-

ing other users

The user has showed a low

level of concern about a pos-

sible security or privacy issue

mainly due to having trust in

other authorized users

Reasons for the lack of

security concern: Trust-

ing the manufacturer

The user has showed a low

level of concern about a pos-

sible security or privacy issue

mainly due to having trust in

the security configurations the

manufacturer has put in place

Reasons for the lack of

security concern: Every-

thing about me is al-

ready out there!

The user has showed a low

level of concern about a pos-

sible security or privacy issue

mainly because some of their

personal information is already

available to third parties

Reasons for the lack of

security concern: My

house is not a target!

The user has showed a low

level of concern about a pos-

sible security or privacy issue

mainly because they don’t be-

lieve their house to be a target

for hackers

Mitigation strategies:

Adding another layer of

security

The user installs other addi-

tional devices to increase the

security of the home in case

the smart lock is compromised

Mitigation strategies:

Configuring the network

The user configures the net-

work to improve the security

of the smart lock

Mitigation strategies:

Managing access codes

carefully

The user creates and shares ac-

cess codes carefully

Mitigation strategies:

Maintaining the key-

pad/touchpad

The user maintains the key-

pad/touchpad so that it doesn’t

show more signs of wear and

tear on the most frequently

used keys

Security and privacy

improvements: Built-in

camera

Integrating a built-in camera

can improve the security and

privacy of the lock

Security and privacy im-

provements: Improve au-

thentication

Implementing different authen-

tication approaches can im-

prove the security of the lock

Security and privacy im-

provements: More data

transparency

More transparency about data

collection and sharing would

improve the users’ privacy

Security and privacy im-

provements: Improving

the physical security of

the lock

Improving the physical secu-

rity of the smart lock would im-

prove the security of the over-

all security of the smart home

A.4 Demographics
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Table A.1: Study participants demographic information

Participant Gender Age group Education Time spent using the smart lock Connection to the internet

P1 Female 18-25 Bachelor’s More than 4 months Directly (has a built in Wi-Fi)

P2 Male 26-35 Graduate student More than 4 months Wi-Fi hub (bridge)

P3 Female 26-35 Bachelor’s 2-4 months Wi-Fi hub (bridge)

P4 Male 26-35 Masters More than 4 months Not sure

P5 Male 26-35 Bachelor’s 2-4 months Wi-Fi hub (bridge)

P6 Female 18-25 - More than 4 months Directly (has a built in Wi-Fi)

P7 Male 26-35 Bachelor’s More than 4 months Wi-Fi hub (bridge)

P8 Male 26-35 Bachelor’s More than 4 months Directly (has a built in Wi-Fi)

P9 Female 26-35 Masters More than 4 months Directly (has a built in Wi-Fi)

P10 Female 26-35 Some college More than 4 months Wi-Fi hub (bridge)

P11 Female 36-50 Graduate degree 2-4 months Not sure

P12 Male 26-35 Master’s degree More than 4 months Smartphone’s internet connection

P13 Female 26-35 Some college More than 4 months Not sure

P14 Female 26-35 Some college More than 4 months Not sure

P15 Female 18-25 Some college 2-4 months Wi-Fi hub (bridge)

P16 Female 26-35 Some college 2-4 months Directly (has a built in Wi-Fi)

P17 Female 18-25 Some college More than 4 months Not sure

P18 Female 18-25 Grad student More than 4 months Not sure

P19 Female 26-35 Grad student More than 4 months Not sure

P20 Male 36-50 Masters More than 4 months Wi-Fi hub (bridge)

P21 Female 18-25 Some college More than 4 months Directly (has a built in Wi-Fi)

P22 Male 26-35 Some college More than 4 months Not sure

P23 Male 36-50 PhD 2-4 months Wi-Fi hub (bridge)

P24 Female 26-35 Master’s More than 4 months Wi-Fi hub (bridge)

P25 Female 18-25 Some college More than 4 months Smartphone’s internet connection

P26 Female 18-25 Some college More than 4 months Not sure

P27 Female 26-35 Associate degree More than 4 months Directly (has a built in Wi-Fi)

P28 Female 26-35 Grad student More than 4 months Wi-Fi hub (bridge)

P29 Male 18-25 Some college More than 4 months Directly (has a built in Wi-Fi)
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“There will be less privacy, of course”:
How and why people in 10 countries expect AI will affect privacy in the future
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Abstract
The public has many concerns and fears regarding artificial
intelligence (AI). Some are general or existential, while others
are more specific with personal repercussions, like weakened
human relationships, job loss, and further erosion of privacy.
In this work, we provide a deeper understanding of how AI pri-
vacy concerns are taking shape. We surveyed public opinion
of AI’s expected effects on privacy with 10,011 respondents
spanning ten countries and six continents. We identify four
main themes regarding how the public believes AI impacts pri-
vacy: vulnerability of data, highly personal data and inference,
lack of consent, and surveillance and government use. Unlike
many aspects of AI and algorithmic literacy, for which public
perception is often reported to be riddled with inconsistency
and misconceptions, these privacy concerns are well-reasoned
and broadly aligned with expert narratives. Based on our find-
ings, we provide a roadmap of public priorities to help guide
researchers and the broader community in exploring solutions
that ameliorate AI’s impact on privacy, and to inform efforts
related to civic participation.

1 Introduction

From facial recognition to smart home devices or self-driving
cars, AI continues to spread quickly into people’s daily lives.
As people experience AI themselves, or hear about it in the
media and through peers, they develop and refine their opin-
ions of it. Researchers, corporations, governments, and public
interest groups all seek to understand, measure, and potentially
shape these opinions [14, 24–26, 51, 52, 73, 92, 103, 104].
Current assessments of public opinion of AI reveal both opti-
mism about future benefits of AI as well as concerns about
how AI may negatively affect people’s lives and society in
the future [5, 43, 63, 74], from questions about loss of hu-
man jobs to existential risks that AI may pose for human-
ity [5, 18, 38, 75, 96].
In this work, we focus on one particular concern that is

commonly raised about AI: privacy [6, 56, 57, 82, 89]. Specif-
ically, we explore how and why people believe AI will affect

privacy in the future based on a survey of 10,011 respondents
spanning ten countries and six continents (encompassing in
total Australia, Brazil, China, Germany, Japan, Kenya, the
Philippines, Russia, South Korea, and the United States). This
contributes an international perspective on AI and privacy
attitudes, including several countries in developing regions.
We base our analysis on open-ended responses about how AI
may affect privacy, supplemented by responses to closed-form
questions. While the reader may expect there to be divergent
views or misconceptions, many respondents expressed aspects
of a coherent narrative that is broadly aligned with experts and
privacy advocates. We found four main themes in all countries
studied:

Data at Risk – Respondents believe that AI needs
(lots of) data, which is gathered from multiple de-
vices, crosslinked, aggregated, andmade available online,
where it is vulnerable to misuse and hackers.
Highly Personal – Respondents express that this large-
scale collection includes highly personal data, which
can be used to develop precise, personal insights that
can be leveraged to influence or manipulate people for
commercial or other purposes.
Without Consent – Respondents feel this scaled, per-
sonal data collection occurs without meaningful consent,
and often without awareness, and they are often required
to provide data to get access to useful AI services.
State and Surveillance – Our respondents identify
ways that AI supports surveillance and governments
through omnipresent monitoring and identification.
In light of these themes, we discuss how researchers and

the broader community can work to mitigate the privacy risks
of AI. Potential solutions range from technical design—such
as the adoption of differential privacy or federated learning
to minimize sensitive data—to privacy policies and platform
adoption of AI principles. Critically, our findings show that
the public has nuanced, well-reasoned concerns around pri-
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vacy and AI that enable civic engagement and participatory
democracy in shaping the future of privacy and AI.

2 Background

Much of the research on public perception of AI has been
survey-based, often conducted in Western, English-speaking
countries such as the US and the UK [14, 25, 38, 75, 104] but
also in other regions or globally [5, 43, 63, 74, 92, 103]. Re-
spondents typically expect AI will have a significant impact on
the future, and often anticipate that its effects will be positive,
with the most favorable impressions in emerging and/or Asian
markets and more negative impressions (particularly recently)
in the countries such as the US [5, 38, 43, 63, 74, 75, 92, 103].
At the same time, AI is neither interpreted as exclusively ben-
eficial nor exclusively disadvantageous, and public response
often indicates contradictory emotions [14, 56, 57, 73]. Pri-
vacy, job loss, increased social isolation, and other social top-
ics have been highlighted as key concerns in surveys on
AI [6, 38, 56, 57, 82, 89], and privacy has also been high-
lighted as a concern (either at a high level or in some cases
specifically, e.g., government surveillance or lack of control)
in surveys on autonomous vehicles, connectedness, facial
recognition, IoT, personal data collection, and smart speak-
ers [4, 8, 10, 13, 20, 51, 59, 65, 68, 102]. Some surveys have
shown public support for responsible development and regu-
lation of AI to address concerns [38, 92, 104].
Qualitative work has explored public perception of algo-

rithmic systems, for example, finding that perception of algo-
rithmic systems can vary substantially by individual factors
or platform [37], and that end users often have fundamental
questions or misconceptions about technical details of their
operation [19, 39, 81, 90, 94, 95]. Qualitative studies with
smart home device users primarily in the US and UK revealed
privacy concerns such as constant monitoring, other parties’
use of their data, or consent [1, 29, 49, 61, 71, 106]. These stud-
ies also reported that users had an incomplete or inadequate
understanding of technical aspects of the systems’ operation,
particularly related to data processing, storage, and sharing.
AI is not only heavily discussed in academia, but is also

a popular topic in public media and entertainment [27, 38],
and studies have shown the public is likely to get information
about AI frommovies, TV, and social media [14, 28]. While re-
searchers have argued that media narratives and fiction may be
disproportionately frightening, especially in Western, English-
speaking regions [26], studies have suggested that news reports
may be more balanced or appropriately critical [32, 40, 78].
The popular press often features stories related to AI and
privacy [3, 17, 30, 46, 48, 55, 64, 67, 70, 72, 84, 99], and
privacy has been identified as a key concept in newspaper
reports on AI [32]. Research has considered how media af-
fects public opinion on privacy concerns such as government
surveillance, data sharing, and companies’ use of social media
content [36, 41, 87], and smart home study participants have

shared that their privacy concerns have been influenced by
news reports and social media [29, 49].

Overall, our work sits within a growing body of research on
people’s perceptions of AI, across disciplines including criti-
cal studies, HCI, law, marketing, policy, psychology, usable
privacy and security, and more. Perception of AI is highly
complex, multi-dimensional, and far from fully understood.
Methodologically, this means that techniques such as triangu-
lation (studying the same phenomenon from multiple vantage
points, in order to cross-check and more fully capture richness
and complexity, e.g. using both qualitative and quantitative
methods to see if the findings are consistent) [85] and repli-
cation (the reproduction and extension of prior work) [98]
are particularly useful for this topic. Accordingly, we seek to
broaden and enrich the understanding of people’s perception
of the relationship between AI and privacy by looking for
emergent themes in a large number of open-ended responses
from a wide range of countries.

3 Methodology

In order to better understand public perception of AI, we part-
nered with Ipsos, a global market research firm, to field our
survey in August 2021. Methodologically, this work falls in
the genre of public opinion polling, as described below. Our
study plan was reviewed by experts at our institution in do-
mains including ethics, human subjects research, policy, legal,
and privacy. Our institution does not have an IRB, though we
adhere to similarly strict standards.

3.1 Instrument Development and Translation
The survey instrument builds on previous versions which we
deployed in 2018 and 2019 [56, 57]. To develop concepts and
questions for all versions, we consulted experts at our institu-
tions, reviewed published work, and drew on our own previous
unpublished research. The 2021 version has some substantial
modifications from previous versions, including the addition
of an open-ended question about privacy which is the focus
of this paper. Many questions in the final instrument were
written uniquely for this survey while others were modified
from or replicate other questions in the literature or the canon
of public opinion surveys. In order to more accurately reflect
real-world settings, we did not define AI, and left interpreta-
tion of the term to the respondents.1 We did ask respondents
two questions that serve as a knowledge check, which provide
us some assessment of people’s familiarity and understand-
ing of AI. We included primarily closed-form questions as
well as a few open-ended questions for free responses. We
also included standard demographic questions such as age,
gender, education, income, region, and urbanicity. The final

1In 2018, we had two versions of the survey (one that defined AI and one
that did not) and responses to subsequent questions were similar regardless
of whether a definition had been provided.
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instrument included several dozen questions on topics related
to artificial intelligence (see Appendix, Section 7).
After completing the instrument in English, we engaged

cApStAn, a linguistic quality assurance agency with exper-
tise in survey translation which had also partnered with us
on the previous translations. cApStAn provided a translation
style guide consistent with the previous rounds and identi-
fied complexities for particular concepts and languages. Ipsos’
in-country translation teams and third party vendors referred
to this guidance while translating the instrument to all target
languages and iterated with cApStAn to finalize. Legacy trans-
lations were preserved when question/language pairs were
identical to previous versions. See Appendix, Table 3 for lan-
guages offered. After fielding was complete, the responses
were coded in-language as described below.

3.2 Deployment
We selected a range of countries with different characteristics,
such as stage of technological development, nature of the work-
force, and varied development indices. The survey was fielded
to online panels (groups of respondents who have agreed to
participate in surveys over a period of time) representative
of the online population in each country. Consistent with the
best panels available for online market research, such panels
tend to be broadly representative of the general population in
countries with high access to technology, but less representa-
tive of the general population in countries with more limited
access to technology; for example, in developing countries
they tend to skew urban. Respondents were recruited using
stratified sampling (a method of recruiting specific numbers
of participants within demographic subgroups), with hard quo-
tas on age2 and gender in each country.3 The median survey
length was 27 minutes across all completions. All respondents
received incentives in a point system or cash at an industry-
standard amount for their market. A summary of countries
and demographics is provided in the Appendix, Table 3.

3.3 Data Processing and Analysis

Quality Checks. Ipsos conducted quantitative and qualita-
tive checks to remove low quality responses on an ongoing
basis until the quota was reached in each country. Example
grounds for removal included being identified as a bot, speed-
ing (answering substantially more quickly than the median
time), or providing nonsensical or profane responses to open-
ended questions. Overall Ipsos removed and replaced 9.4% of
responses for quality.

2Ages ranged from 16 to 85, with a small recruit of 16 and 17 year olds
in each country (between 19 to 80 youth participants per country), who
participated with parental consent.

3The US was the only exception since the panel there operates by sending
the survey to a representative sample, eliminating the need for quotas.

Weighting. After data collection was complete, standard pro-
cedures were followed to apply a weighting adjustment to
each respondent so that the samples in each country are more
representative [12]. The variables considered in weighting
appear in the Appendix, Table 3. This weighting is reflected
in the data shared in Section 4.
Research Objective and Data. In this paper we focus on the
following research objective: How do people believe AI will
affect privacy in the future? Specifically, we present emergent
themes, descriptive statistics, and illustrative quotes for the
following open-ended question about AI and privacy:

‘Now we would like to ask you to think about Artificial Intelli-
gence (AI) and privacy. In what ways will Artificial Intelligence
(AI) affect privacy in the future? Please be specific.’

This question and the four other closed-form questions we
use in our analysis are provided in the Appendix, Section 7.
Coding and Analysis of Open-Ended Responses. As we re-
viewed responses from all countries, we iteratively refined
a codebook built in previous rounds, based on emergent
themes [11]. The final codebook has 368 codes on topics
such as examples of AI or sentiment towards AI, 36 of which
focus on privacy specifically. Any code, and multiple codes,
can be assigned to a response to any open-ended question. For
example, a response to the privacy question might include a
code for home assistants as well as a code for hacking.
The open-ended responses were coded in the source lan-

guage by Ipsos’ dedicated coding team or one of their third
party coding vendors. As described in McDonald et al., a va-
riety of different approaches may be employed to improve the
reliability of qualitative analysis [69]. In our case, following
best practices in public opinion research for coding against
multiple languages, we used professional coders, followed an
iterative process to continuously improve the codes, and per-
formed a series of hierarchical quality checks. While coders
were specialized by language, they worked together to ensure
consistency, sharing notes in specialized coding software. We
performed multiple levels of quality checks on the resulting
coding, randomly sampling from all responses in each coun-
try as well as checking all instances of select codes. In the
final round, a researcher checked 10% of all responses; for the
privacy question the researcher was in full agreement with all
codes for 88% of the sampled responses, and the researcher
was not in agreement with one or more codes for 12% of the
sampled responses (range 6% to 15% across the countries)
and noted that the disagreements often related to subtle cod-
ing distinctions that seemed unlikely to substantially affect
broader analysis. For the privacy question, 9,765 respondents
provided an answer,4 which totaled a complete corpus of just
over 100,000 words, with an average of 10.2 words per re-

4All respondents were required to enter text in this field, except in the
United States which uses a panel that does not require responses.
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sponse. Those responses were then assigned a total of 24,100
codes, an average of 2.5 codes per answer.

We used an inductive approach to explore emerging themes
and common patterns in the data [33]. After the codes were
assigned and we reviewed the open-ended verbatim responses
in detail, four thematic groups of codes (identified separately
by two different researchers) emerged as common and seman-
tically distinct: Data at Risk, Highly Personal, Without
Consent, and State and Surveillance. For example, Data
at Risk encompassed codes such as ‘Collection,’ ‘Available,’
and ‘Hacking.’ We assigned each of the 368 codes to exactly
one of these four thematic groups, or to a negative privacy
sentiment group, a positive privacy sentiment group, an ‘other
privacy’ group, a ‘don’t know’ group, or an ‘unrelated’ group
which covered a long tail of non-privacy related comments
e.g., “AI causes job loss”. Based on the codes that each re-
sponse had been assigned, each response was assigned to one
or more of these groups – for example, if a response had been
assigned the code ‘Hacking’ and the code ‘Unaware,’ that
response was part of the privacy groups Data at Risk and
Without Consent. We summarize group/code assignment
in the Appendix, Table 5.
Quantitative Analysis.While our work focuses on a thematic
analysis of open-ended responses related to privacy concerns
surrounding AI, we support our findings with survey statis-
tics and modeling where appropriate. We use a �2 test for
assessing statistical significance for survey responses involv-
ing unranked, categorical data (e.g., where a valid response
may include “Don’t know”). When comparing multiple distri-
butions, we use an omnibus �2 test, following by pairwise �2

tests with a Bonferroni correction. For all models, we use a
binomial distribution Yi ∼ B(ni,�i) using a logarithmic link
function. We report complete model odds and p-values in
the Appendix for all our analysis. All calculations use the
weighting adjustments of individual responses.

3.4 Limitations
We note several limitations of our methodology that should be
considered when interpreting this work. First, it carries with it
the standard issues attendant with survey methodology, such
as the risk of respondents misunderstanding questions, poor
quality translation, or respondents satisficing [47] or plagiariz-
ing open-ended responses. We have worked to minimize these
risks through piloting, use of open-ended questions in con-
junction with closed-form questions, use of a translation style
guide and translation review, and data quality checks. Second,
online panels are not representative of the general population.
While we have used a high standard of currently available
online panels, we caveat our findings as not representative
of the general population, particularly in China, Brazil, the
Philippines, and Kenya. Third, while members of the research
team have experience conducting research in all markets stud-
ied, members of the team reside in Western countries. We
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Job availability 51% 23% 12% 13%
Privacy 49% 22% 15% 14%
Personal relationships 46% 21% 19% 14%
Income equality 37% 23% 21% 19%
Job quality 26% 40% 15% 18%
Creativity 25% 47% 13% 15%
Environmental sustainability 18% 45% 17% 19%
Education 15% 52% 17% 16%
Quality of life 15% 52% 16% 17%
Healthcare 10% 59% 16% 15%
Transportation 7% 64% 14% 14%

Table 1: Ranking of which areas of life people believe AI
will have the largest impact on, sorted by negative sentiment.
Privacy was the second highest concern for respondents, after
job loss.

have worked to minimize the risk of misinterpretation by col-
laboration and discussion with in-country partner teams but
recognize that our interpretations may lack context or nuance
that would have been more readily available to local residents.

4 Results

We find that privacy is one of the top-most negative expecta-
tions of howAI may impact the future. In Section 4.1 we detail
the strength of these concerns and explain our modeled results.
Grounded in this understanding, we explore four dominant
themes that underpin respondent beliefs around privacy and
AI in Section 4.2. We explore solutions respondents suggested
for addressing these concerns in Section 4.3.

4.1 Privacy as a Top Concern
Across the areas of life where AI may have a transformative
impact in the next ten years—either positive or negative—
privacy ranked as the second highest source of concern, after
job loss (Table 1). In all, 49% of respondents said they expect
“less privacy” due to AI.5 While respondents recognized the
potential benefits of AI—such as improving transportation,
healthcare, overall quality of life, and education—our results
highlight how respondents are nevertheless concerned with
how AI advancements will impact their privacy.

5The omnibus variations between these areas of life are statistically sig-
nificant (�2(30) = 17,822.47, p < .001), as are all pairwise comparisons (all
p < .001).
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Zooming in further, we modeled how belief that AI will
result in “less privacy” in the future correlates with factors
such as a respondent’s age, gender, and education. Here, we
binarized our four answer options, treating “Less privacy” as
positive samples, while treating the other three options (e.g.,
“More privacy”, “No change”, and “Don’t know”) as negative
samples. We also controlled for various AI understanding vari-
ables including closed-form questions on how respondents
define AI and how much they have heard about AI. We ex-
clude respondents who answered “Prefer not to say” for any
demographics, leaving N=9,867. We discuss our statistically
significant model results below. See the Appendix, Table 6
for full modeling results.
Influence of demographics.We find that after controlling for
all other factors—such as geography and AI understanding—
people who are 65+ have higher odds (1.53, p < 0.001) of
believing that AI will negatively impact privacy compared to
those who are 16–24. This suggests that the experiences of, or
the narratives exposed to, younger audiences may differ from
older audiences. Education also has a statistically significant
influence, with a higher education attainment (Bachelor’s de-
gree or more) correlating with higher odds (1.59, p < 0.001) of
expectation that AI will negatively impact privacy compared
to a lower education attainment (some primary or secondary
education). We did not observe any statistically significant
variations among genders.
Influence of AI understanding. Apart from demographics,
a variety of dimensions for AI understanding correlate with
increasing perception that AI will negatively impact privacy.
As part of our quality checks, we asked respondents “Which
of the following best describes Artificial Intelligence (AI)?”
and provided six closed-form responses. Respondents who
select “Technology that can learn or think” have much higher
odds of worrying privacy will negatively impact privacy (3.13,
p < 0.001) compared to an answer of “Not sure”. Similarly,
respondents who select “Self-driving car” as the “best ex-
ample of Artificial Intelligence (AI)” have higher odds of
privacy concerns (2.27, p < 0.001) compared to a selection of
“Spreadsheet”. Combined, both results highlight howAI under-
standing correlates with elevated privacy concerns, indicating
that privacy concerns are not a default choice. A complete
summary, by country, of the knowledge question results can
be found in the Appendix, Table 4.
Exposure to news articles and narratives from peers also

has a statistically significant correlation with privacy concerns.
We asked respondents “In the past 12 months, how much have
you heard about Artificial Intelligence (AI)?”, with options
ranging from “Nothing at all” to “A great amount”. Respon-
dents who select “A great amount” have lower odds of privacy
concerns (0.76, p < 0.001) compared to those who hear “a
moderate amount”. Conversely, respondents who select “A
little bit” have higher odds (1.23, p = 0.001). This suggests
that cursory exposure to AI narratives correlates with elevated

privacy concerns, whereas people with broad exposure to AI
narratives (potentially due to personal interest) may be more
excited by the possibilities that AI might achieve.
Influence of geography. We find that after controlling for
demographics and understandings of AI, the United States
has the strongest belief that AI will negatively effect privacy,
which we treat as a baseline for modeling. In terms of odds,
our remaining countries rank as follows: Germany (0.61), Aus-
tralia (0.61), Brazil (0.52), South Korea (0.50), the Philippines
(0.48), Kenya (0.47), China (0.42), Russia (0.40), and Japan
(0.24), all with p< 0.001. As such, the United States represents
an outlier where respondents have strong privacy concerns
surrounding AI, while China, Russia, and Japan are outliers
where respondents have lower privacy concerns.

4.2 Privacy Themes

We investigated respondents’ expectations regarding AI and
privacy by analyzing their open-ended responses. Table 2
shows the prevalence of each theme by country, with Highly
Personal being the most common at a 31% global average
andWithout Consent being the least common of our themes
at a 5% global average. In total, 58% of respondents touched
on one of our four themes, or generally expressed a negative
expectation. Even if they did not express one of our themes,
many respondents expect that AI will have a negative effect
on privacy, or even inevitably lead its complete dissolution.
Some said the deterioration of privacy due to AI is already (far)
underway and will only get worse over time. While negative
sentiments were predominant, 12% of respondents expressed
that AI could be positive for privacy. While we do not include
analysis of positive expectations in the paper, we include a
sampling for the interested reader in the Appendix, Section 8.

There will be less privacy, of course. –Russia6
It is likely to adversely affect privacy –South Korea

I believe that every day our privacy will be increasingly in-
vaded, until the time comes when we will have no more pri-
vacy –Brazil

It will wreck privacy –Australia

Overall, most respondents—75%—shared relevant com-
ments on the state of privacy and AI. The remaining 25% of
responses included ‘don’t know’ or responses which only had
codes that seemed unrelated to privacy. For the remainder of
this section, we focus on our four major themes that explain
why respondents feel AI will lead to less privacy in the future.

6Throughout the paper, we share complete verbatim responses (in some
cases translated). In some cases we have made minor edits for readability,
e.g., to correct typos or grammatical errors.
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Highly Personal 31% 33% 32% 33% 17% 26% 43% 45% 20% 26% 42%
Data at Risk 29% 35% 29% 29% 15% 26% 44% 41% 13% 22% 35%
State and Surveillance 12% 20% 13% 8% 15% 6% 14% 9% 8% 10% 25%
Without Consent 5% 6% 4% 5% 2% 6% 7% 7% 1% 3% 8%
Privacy sentiment, from open-ended coding
Negative sentiment or part of a theme 58% 66% 57% 58% 45% 46% 75% 68% 42% 54% 77%
Positive sentiment 12% 8% 11% 17% 8% 4% 23% 11% 11% 17% 4%

Overall response quality
Expressed any privacy statement 75% 76% 73% 81% 67% 64% 94% 81% 61% 69% 82%
Don’t know 18% 20% 17% 11% 25% 30% 3% 10% 21% 24% 16%
Any other response 8% 4% 10% 8% 8% 6% 4% 9% 18% 7% 2%

Table 2: Breakdown of privacy themes across countries. Themes do not add up to 100% due to the possibility of zero or multiple
themes per response. We also report the aggregate frequency of responses that fit into a theme along with other negative leaning
responses which did not fit into a theme and for comparison responses which showed positive sentiment towards privacy. The
final section shows overall response quality, which does sum to 100%, consisting of privacy-related responses, ‘don’t know’
responses, and a small number of responses that were assigned codes that seemed unrelated to privacy.

4.2.1 Data at Risk

Respondents believe AI increases privacy risks due to the
scale of data collection. They expressed concern that because
AI requires data to work, more data will be gathered; it will be
collected from more devices, many of which are networked; it
will then be aggregated and linked together, potentially across
products and surfaces; and data and inferences will then be
available in online databases and servers. Our respondents
felt this accumulation increased the risks to their data, as it
could more easily be accessed or misused, or it could leak
or be breached by hackers. This theme is most prevalent in
the Philippines and Kenya and less prevalent in Russia and
Germany (Table 2). Concern is also higher among younger
people ages 16–24 (odds=1.91, p < 0.001). See the Appendix,
Table 7 for full modeling results.
AI needs data. Respondents observed that AI needs data in
order to learn and operate, and that the more information it gets
about people, the more efficient and accurate it will become.
The view that AI inevitably encourages the accumulation of
large amounts of data led to the conclusion that AI is negative
for privacy.

I don’t think there will be much privacy, because artificial
intelligence needs a lot of data and information to work! –
Brazil

AI requires a lot of human data –China
For machines to think, they need to analyse and base their
decisions on data. Data will be a hot commodity and companies

will look for all ways for you to give them your data to use as
inputs for AI –Kenya
The collection of personal data and information is one of the
fundamentals of artificial intelligence. For this reason, I believe
there will be a negative impact on users’ privacy. –Brazil
Our data will be constantly collected, even more so than it
is now, to feed machine systems. Nothing will be private or
sacred anymore. –Australia

Multiple, connected sources. Respondents spoke of increas-
ingly expansive data collection and user tracking across smart-
phones, computers, smart home devices, IoT devices, self-
driving cars, and more. They described data being constantly
extracted from devices, often highlighting that network con-
nectivity facilitates data collection and increases personal
exposure. Some also observed that AI gathers data from the
internet or social media.

It’s already here. Every time I use my phone or the internet,
AI is at work gathering all information passing through my
devices –Philippines
It makes me think I shouldn’t use any connected devices as AI
will know exactly what I’m doing at all times. I don’t like that
at all –United States

With everything interconnected privacy will not exist –Brazil
there will be no privacy - the AI will have access to ALL
information –Russia

Crosslinked and aggregated. Beyond tracking across differ-
ent devices, AI-related data collection and cross-linking was
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seen as occurring across different services and systems, and
some respondents suggested that different companies or orga-
nizations share data with each other, perhaps indiscriminately.
This contributed to a sense that a growing amount of personal
information is flowing together.

AI could easily connect seemingly innocuous information from
across the internet to gain insight into the lives of people and
reveal things they might want to keep to themselves –United
States

Facial recognition and other ways to track people will nega-
tively affect privacy. AI will allow a lot more information to
be gathered and collated. –Australia
Everything about us will be collected and placed on one plat-
form that can easily be accessed by governments or advertising
agencies –Kenya

Available and vulnerable. Respondents felt troves of per-
sonal data, once accumulated, were available online and vul-
nerable to legitimate or illegitimate misuse,mishaps, andmore.
Cloud storage, internet connectivity, or data being held in mul-
tiple places were seen as increasing exposure. Respondents
described multiple actors who posed a risk to this data. Some
might have legitimate but still problematic access, e.g., com-
panies, governments, or wealthy and powerful people who
control AI were often characterized as suspicious or bad ac-
tors, and respondents observed that the concentration and
availability of large amounts of information might provoke
unethical use, particularly given lack of strong regulations.
Respondents also pointed out that both system errors and hu-
man mismanagement of data can compromise security, and
even inadvertent leaks can make data completely public.

I’m afraid that there will be some glitch in the system and all
my information will be open to a stranger –Russia
People will trust AI with more and more personal information
and there could be a big leak of that data into the open space
of the Internet –Russia

Cyberattacks, hackers. Beyond those with legitimate access,
others might gain access through illegitimate means. AI was
seen as prone to cyberattacks, hackers, criminals, malfunc-
tion, and more. Potential data breaches or leaks were particu-
larly concerning because AI was seen as having such a large
amount of personal data. Respondents were worried that hack-
ers would be able to take advantage of vulnerabilities and
security holes to steal their confidential information, or to take
over devices to spy on them. Respondents said that even if
careful protective measures were taken, safety against hackers
was not guaranteed.

If it’s in a computer it can be hacked –Philippines

all personal data will be input to a cloud system that can pos-
sibly be hacked by an advanced person –Philippines
More and more our data will be in databases exposed to strong
intrusions by increasingly skilled hackers. –Brazil

There will be no privacy since access of personal information
will be easy. I also do not think that artificial intelligence can
prevent hackers from accessing information. –Kenya
No matter how secure it is, I think it will make it easier for
leakage of personal information to occur. –Japan
I think AI will have access to all our personal data and I believe
that there is always a way for malicious people to circumvent
security. –Brazil

4.2.2 Highly Personal

Beyond scale, respondents characterized how AI increases
risks due to sensitivity of collected data and derived insights.
They pointed out that as AI advances, it becomes better at
finding out about people’s private lives, AI’s data and infer-
ences can be highly personal, and these personal insights are
leveraged to influence decisions and behavior. This theme is
prominent for people from the United States, Kenya, and the
Philippines; and less prevalent in Germany and Russia (Ta-
ble 2). Concern is higher among younger people ages 16–24
(odds = 1.51, p < 0.001). See the Appendix, Table 8 for full
modeling results.
Personal data. Respondents described a wide range of sensi-
tive or confidential data that is gathered about people: financial,
health, relationships, social media and internet history, enter-
tainment, hobbies, education, occupation, demographic data
such as race and religion, household activities, location, and
more. There was a strong sense of intrusion and loss of privacy,
with the sentiment that this highly detailed data penetrates all
aspects of life, seems like more information than necessary,
and may be more than people want to share. The view was
expressed that people’s entire lives will be documented, and
they will become entirely “transparent” since everything about
them will be known.

Much more private data will be collected and used. Contacts,
places you have been to, people you call, websites you visit,
what books and articles you read, products you buy and use.
Tracking via face recognition. Masses of information to be
used to predict behaviour. –Australia
Collecting our words and actions down to the smallest detail –
South Korea

will brazenly violate personal life –Russia
I think it will affect privacy in that AI will be privy to immense
amounts of our personal data which we do not even realise
is available...e.g. doctors’ records on us, school records, tax
account records, etc. –Australia

Personal insights. Respondents explained that this data is
combined and processed to yield personal insights. For exam-
ple, AI was seen as leveraging large data sets to learn people’s
tastes and interests, surface behaviors and habits, predict fu-
ture actions, create profiles, or infer feelings or personality
traits. Respondents highlighted that such use of big data leads
directly to loss of privacy. They also shared that AI may infer
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things that people would prefer to keep private, or perhaps
reach profound insights about them that they are not even
aware of themselves. A few mentioned that AI may have a
superhuman capacity to draw conclusions or even look into
people’s thoughts and read their minds.7

Big data will reveal you –China

Our privacy will be totally affected because technologies will
capture data about our conversations, consumption habits,med-
ication, contacts and everything else to create a database and
predict things that may interest us –Brazil
Privacy is violated, any citizen can be tracked, their psycholog-
ical portrait can be created, conclusions can be drawn about
their character, etc. –Russia
Accumulation and analysis of privacy information. Before
you know it, you will learn things that you don’t know about
yourself. –Japan
AI will be able to predict all human individuals’ decisions in
society. It is connected to devices that are always listening and
watching us and will have access to every electronic commu-
nication or record that we have ever had. It will know us better
than any human possibly could. –United States

Influencing decisions and behavior. Companies, govern-
ments, and powerful people were seen as using these personal
insights for profit or other motives. Information was seen as
a tool to influence or manipulate people’s decisions and be-
havior, purchasing and otherwise. Some saw AI as controlled
by and benefiting the wealthy, and expected that those with
limited means would have more difficulty maintaining their
privacy than those with substantial means. Respondents also
spoke of companies pushing people towards consumption with
targeted advertising and customized services, and sentiment
towards companies’ use of AI was often extremely negative.
We discuss government use of information in more detail
below.

It can be used in an evil way by powerful groups in order
to take advantage of the personal data of the population, to
manipulate and control them –Brazil

In the future, people will have no privacy, and any personal data
will be controlled by a few people or the government –China
All data will be stored in the “Cloud” on which people with
power and technology will be able to access it at any given
time. –Philippines
Large corporations will ruthlessly use AI to market their prod-
ucts or services to a wider demographic by sharing clients’
private information with each other. –Australia
it will be impossible to resist the advertising, it will be very
personalized and literally force you to make the decisions the
advertiser wants –Russia
7If a sentiment was rare and did not occur robustly in the data, we note

that it was expressed by “a few” respondents.

4.2.3 Without Consent

Apart from scale and sensitivity, respondents expressed con-
cern that people do not give meaningful consent because they
are not asked and may not even be aware of how their data is
used or gathered, and also because users of online services are
required to provide personal data in order to use AI services.
Of our themes, this is the least prevalent across countries as
shown in Table 2. See the Appendix, Table 9 for full modeling
results.
Data gathering and use occur without consent. Respon-
dents expressed concern that AI-powered products and sys-
tems gather and use data without people’s consent or autho-
rization. Some called out AI’s ability to make predictions or
draw inferences about non-disclosed aspects of people’s lives,
without their permission. Others emphasized that once AI
gains access to data, people have no control over how it is
used or shared.

People’s data will be invaded whether they know and give their
consent or not. –Kenya
Invasion of privacy by spying on me without my consent –
South Korea

Am not sure I will feel safe in a society where even nanny
cams, smart tvs and others will collect personal data without
my consent. –Kenya
The vast amounts of data now possessed or readily available
will be even more searched and analyzed to predict any one
individual’s patterns and tendencies. The individual has very
little meaningful control over how that will be used to influence
them or society. –United States

Unaware. AI was also seen as operating without people’s
knowledge. As seen in Section 4.2.4, activities such as spying
were particularly likely to be called out as occurring without
people being aware. But beyond that, respondents expressed
concern that people would not know what AI systems knew
about them, what inferences had been drawn, when data was
being gathered, whether their information had been stolen,
or when or how AI was being used. This lack of information
was seen as concerning not only because it compromised trust
and transparency, but also because it compromised people’s
ability to directly manage and control their privacy. Some
respondents suggested that some people are more savvy about
technology than others, and therefore better able to protect
themselves from possible AI-related privacy infringements,
and emphasized that those who are less aware of privacy can
not protect themselves effectively and will be disproportion-
ately negatively impacted.

It has already invaded households beyond what the majority
of people know. There is no privacy now. –United States

We will not have privacy anymore. Companies will use our
data and we won’t even know. –Brazil
The public is deceived and privacy continues to be violated
behind the scenes. –Japan
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Personal information required to use services.As has been
observed in other contexts [15, 16], respondents felt they were
required to provide personal information in order to access
services and participate in modern society. For example, some
said personal or identifying details are required to register
for AI-powered websites, services, and products. This was
viewed transactionally, that users provide private information
to access services, and further, provide larger amounts of in-
formation to get the personalized services and efficiency that
AI offers. This contributed to a sense that individuals must
give up privacy to improve algorithmic decisions and gain
convenience.

We will be forced to give up more private information or will
not be able to use new products or systems –Australia
Useful features will be available in exchange for the disclosure
of personal information. –Japan
Artificial intelligence requires people to reveal themselves,
while inevitably exposing their privacy –China
We lose some privacy in exchange for more efficiency. –
Philippines

4.2.4 Surveillance and State

Independent of how AI obtains data, respondents shared con-
cerns about how AI can conduct constant surveillance and
can be used by governments to fight crime or for population
control. This theme is most prevalent for people from Aus-
tralia, Germany, and the United States as shown in Table 2.
This theme is also more popular among men (odds = 1.43, p <
0.001). Conversely, this theme is less prevalent in Japan (odds
= 0.24, p < 0.001), China (odds= 0.31, p < 0.001), and Russia
(odds = 0.35, p < 0.001). See the Appendix, Table 10 for full
modeling results.
AI conducts surveillance. AI was often described as an in-
strument of surveillance. The sense of being surveilled made
some respondents feel strange, creepy,or that they had nowhere
to hide, or even that they were naked or in a “glass house”.
Voice assistants and smart home devices such as Siri andAlexa
were highlighted as listening devices that collect information,
and AI was characterized as surreptitious, for example, spying,
eavesdropping, or watching covertly. Sometimes it was explic-
itly called out as taking these actions without consent. AI was
further described as constantly operating, recording, and ana-
lyzing people’s every move, which contributed to respondents’
sense of being continuously monitored and evaluated.

AI will be the ultimate spy –Australia
I feel like I’m being monitored at all times. –Japan
An AI is like a device with eyes and ears that is watching you
24/7, and storing your personal information –Philippines
you won’t know who or what is watching –Germany
We have become a surveillance society and privacy is no
more. –Japan

AI is omnipresent. Respondents also called out AI’s ubiq-
uitous nature, often describing specific devices or locations
which contribute to the sense that AI can be all-seeing and
all-knowing. For example, respondents mentioned increased
prevalence of cameras (CCTV and otherwise), proliferation of
electronic devices, drones overhead, and the watchful eyes of
robots that observe and evaluate people. They spoke of being
monitored at home, in public spaces, on public transportation,
in the car (e.g. self-driving Ubers with cameras), and more
generally, “everywhere you go”, as well as during all online
activities.

It will be everywhere and in everything we use, being able to
monitor us –Brazil
You cannot dress freely at home, in case AI is out of control –
China

If everything is artificial, people will be afraid to go to the
bathroom and out of the blue the toilet will turn a robot or
whatever. –Brazil
Surveillance cameras are located everywhere, AI will be able
to find any person everywhere and monitor their entire path
and actions. –Russia

AI identifies people. Beyond this type of monitoring, AI’s
ability to identify people through mechanisms such as facial
recognition was called out as a key enabler of increased surveil-
lance, and correspondingly AI was seen as reducing people’s
ability to be anonymous. Accordingly, AI was viewed as mak-
ing it easier for governments to manage and evaluate citizens.
While effects such as improved policing and criminal investi-
gations were seen as beneficial, facilitating greater access to
personal information by law enforcement and security agen-
cies was raised as a concern.

Facial recognition makes it much easier to follow individuals
and spy on them. That is good when looking at crime but it
is very different when it comes to people going about their
normal legal life –Australia
I think that even faster and more accurate identification of indi-
viduals is progressing, and in some cases, I think that constant
observation is also possible. –Japan
The government can find out the identity of any individual
without having their permission. –Philippines
AI makes it easier to find a human being in all the data chaos –
Germany

AI serves state purposes. Beyond use for law enforcement,
AI was seen as serving state purposes such as government
control, and was associated with a police state or surveillance
state. In fact, some suggested that law enforcement was a pre-
text to gather data for other government purposes. Regardless,
use of AI for state purposes was generally viewed negatively,
and respondents across a wide range of countries positioned
AI as a potential tool of government oppression, propaganda,
or human rights violations.
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The use of machines to determine a person’s risk to the country
will be a breach of one’s privacy. –Kenya
Data about all citizens will be collected, everybody will be
under the state’s microscope –Russia
It will be possible to spy on the population even more easily
than it is now. It will be even easier to control our lives. –
Germany

In dictatorships, artificial intelligence can be used to identify
potential political crimes, resulting in violations of freedom
of conscience. –Japan
There will be no privacy. They’re going to use AI to predict
and control the behavior of the population. –Brazil

Respondents connected AI with existing real-world and
fictional examples of government surveillance and control,
such as the Chinese Social Credit System and Big Brother
in George Orwell’s 1984. Respondents expressed concern
that AI would bring these scenarios to fruition in their own
countries.

Artificial intelligence will make it easier for governments and
companies to monitor the population in a more aggressive
way. The personal credit system deployed in China and which
has been gaining ground in other countries is an example of
this. –Brazil
I feel there will be little to no personal privacy, and that worries
me. I believe that the Orwellian worldwill becomemore reality
than fiction. –Australia
As in Orwell’s book, the more technology, the more observa-
tion, and the more exposure, the less privacy –Brazil

4.3 Solutions
Respondents said it is important to take steps to alleviate pri-
vacy concerns with AI, for example by pursuing responsible
development, regulation, the development of new privacy and
security technologies, or setting expectations that end users
will manage their own privacy. While these ideas were ex-
pressed less frequently than our four main privacy themes,
we share them here to provide insight into public attitudes
regarding potential improvements.
Responsible development. Respondents observed that the
impact of AI on privacy depends on the choices and moral
character of the people who design, build, and deploy it. Some
alluded to principles of responsible development, expressing
optimism that careful design and strict security measures can
mitigate privacy risk. On the other hand, others called out
companies and governments as untrustworthy or unethical,
e.g., raising concerns that companies wouldmake questionable
choices to maximize profit, that organizations might not be
competent to execute well-intended protection plans, or that
governments do not have a favorable historic track record
for handling sensitive information. Open questions regarding
responsible development left AI’s expected future impact on

privacy uncertain, but respondents felt one way or another AI
would have a big impact on privacy.

I don’t think it will affect privacy in a negative way if it is
designed correctly –Australia
I think it’s not so much AI itself, but how data stored by AI is
handled. –Japan
It’s not that I don’t trust AI, it’s that I can’t trust the humans in
charge of it. –South Korea

Regulation. While some respondents focused on responsi-
ble development (which is sometimes associated with self-
regulation, although it can also occur within more formal legal
frameworks), others focused more directly on formal regula-
tory measures. Some believed that protective laws are already
in place in their countries, while others expressed concern that
currently there are no guardrails and said such laws urgently
need to be developed. Some were optimistic that regulatory
protection would be sufficient while others expressed concern
that its effectiveness would depend on the values and priorities
of the government, or concern that regulatory response will
lag development and deployment of new AI technologies.

Nowadays artificial intelligence is already invasive. I believe
that in the future it will worsen if the authorities do not have
greater control. –Brazil
Without the right protections AI will be able to obtain sensitive
data in ways that currently don’t exist. This will require new
laws to be created to protect privacy in ways that have not been
considered to date. –Australia
My opinion is that AI will cause loss of privacy if the rules
and regulations are not properly managed. –Kenya
I think that technology will develop in the future, but privacy
protection measures or laws will be stronger. In other words,
the state will control AI in terms of privacy. So I think what
happens to us now, will happen in the future in terms of pri-
vacy. –China
Bad actors will use it for morally dubious purposes. Some will
use it to improve lives. Our laws will take decades to catch up
to the technology to appropriately regulate it. –United States

Advanced protective technology. Respondents sometimes
framed AI technology and privacy/security technology as
opposing forces, and spoke of the need to develop new pri-
vacy/security measures to keep pace with new threats posed by
AI. While it has long been a desire of the Privacy Enhancing
Technology community to develop useful, usable technolo-
gies that help people protect their privacy, progress has been
limited [44, 83].

There is a war between a robot that steals and a robot that tries
to protect. –South Korea

The technology to avoid exposure to privacy and the technol-
ogy to acquire private information are developing at the same
time –South Korea
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Perhaps a lot more user data will be collected hence a higher
risk to exposure in the case of hacking incidents. Hence, cyber
security will need to be top notch. –Kenya

Individual action.While the predominant attitude was that
companies and governments should work to protect users’
information, for example, via responsible development or reg-
ulation, a few respondents did value individual action espe-
cially in combination with end user privacy controls. A few
mentioned that while individuals need to manage their own
privacy in theory, some people do not have the information or
tech savvy to do so, which will lead to privacy exposure.

5 Discussion

Here we show how the themes we identified come together to
build one common, overarching narrative of how our respon-
dents believe AI will shape the future of privacy. We discuss
ways the research community, regulators, and technologists
can consider mitigating these privacy issues for AI systems,
and conclude with further suggestions for engaging the public.

5.1 Overarching Narrative
In working with the data, a dominant, interconnected narrative
emerged. While most respondents did not cover all aspects
of this narrative, many of them spoke to one or more pieces
of it. This narrative encompasses our main themes as well as
specific ideas they are composed of.8 In this overarching nar-
rative, many ideas are causally connected, e.g. AI needs data,
therefore AI involves creating a large dataset, which is then
at risk from hackers. To illustrate this narrative, we created
the following composite consistent with the content, language,
and tone of responses we received across countries [35, 97].

Data is the foundation of AI, so it involves gathering massive
troves of data from cameras, smartphones, home assistants,
self-driving cars, robots, social media, and many other con-
nected devices and products that touch all aspects of people’s
lives. Often this data is collected surreptitiously or without
consent, and AI can conduct constant surveillance, identifying
people and tracking their movements and activities with tech-
nologies like facial recognition. AI combines and analyzes all
this data to draw highly personal or even invasive conclusions
about individuals, which can be used to influence or manip-
ulate their decisions and behavior, purchasing or otherwise.
Between data and inferences, AI may learn essentially every-
thing about a person. All this personal information sits around
online or in the cloud where it is at risk from hackers and
malfunction. Companies, governments, and powerful people

8From an analytic perspective, specific ideas in the narrative generally
correspond to codes in our analysis, e.g. AI needs data, AI listens, data is
available, and each of these codes is assigned to one of our themes. Solutions
are a logical extension of the main narrative, and while less common, respon-
dents sometimes included them along with other ideas from the narrative.
Ideas that were positive about AI’s expected impact on privacy generally
seemed separate and did not tend to co-occur with the overarching narrative.

control AI and can use it for good or bad purposes. Companies
typically use it for profit and governments typically use it to
fight crime or control the population. Because of AI’s nature
and capabilities, its use leads to substantial or even total loss
of privacy. –Composite Across Respondents and Countries
This narrative appears across all countries in our sample,

with varying emphasis and some local twists (e.g., elevated
antagonism towards corporate marketing in the United States,
or particular emphasis on government surveillance in Russia).
Similarly, many individual respondents touched on various
combinations of these ideas, often calling out two or three (or
more) ideas from this overarching narrative (one common pat-
tern was to connect personal data and hackers). For example,
here is a particularly long response:

AI will become more intrusive and we will continue to lose
the last bits of privacy we have if we don’t enact laws to re-
strict how it is used. The most obvious example is more cam-
eras will be installed in all public places, using AI to process
the images/video for various reasons such as safety (criminal
“behaviour”), access to places, identification verification, etc.
London already has a network like this so they have already
lost any privacy in public. Technology already tracks where
we go via our phones that are ubiquitous, AI will continue to
expand to use that information along with previous behaviour
that is stored to do things like show us “personalized” advertis-
ing. The data will be sold to other companies to use with their
proprietary AI that will be used to evaluate people for jobs,
loans, housing, etc. Basically, data collection will increase and
AI will be developed to connect a lot of disparate information
to personally identify us and then AI will be used to influence
important decisions about our lives - and we won’t even know
it. A combination of super data collection and AI will be the
death of privacy in the future. –United States

Beliefs about technology are often grounded in folk models,
with inconsistent or inaccurate elements. By contrast, this
narrative and its language are well-aligned with messages in
the popular press, e.g., [3, 17, 30, 46, 48, 55, 64, 67, 70, 72, 84,
99] as well as expert opinion expressed in policy briefs [34, 58]
and scholarly articles [2, 29, 31, 60, 66, 76, 101]. Further, it
is largely consistent with common factual representations,
and does not appear to contradict itself. While expressions of
ideas were sometimes hazy or incomplete, respondents across
countries largely seem to be discussing pieces of the same
coherent narrative, rather than expressing completely different
ideas. An area for future work is to investigate how specifically
respondents came to have these beliefs. Further, these beliefs
merit further study as AI becomes more common and as the
most visible examples or messages in the press shift. As an
example, the recent rise of generative AI technologies (e.g.,
ChatGPT, Midjourney) may or may not lead respondents in
future surveys to have different privacy considerations.

5.2 Mitigating Concerns
Addressing the four privacy themes that we observed in our
study will require a unique combination of education, technol-
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ogy design, and policy changes.9 We describe an initial set
of potential directions for researchers, platforms, and policy
makers to help mitigate user concerns.
Highly Personal. One potential direction to address the sen-
sitivity of data ingested by AI models would be to leverage
privacy enhancing learning algorithms. These strategies—
such as student-teacher models [79], federated learning [62],
and differential privacy [53]—help to ensure that models do
not memorize an individual’s sensitive training data, which
might otherwise be leaked depending on the model’s archi-
tecture [21, 22]. However, while these strategies may add
protection in some cases, they may not be suitable or effective
in other cases. For example, these strategies do not address
user concerns that AI systems can be used to infer sensitive at-
tributes; or indeed, surface inferences about an individual they
might otherwise have thought private or idiosyncratic [45].
While the Overton window around acceptable AI applications
is likely to shift in the next few years (e.g., due to benefits
of new AI technologies), commitments around AI principles
from platforms and potential privacy regulation can help to
assuage concerns that technical solutions are presently unable
to address.
Data at Risk and Without Consent. Addressing privacy
concerns around data collection for AI algorithms and consent
is more challenging. These concerns dovetail long-standing
user sentiment that platforms monitor every transaction, in-
teraction, or click for advertising and recommendation algo-
rithms [42, 91, 94, 105] and are thus likely only to be exacer-
bated by emerging AI technologies. Policies such as the EU
General Data Protection Regulation (GDPR)10 have attempted
to ensure any data collection that occurs has a pre-defined use
case, and requires “freely given, specific, informed and un-
ambiguous” consent, which users must be able to withdraw.
Policy makers might explore similar applications to AI train-
ing data. Concerns around inadvertent exposure are easier to
address: techniques like federated learning [62] represent a
promising direction to ensure that non-aggregated data never
leaves a user’s device, thus providing some mitigation against
data breaches or insider risk [80].
State and Surveillance. Addressing potentially harmful
applications of AI—particularly those operated by govern-
ment or quasi-government actors—remains an open challenge.
Platforms can help to prevent state surveillance by commit-
ting to responsible practices that constrain the use or distri-
bution of certain technologies, or even prohibit their develop-
ment entirely [54]11. Researchers have considered adversarial

9While we do see some differences based on age, education, understanding
of AI, and country on overall attitudes regarding the impact of AI on privacy,
we see the same four themes arising across the countries studied. Therefore,we
believe that when we consider mitigations, we can take a global perspective.

10https://eugdpr.org/
11https://ai.google/principles,

https://www.ibm.com/artificial-intelligence/ethics,
https://www.microsoft.com/en-us/ai/our-approach

techniques to deceive facial recognition [86] and audio track-
ing [23], as well as jamming data collection entirely [31],
but these remain proof-of-concept only. Further research is
needed into policy and technical mitigation of AI-assisted
surveillance.

5.3 Civic Participation
Experts and members of the public have called for greater pub-
lic participation in policymaking and decisions about AI [101].
Such civic engagement can encompass a wide range of activi-
ties, from attending city council meetings to express opinions
about whether local law enforcement should use facial recog-
nition, to voting for laws or candidates aligned with one’s own
beliefs about the use and development of AI, or participating
in joint problem-solving with policy makers and technologists.

However, public knowledge has been viewed as a significant
barrier to such participation for many aspects of AI such as
explainability and automated decision-making [77, 88, 100,
101], sometimes addressed through small-scale interventions
in which members of the public receive training in order to
provide feedback on a policy question [7, 9, 50, 93]. Happily,
our research is cause for optimism that the public may be better
prepared than expected to discuss privacy-related aspects of
AI. While some members of the public may not have a full
general understanding of AI and many may not have a detailed
understanding of its specific operations, many members of the
public do appear to be conversant in high level-issues and have
well-described concerns regarding AI’s impact on privacy,
and these attitudes are broadly aligned with issues raised by
experts. Our findings are encouraging for both immediate
public participation and facilitated joint problem-solving.

6 Conclusion

In this work, we surveyed 10,011 respondents in 10 countries
to understand how and why people believe AI will affect pri-
vacy in the future. We found that privacy was a consistent,
global concern, with 49% of respondents saying they would
have “less privacy” due to AI over the next 10 years. We pre-
sented a thematic analysis of privacy concerns surrounding
AI and identified four key themes, which align with experts
and privacy advocates. These themes struck on how the sub-
stantial data required to train AI models may be misused or
hacked; how data and inferences may reveal highly personal
details; that data collection and use can occur without mean-
ingful consent; and that AI may be used for surveillance or
government purposes. We discussed avenues that researchers,
industry, and policy makers might explore to mitigate these
concerns, such as adopting privacy enhancing technologies
or AI principles. In light of the public’s comprehension of
the benefits and potential harms surrounding AI, discussions
on the future of AI and privacy can potentially leverage civic
participation to arrive at the best balance of solutions.
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Appendix

7 Survey Instrument – Select items

Exposure to AI
In the past 12 months, how much have you heard about Artifi-
cial Intelligence (AI)?

• A great amount
• A lot
• A moderate amount
• A little bit
• Nothing at all

Knowledge – best description
In your own understanding, which of the following best de-
scribes Artificial Intelligence (AI)?

• Any advanced technology
• A system of connected devices
• Technology that can learn or think
• Robot
• Fake News
• Not sure

Knowledge – best example
Which of the following do you think is the best example of
Artificial Intelligence (AI)?

• Self-driving car
• Computer
• Fast internet connection
• Spreadsheet

Next 10 Years – privacy
In the next ten years, what do you think will happen in [COUN-
TRY LABEL] because of Artificial Intelligence (AI)?

• More Privacy
• No Change
• Less Privacy
• Don’t know
For each of the questions in Table 1 a parallel Next 10 Years

question was asked, e.g., “More jobs created” vs. “More jobs
lost” or “Better healthcare” vs. “Worse healthcare”, etc.

How will AI affect privacy?
Now we would like to ask you to think about Artificial Intel-
ligence (AI) and privacy. In what ways will Artificial Intelli-
gence (AI) affect privacy in the future? Please be specific.

{Open-end}

8 More Privacy

While the preponderance of our respondents expect AI to have
a negative effect on privacy, some expect it to have a positive
effect. While many respondents did not offer an explanation,
some shared reasons they are optimistic that AI will protect
people’s privacy, and often connected these ideas with security
protection as well.
While one might expect that positive responses may have

just been a “halo effect” due to a general belief that AI will af-
fect everything in society in a positive way, some respondents
shared specific reasons why they believed AI could truly im-
prove their privacy. We detail four of those types of responses
here:
AI defends against hackers. Some respondents suggested AI
will keep people’s information more secure by defending it
against malicious actors. Some even suggested AI could use
its learning capabilities to profile and defeat hackers. Others
proposed that AI would be useful in detecting security or data
breaches.

AI can identify scams and keep private information safe –
Australia

AI can prevent you from being hacked and information is
therefore more secure. –Germany
Reinforcing defense capabilities by learning attack patterns
against hacking –South Korea

If used properly it could continuously monitor your personal
data and search for breaches –United States

AI provides safe storage. Some respondents also believe AI
keeps data safe. AI was associated with safe storage, secure
networks, and encryption. For example, respondents observed
that in the era of AI, records will be digitized rather than
remaining in paper format and will be securely stored and
encrypted.

Massive data will be stored on the AI side, paper files will be
eliminated, and privacy will be effectively protected –China

There will be less reliance on humans to protect the privacy
of users, and AI will be able to create more complex systems
to encrypt and protect our data –Australia
AI will likely improve privacy since the information fed into
the computer is safely stored and no person handles it directly –
Kenya

AI provides advanced authentication. Some respondents
mentioned that AI’s authentication capabilities offers them
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improved privacy or security as compared with alphanumeric
passwords. For example, they called out the use of AI-driven
biometric affordances such as facial or fingerprint recognition
to unlock phones or voice recognition to authenticate a user
to a robot or assistant.

Artificial intelligence may increase privacy in general if some-
one is able to set their devices to recognize only them but not
strangers. –Kenya
I don’t know for sure, but you can have a fingerprint recognition
systemwithout password that brings security against hackers. –
Brazil

AI reduces human involvement. Some participants shared
that AI will improve privacy by reducing human-human inter-
action and human involvement in data processing tasks, and
suggested that AI can handle information more reliably and

discreetly than humans.
I imagine AI will allow people to interface with intelligent
computers rather than people for sensitive matters like banking.
It might make things more secure. –United States

less contact with human hands would mean there would be
minimal loss of data or selling of data. –Kenya
If artificial intelligence manages privacy, leakage by humans
will be eliminated. –Japan

In public opinion polling, the position that AI may have a
positive effect on privacy is often dismissed as naive or non-
specific. For example, positive responses may reflect a general
belief that AI will affect everything in a very positive way. No-
tably, however, some respondents shared specific reasons that
would likely be viewed as legitimate by privacy and security
experts.
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Country Australia Germany Japan South Korea United States

HDI Rank 5th 9th 19th 19th 21st
Languages English German Japanese Korean English
offered

Weighting
age, gender,

education, region,
smartphone OS

age, gender,
education, region,
smartphone OS

age, gender,
education, region,
smartphone OS

age, gender,
education, region,
smartphone OS

age, gender,
education, region,
smartphone OS,
race, HH income,
metropolitan status

Respondents 1000 1001 1001 1000 1002
Gender 47% men 49% men 53% men 46% men 51% men

52% women 50% women 47% women 53% women 48% women
Age 16-24 11% 15% 10% 16% 10%

25-34 15% 16% 23% 19% 13%
35-44 17% 16% 22% 23% 15%
45-54 11% 14% 15% 27% 16%
55-64 17% 15% 11% 11% 22%
65+ 30% 23% 18% 3% 24%

Education Some primary/secondary 21% 32% 4% 10% 12%
Completed high school 16% 17% 29% 15% 25%
Some college or vocational 29% 27% 17% 6% 28%
Completed Bach. or more 33% 22% 50% 66% 35%

Country Russia China Brazil Philippines Kenya

HDI Rank 52nd 79th 87th 116th 152nd
Languages Russian Chinese Brazilian English, English
offered Portuguese Tagalog

Weighting
age, gender,

education, region,
smartphone OS

age, gender,
education, region,
smartphone OS

age, gender,
education, region,
smartphone OS

age, gender,
education, region,
smartphone OS

age, gender,
education, region,
smartphone OS

Respondents 1000 1004 1001 1000 1002
Gender 46% men 54% men 46% men 45% men 52% men

54% women 46% women 54% women 55% women 48% women
Age 16-24 10% 16% 34% 30% 26%

25-34 35% 26% 23% 35% 39%
35-44 20% 25% 22% 21% 20%
45-54 21% 23% 12% 10% 10%
55-64 12% 8% 8% 3% 4%
65+ 3% 2% 2% 1% 1%

Education Some primary/secondary 3% 3% 12% 3% 4%
Completed high school 6% 10% 29% 15% 9%
Some college or vocational 27% 20% 17% 29% 38%
Completed Bach. or more 63% 66% 42% 53% 49%

Table 3: Country details, respondent summary and demographics. Percentages for gender and education may not add up to 100%
due to participants who preferred to self-describe or not disclose. All numbers and percentages here are unweighted; throughout
the rest of the paper all numbers are weighted, by country, based on the weighting variables above. We show HDI ranks from the
2022 Human Development Report https://hdr.undp.org/content/human-development-report-2021-22, which uses
HDI values from 2021, aligning with the dates of our survey deployment.
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Technology that can learn or think 47% 49% 50% 38% 53% 53% 38% 41% 57% 27% 63%
Robot 21% 18% 17% 24% 20% 18% 27% 20% 23% 30% 10%
Any advanced technology 15% 13% 12% 14% 5% 21% 19% 24% 6% 24% 9%
A system of connected devices 10% 8% 14% 20% 10% 6% 7% 8% 6% 14% 3%
Fake news 1% 3% 1% 1% 2% 1% 1% 1% 1% 2% 1%
Not sure 7% 9% 5% 3% 10% 2% 10% 5% 7% 3% 13%
Refused 0% – – – – – – – – – 1%

AI Knowledge – best example

Self-driving car 57% 68% 44% 58% 61% 63% 39% 55% 59% 55% 71%
Computer 27% 24% 34% 13% 23% 24% 45% 32% 30% 23% 22%
Fast internet connection 13% 6% 21% 25% 12% 11% 14% 10% 9% 18% 3%
Spreadsheet 3% 3% 1% 4% 5% 2% 2% 3% 3% 4% 1%
Refused 0% – – – – – – – – – 3%

Table 4: Summary results for our two AI knowledge questions. Item selection was based on open-ended responses in our own
previous research as well as iterative piloting in an online survey platform.
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Global Averages Codes

Privacy Themes
31% Highly Personal Personal Data, Intrusive, Tracking, Corporations/Companies, Location, Personal-

ization, Data Analysis, Targeting, Social Media, Other Services and Retail, Ads,
Daily life, Ads Follow Me, Self-driving, Other Internet Services, Profit, Home
Appliances, Search Engine, Deep Fakes, Amazon, Google [the company],...

29% Data at Risk Hacking, Collection, Available, Needs Data, Connected, Bad Purposes, Big Data,
Devices, Phone, Internet, Collation,...

12% State and Surveillance Listening, Surveillance, Governments, Biometrics, Security Cameras, Camera,
Control Population, Conversation, Criminals, Catch Criminals, Country, Assis-
tant,...

5% Without Consent Consent, Unaware.

Privacy Sentiment
58% Negative sentiment

or part of a theme
Codes used in all themes above, and: Less Privacy, No Privacy, Facilitation,
Danger, Fear, Privacy, Hurt.

12% Positive sentiment More Privacy, Security, Less Human Contact.

Overall Response Quality
75% Expressed any privacy statement All codes above, and other non-sentiment privacy codes, including: No Effect

on Privacy, Data, Effect on Privacy Depends, It Will Impact Privacy, Other
Remediation, Other Privacy, Regulation, Too Early to Tell,...

18% Don’t know I don’t know, Inarticulate, Blank or no comment, Unable to code.
8% Any other, unrelated response Any other code, including: Technology, Computer, Advanced, Inevitable, Useful,

AI Takes Over,Other, Job loss, Productivity, Learn, Future,Think,Robot,Helpful,
Concern, Machine, Other Applications, AI Replaces Humans, Makes Mistakes,
Improves Quality of Life, Program, Could Go Either Way, Home/House, Good
and bad, Automated, Intelligence, Benefits, Unfair, Other Sentiment, Responsi-
bility, Powerful, Humans Get Less Skilled, Bad, Autonomy, Not Trustworthy,
Assist, Communication, Mechanical,...

Table 5: Open-ended codes used to create each theme, sentiment grouping, and to describe overall response quality. This table
shows all codes that had 25 or more uses, totaled across all countries. Codes were assigned to themes based on emergent
clustering. For example, the “Corporations/Companies” code was assigned to the “Highly Personal” theme because mentions of
corporations/companies in the context of the privacy question were typically about invasive corporate use of personal data.
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Factor Control Treatment Odds P>|z|
Country United States Japan 0.24 0.000
Country United States Russia 0.40 0.000
Country United States China 0.42 0.000
Country United States Kenya 0.47 0.000
Country United States Philippines 0.48 0.000
Country United States South Korea 0.50 0.000
Country United States Brazil 0.52 0.000
Country United States Australia 0.61 0.000
Country United States Germany 0.61 0.000
Age 16-24 25-34 0.89 0.088
Age 16-24 35-44 0.99 0.879
Age 16-24 55-64 1.03 0.763
Age 16-24 45-54 1.11 0.146
Age 16-24 65+ 1.53 0.000
Gender Male Female 1.07 0.099
Gender Male Prefer To Self-Describe 4.31 0.070
Education Some primary or secondary Completed high school 1.20 0.017
Education Some primary or secondary Some college or vocational studies 1.24 0.003
Education Some primary or secondary Completed Bachelor’s or more 1.59 0.000
Definition of AI Not Sure Any Advanced Technology 1.94 0.000
Definition of AI Not Sure Robot 2.32 0.000
Definition of AI Not Sure A System Of Connected Devices 2.39 0.000
Definition of AI Not Sure Fake News 2.69 0.000
Definition of AI Not Sure Technology That Can Learn Or Think 3.13 0.000
Example of AI Spreadsheet Fast Internet Connection 1.28 0.098
Example of AI Spreadsheet Computer 1.62 0.001
Example of AI Spreadsheet Self-Driving Car 2.27 0.000
Exposure to AI A Moderate Amount A Great Amount 0.76 0.000
Exposure to AI A Moderate Amount Nothing At All 0.84 0.027
Exposure to AI A Moderate Amount A Lot 0.95 0.365
Exposure to AI A Moderate Amount A Little Bit 1.23 0.001

Table 6: Odds of a respondent believing they will have “less privacy” in ten years due to AI when holding all factors but one
constant. Reporting includes all data, irrespective of p < 0.05.
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Factor Control Treatment Odds P>|z|
Country United States Russia 0.23 0.000
Country United States Germany 0.37 0.000
Country United States South Korea 0.53 0.000
Country United States China 0.70 0.002
Country United States Japan 0.74 0.008
Country United States Brazil 0.75 0.011
Country United States Australia 1.12 0.285
Country United States Philippines 1.14 0.239
Country United States Kenya 1.16 0.178
Age 16-24 65+ 0.52 0.000
Age 16-24 55-64 0.59 0.000
Age 16-24 35-44 0.63 0.000
Age 16-24 45-54 0.69 0.000
Age 16-24 25-34 0.78 0.000
Gender Male Female 1.09 0.088
Education Some primary or secondary Completed high school 1.39 0.000
Education Some primary or secondary Some college or vocational studies 1.66 0.000
Education Some primary or secondary Completed Bachelor’s or more 1.95 0.000
Definition of AI Not Sure Fake News 1.90 0.026
Definition of AI Not Sure Robot 2.59 0.000
Definition of AI Not Sure Any Advanced Technology 2.61 0.000
Definition of AI Not Sure A System Of Connected Devices 3.36 0.000
Definition of AI Not Sure Technology That Can Learn Or Think 3.62 0.000
Example of AI Spreadsheet Fast Internet Connection 1.80 0.007
Example of AI Spreadsheet Computer 2.51 0.000
Example of AI Spreadsheet Self-Driving Car 3.21 0.000
Exposure to AI A Moderate Amount Nothing At All 0.71 0.000
Exposure to AI A Moderate Amount A Great Amount 0.86 0.049
Exposure to AI A Moderate Amount A Little Bit 0.87 0.037
Exposure to AI A Moderate Amount A Lot 1.06 0.382

Table 7: Odds of a respondent sharing a theme coded as Data at Risk in their top-of-mind concerns related to privacy and AI.
Reporting includes all data, irrespective of p < 0.05.

600    Nineteenth Symposium on Usable Privacy and Security USENIX Association



Factor Control Treatment Odds P>|z|
Country United States Russia 0.31 0.000
Country United States Germany 0.32 0.000
Country United States South Korea 0.54 0.000
Country United States Japan 0.59 0.000
Country United States China 0.65 0.000
Country United States Brazil 0.74 0.007
Country United States Australia 0.81 0.046
Country United States Kenya 0.97 0.807
Country United States Philippines 1.18 0.117
Age 16-24 65+ 0.66 0.000
Age 16-24 45-54 0.86 0.064
Age 16-24 35-44 0.87 0.066
Age 16-24 25-34 0.90 0.147
Age 16-24 55-64 0.95 0.578
Gender Male Female 1.06 0.219
Education Some primary or secondary Completed high school 1.58 0.000
Education Some primary or secondary Some college or vocational studies 2.08 0.000
Education Some primary or secondary Completed Bachelor’s or more 2.18 0.000
Definition of AI Not Sure Fake News 1.45 0.165
Definition of AI Not Sure Any Advanced Technology 1.62 0.001
Definition of AI Not Sure Robot 1.67 0.000
Definition of AI Not Sure A System Of Connected Devices 2.08 0.000
Definition of AI Not Sure Technology That Can Learn Or Think 2.59 0.000
Example of AI Spreadsheet Fast Internet Connection 1.43 0.067
Example of AI Spreadsheet Computer 1.72 0.004
Example of AI Spreadsheet Self-Driving Car 2.38 0.000
Exposure to AI A Moderate Amount Nothing At All 0.52 0.000
Exposure to AI A Moderate Amount A Great Amount 0.74 0.000
Exposure to AI A Moderate Amount A Little Bit 0.86 0.025
Exposure to AI A Moderate Amount A Lot 0.88 0.039

Table 8: Odds of a respondent sharing a theme coded as Highly Personal in their top-of-mind concerns related to privacy and
AI. Reporting includes all data, irrespective of p < 0.05.
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Factor Control Treatment Odds P>|z|
Country United States Russia 0.15 0.000
Country United States Germany 0.28 0.000
Country United States South Korea 0.36 0.000
Country United States Brazil 0.60 0.018
Country United States China 0.60 0.016
Country United States Kenya 0.73 0.113
Country United States Australia 0.81 0.273
Country United States Japan 0.88 0.535
Country United States Philippines 0.92 0.684
Age 16-24 65+ 0.66 0.065
Age 16-24 45-54 0.85 0.324
Age 16-24 35-44 0.91 0.531
Age 16-24 25-34 1.02 0.868
Age 16-24 55-64 1.13 0.500
Gender Male Female 1.13 0.219
Education Some primary or secondary Completed high school 0.93 0.724
Education Some primary or secondary Completed Bachelor’s or more 1.42 0.063
Education Some primary or secondary Some college or vocational studies 1.47 0.040
Definition of AI Not Sure Fake News 0.46 0.406
Definition of AI Not Sure A System Of Connected Devices 1.33 0.417
Definition of AI Not Sure Any Advanced Technology 1.35 0.362
Definition of AI Not Sure Robot 1.42 0.282
Definition of AI Not Sure Technology That Can Learn Or Think 2.03 0.023
Example of AI Spreadsheet Computer 1.73 0.298
Example of AI Spreadsheet Fast Internet Connection 2.16 0.151
Example of AI Spreadsheet Self-Driving Car 2.90 0.040
Exposure to AI A Moderate Amount Nothing At All 0.51 0.002
Exposure to AI A Moderate Amount A Great Amount 0.83 0.231
Exposure to AI A Moderate Amount A Little Bit 0.90 0.458
Exposure to AI A Moderate Amount A Lot 0.97 0.824

Table 9: Odds of a respondent sharing a theme coded as Without Consent in their top-of-mind concerns related to privacy and
AI. Reporting includes all data, irrespective of p < 0.05.
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Factor Control Treatment Odds P>|z|
Country United States Japan 0.24 0.000
Country United States China 0.31 0.000
Country United States Russia 0.35 0.000
Country United States South Korea 0.50 0.001
Country United States Philippines 0.56 0.007
Country United States Germany 0.58 0.008
Country United States Brazil 0.69 0.065
Country United States Kenya 1.08 0.699
Country United States Australia 1.19 0.319
Age 16-24 35-44 1.39 0.040
Age 16-24 25-34 1.44 0.015
Age 16-24 65+ 1.56 0.025
Age 16-24 55-64 1.59 0.015
Age 16-24 45-54 1.62 0.003
Gender Male Female 0.70 0.000
Education Some primary or secondary Completed Bachelor’s or more 1.48 0.031
Education Some primary or secondary Some college or vocational studies 1.57 0.013
Education Some primary or secondary Completed high school 1.65 0.008
Definition of AI Not Sure Fake News 1.56 0.509
Definition of AI Not Sure Robot 2.29 0.026
Definition of AI Not Sure A System Of Connected Devices 2.80 0.008
Definition of AI Not Sure Any Advanced Technology 3.18 0.002
Definition of AI Not Sure Technology That Can Learn Or Think 3.18 0.001
Example of AI Spreadsheet Fast Internet Connection 2.08 0.155
Example of AI Spreadsheet Computer 2.59 0.057
Example of AI Spreadsheet Self-Driving Car 2.90 0.031
Exposure to AI A Moderate Amount Nothing At All 0.69 0.057
Exposure to AI A Moderate Amount A Little Bit 1.00 0.994
Exposure to AI A Moderate Amount A Lot 1.07 0.610
Exposure to AI A Moderate Amount A Great Amount 1.38 0.024

Table 10: Odds of a respondent sharing a theme coded as State and Surveillance in their top-of-mind concerns related to
privacy and AI. Reporting includes all data, irrespective of p < 0.05.
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Abstract
Security indicators, such as the padlock icon indicating SSL
encryption in browsers, are established mechanisms to convey
secure connections. Currently, such indicators mainly exist for
browsers and mobile environments. With the rise of the meta-
verse, we investigate how to mark secure transitions between
applications in virtual reality to so-called sub-metaverses.
For this, we first conducted in-depth interviews with domain
experts (N=8) to understand the general design dimensions
for security indicators in virtual reality (VR). Using these
insights and considering additional design constraints, we im-
plemented the five most promising indicators and evaluated
them in a user study (N=25). While the visual blinking indica-
tor placed in the periphery performed best regarding accuracy
and task completion time, participants subjectively preferred
the static visual indicator above the portal. Moreover, the lat-
ter received high scores regarding understandability while still
being rated low regarding intrusiveness and disturbance. Our
findings contribute to a more secure and enjoyable metaverse
experience.

1 Introduction

At the latest, when Facebook renamed itself to Meta and put
most of its research efforts into creating an immersive virtual
world, the notion of the "metaverse" attracted the public’s
attention. While employing different approaches, other com-
panies also focus on creating such "shared, open, and perpet-
ual virtual worlds" [32]. For example, Microsoft is creating a
collaborative, mixed-reality experience mainly for meetings1;
Niantic is developing outdoor-capable AR glasses aiming to
enrich the real world instead of cutting people out of it2, and

1https://www.microsoft.com/en-us/mesh
2https://nianticlabs.com/news/real-world-metaverse
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EPIC games and LEGO are developing a secure metaverse
experience for children3. While many develop on indepen-
dent applications, the idea of the metaverse links all single
applications to one big network, much like the world-wide-
web with hyperlinks to transition between them. Therefore,
users will transition between different metaverses via hyper-
linking frequently and consequently take their identity to un-
known environments. Thus, it is only a matter of time before
known security risks from browser and mobile environments
become relevant threats [23]. As such, the same need as in
the world-wide-web will occur – marking and ensuring safe
transitions to a new service before revealing one’s identity to
the new provider. Moreover, users will frequently need to de-
cide whether to consciously enter applications with unknown
origins [39]. Hence, we require effective security indicators
within the metaverse.

Prior research has shown that security indicators can ef-
fectively signal secure transitions to users. An established
example represents the padlock icon displayed in browsers
next to the URL to signal SSL encryption, cf. [48]. So
far, research has primarily focused on security indicators
in browsers [11, 24, 33] and mobile environments [35, 52].
Here, researchers investigated the effectiveness of using, for
example, icons [25, 45], color coding [45], blinking anima-
tions [30], or security images that should create a secret be-
tween the user and the application [30]. Going from 2D to 3D
space offers many novel ways to represent security indicators,
such as size and location. Therefore, we argue that the next
step will be to extrapolate from 2D indicators and develop
indicators suitable for the metaverse.

This paper investigates security indicators for hyperlinking
within the metaverse. For this, we first employed a partici-
patory design approach by conducting in-depth interviews
with domain experts (N=8) to understand the general design
dimensions for security indicators in VR. Based on the ex-
pert interviews’ findings, we developed and evaluated the five
most promising security indicators (one haptic, one audio, and

3https://www.epicgames.com/site/en-US/news/the-lego-group-and-epic-
games-team-up-to-build-a-place-for-kids-to-play-in-the-metaverse
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three visual indicators) for their usability and effectiveness
in a user study (N=25). We found that while the five indica-
tors performed equally well regarding pragmatic and hedonic
quality, there were considerable differences regarding under-
standability and disturbance. Moreover, the visual blinking
indicator significantly improved the accuracy and speed of
understanding secure transitions in VR.

Our contribution is twofold. First, this paper is the first
to construct a design space for security indicators in VR.
This design space will help researchers and developers create
security indicators for VR. Second, our study showed that
while the visual blinking indicator placed in the periphery
performed best regarding the objective measures accuracy
and task completion time, participants subjectively preferred
the static visual indicator placed above the portal. Moreover,
it received high scores for understandability while still being
rated low regarding intrusiveness and disturbance. Our find-
ings have implications for designing metaverse environments
by ensuring a more secure and enjoyable VR experience.

2 Related Work

We first present definitions of the term metaverse and research
trends. Then, we discuss prior research on security indicators
on the web, mobile environments, and mixed reality. Finally,
we derive our research questions.

2.1 Metaverse
The term metaverse appeared for the first time in a novel by
Stephenson [46], where it is described as a parallel universe
where people interact through avatars. While the metaverse
attracted attention in research, there exists no common def-
inition. While Park and Kim [37] state that the metaverse
does not necessarily use VR and AR technologies, Green and
Works [19] found that the metaverse is commonly described
as a virtual world that uses VR technology by researching
the term’s definition across social media, the news, and in the
ACM. Moreover, Lee et al. [32] define the metaverse as "a
virtual environment blending physical and digital," and Ning
et al. [36] add the "interaction of humans and a computer-
mediated virtual platform" as other key aspects. Consequently,
we define the metaverse as a connected social environment
that uses VR technology in this paper’s context.

There is also research on how a widely adopted metaverse
might influence the world. Duan et al. [10] outline how the
metaverse can be used for social good. They, for example, de-
scribe how a metaverse can improve accessibility by hosting
social events so that no travel is required, improve diversity
as a metaverse would make it easier to cater to individual
needs, and how the metaverse can help humanity as histori-
cal landmarks can be rebuilt in VR. However, there is also
research on the possible threats of the metaverse. Rosenberg
[40], for example, outlines three fundamental risks: 1) The

current ubiquitous monitoring of users will get even worse in
the metaverse, as a multitude of new features can be tracked,
such as where users go, looks at, what they grab, or their vital
signs; 2) Manipulation of users might also worsen as it will
become hard to differ advertisement from real content, as ad-
vertisements might be hidden as simulated people or products;
and 3) monetization of users in the metaverse will become an
issue as people pay with their data. To counteract these possi-
ble negative effects, Rosenberg [40] suggest non-regulatory
and regulatory approaches, such as restricting the monitor-
ing and emotional analysis of metaverse users or restricting
virtual product placements. Especially the first point, the in-
creased monitoring of users, might lead to privacy issues, as
massive amounts of personal data are collected and stored.
Indeed, a large stack of research solely focuses on the privacy
and security implications of the metaverse [5, 8, 12, 50]. In
terms of privacy, key concerns include but are not limited to
the extensive amounts of personal data collected to build a
digital copy of the real world [5, 12, 50], social engineering
hacking [5, 8, 50], online harassment [12], and more specifi-
cally spying and stalking [8]. In terms of security, Di Pietro
and Cresci [8] predict issues regarding authentication as it
might become hard to distinguish humans from machines and
issues regarding polarization and radicalization as a uniform,
massive metaverse replaces the present plurality of the web.
In addition, Wang et al. [50] raise concerns about data tem-
pering attacks that might happen during data communication
among various sub-metaverses and privacy leakage that might
happen as large amounts of data are transferred. As privacy
and security are significant concerns about the metaverse,
especially when transmitting large amounts of private data
and transitioning between so-called sub-metaverses, we see a
need for researching adequate mitigation measures.

2.2 Security Indicators

Security indicators alert the user of potential risks or validate
the identity of a website or application [30, 47]. Prior research
has investigated the effectiveness of security indicators on the
web. The padlock icon next to the URL is one of the browser’s
most widely adopted security indicators, demonstrating an
authenticated connection [47]. Whalen and Inkpen [51] found
while the padlock icon was mostly recognized, users did not
use its interaction functions, and von Zezschwitz et al. [49]
found that many users still misunderstand the icon. While it
only indicates connection security, many people misattribute
general privacy, security, and trustworthiness to it [49]. Lee
et al. [30] tested the effectiveness of security images during
login. A security image is supposed to prevent phishing at-
tacks by displaying a personalized image and caption. Yet,
researchers found that most users still log in, even if the im-
age is missing [30, 43]. However, users’ attention to security
images can be improved by adding a visual effect, such as a
blinking animation [30] and making them interactive, such as
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requiring the user to find and click the image [21].
Prior research investigated security indicators for mobile de-

vices. For example, Zhang et al. [53] tested the effectiveness
of warning notices that alerted users of untrusted certificates.
They found that the warnings increased users’ perceived threat
to their personal information. Another line of research focuses
on informing users about possible privacy and security threats
before installing an application by providing information in
the app store. Choe et al. [6] compared positively and neg-
atively framed visuals and found that they influenced users’
app installation decisions. Rajivan and Camp [38] explored
the usage of icons in the app store to provide information
about applications that access private data. Icons positively
influenced the app ratings and increased users’ subjective per-
ceptions of the app’s privacy and security [38]. However, the
most prominent of these indicators is the “privacy nutrition la-
bel” [26, 27]. Although such labels are currently deployed in
both major app stores4, 5, they have experienced criticism as
they are not prominently placed, use confusing terminology,
and are inconsistent with the apps’ privacy policies [7].

Previous research on mixed reality security indicators al-
most solely focuses on indicators for secure authentication
by developing techniques to shield users’ input from exter-
nal observers [1, 14, 15, 16, 17]. For this, researchers used
randomly color-coded visual cues [1], 3D objects [16, 17],
and spatial and virtual targets [14]. In the augmented reality
(AR) context, prior research anticipates that future AR sys-
tems will run multiple applications simultaneously to share
input and output devices, exposing data and APIs to each
other [39]. This entails risks like clickjacking attacks that
trick users into clicking on malicious interface elements [39].
Moreover, users need to know the origin of content to judge
if it is trustworthy, especially when sensitive data is shared
across applications [39]. Recognizing these dangers, Hosfelt
et al. [22] developed different concepts for security indicators
for transitions in the immersive web: A logo, a sigil, and a
customizable agent. At the time of this paper, it is the only
prior work focusing specifically on security indicators for VR
transitions. While most participants preferred the agent, the
logo performed best regarding the error rate mainly because
participants forgot what their sigil or agent looked like. While
signaling secure origins and transitions have been recognized
as important in prior research, security indicators for VR
have been scarcely researched so far. Hence, we require more
research on how to implement indicators that verify the origin
and security status of applications and contents in VR.

2.3 Summary and Research Questions

Prior research raised significant privacy and security con-
cerns regarding the metaverse [5, 8, 12, 50]. Especially

4https://www.apple.com/privacy/labels/
5https://blog.google/products/google-play/data-safety/

as large amounts of data will be transmitted between sub-
metaverses [50], users need indicators to verify the origins
of content [39]. Yet, before implementing indicators, we first
need to know what they can look like. Therefore, we pose
our first research question (RQ1): What are the general de-
sign dimensions for security indicators in the metaverse?
Researchers found that while security indicators can be ef-
fective measures to indicate a secure connection or origin,
several have shortcomings preventing them from fulfilling
their goals [7, 30, 43]. Hence, we ask our second research
question (RQ2): Which security indicators are the most ef-
fective? Yet, for users to willingly use indicators, they must
be usable. Thus, our third research question (RQ3) is: Which
security indicators are the most usable? Security indicators
must be noticeable and understandable to fulfill their goal
while not being intrusive or disturbing. Hence, our fourth re-
search question (RQ4) is: Which security indicators have the
best notification qualities? Lastly, weighing all these quali-
ties against each other, we investigate the best tradeoff with
our last research question (RQ5): Which security indicators
would participants like to use in their daily VR experience?

3 A Design Space for VR Security Indicators

As research on security indicators in the metaverse is scarce,
we conducted eight semi-structured expert interviews from
industry and academia to understand their general design
dimensions (RQ1). Interviews allowed us to follow up on the
experts’ ideas and start an in-depth discussion on them.

3.1 Procedure

Before we started the interview, we provided experts with
an informed consent form and practical information, such as
the session duration and confidentiality. We then started with
introductory questions about our experts’ general familiar-
ity and experience with security indicators, followed by their
familiarity with VR. After that, we introduced the security
issues that might arise in the metaverse when transitioning
between applications and the interviews’ goal of understand-
ing the general design dimensions of security indicators for
usage in VR. To spark our experts’ creativity, we presented
approaches that prior work had found to be effective for se-
curity indicators and to attract users’ attention in VR. This
included different placements, i.e., in the periphery [20, 33] or
the user’s focus area [20], the different forms of representation
and customization, such as 2D or 3D objects or customized
avatars, and the different ways to draw user attention, such as
using a pulsating [31] or blinking [20] effect. We then asked
our experts to envision security indicators they consider suit-
able to signal secure transitions in VR, whereby we advised
them to describe the different parameters, form factors, and
functionalities in detail.
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Figure 1: A design space for security indicators in VR based on expert interviews.

3.2 Participants

Eight experts took part in the interviews. We recruited our
experts through our personal network, followed by snowball
sampling. To qualify as an expert, the participant had to have
at least 3 years of experience with VR, usable security, and/or
privacy, see Table 1. All participants had either an IT or us-
ability background. In addition, all experts stated that they
have experience with security indicators in their daily life or
work, and three experts already had experience with security
indicators in VR. We did not compensate the experts.

3.3 Results

We transcribed 257.25 minutes (M = 32.16, SD = 6.64) of
audio material, which we recorded during the eight interviews
and analyzed the data using thematic analysis [4] and At-
las.ti. More precisely, we followed the theoretical approach
as outlined in Braun and Clarke [4], where one "code[s] for
a specific research question." For that, two researchers first
coded all transcribed interviews, after which a third researcher
joined to create the code groups and themes in multiple hour-
long sessions. This process resulted in two themes: DESIGN
SPACE and CONTEXT SPACE.

3.3.1 Design Space

We extracted five themes that describe the dimensions of se-
curity indicators in VR, which we used to create a design
space, see Figure 1. These five themes are MODALITY, TIM-
ING, PLACEMENT, VISUAL REPRESENTATION, and ALERT
PATTERN.

Modality. Our experts discussed four general modalities
that can be used to deliver the security indicator. All experts
suggested at least one visual security indicator, especially
because of its simplicity: "I would probably go for something
simple. For this, a visual cue is actually quite good." Next
to this, our experts also suggested Auditory (E1, E3, E6, E8),
Haptic (E1, E3, E4, E6, E8), and Olfactory (E3) indicators.

Table 1: Demographics of our interviewed experts: Their
experience, and whether they work in industry or academia.

ID Experience Sector

1 Usable Security, Collaborative VR, Presence Academia
2 Software Engineering, Mobile, XR Industry
3 Usable Security, Authentication, XR Academia
4 Software Engineering, XR Industry
5 Mobile Security and Privacy Industry
6 Software Engineering, XR Industry
7 Usable Security and Privacy, Gaze-based Sys- Academia

tems
8 Usable Security and Eye Tracking Academia

Timing. Our experts named three different timings suitable
to display security indicators. One suggestion was to show
the indicator Always. While E7 opposed this as they feared it
might be "distracting" and "annoying," E4 suggested imple-
menting such an indicator subtle but still obtrusive, comparing
it to the green light indicating an active camera in laptops (E4).
Another suggestion was to display the indicator Only When
Risk Exists (E3, E4), i.e., when it becomes "relevant (E4)."
The suggestion made by most experts was to display the in-
dicator When Interaction [is] Possible (E2, E3, E6, E8), so
only displaying the security indicator when a user is "close
enough to interact (E6)" with a portal or when users have the
"option to change to another environment (E3)."

Placement. Our experts discussed three general placements
for the security indicators. The option most frequently men-
tioned was placing the indicator On [the] User (E1, E2, E4,
E5, E6, E8), for example, directly in the user’s field of view:
"Perhaps directly centered in the middle (E5)," or in the pe-
riphery around the user (E6). Apart from that, our experts also
suggested placing the indicator In [the] Environment near the
transition or portal (E2, E5, E6, E7, E8) or in the System Area
(E4, E5, E7), such as it is done in browsers for the padlock.

Visual Representation. Our experts also discussed five dif-
ferent visual representations. They extensively discussed a
more playful variant in the form of a Companion that actively
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Figure 2: A context space influencing the suitability of dif-
ferent characteristics of security indicators in VR based on
expert interviews.

warns the user whenever security issues occur. Such a Com-
panion could take different forms, such as an animal (E2),
avatar (E5), or even a small robot (E7). However, half of our
experts considered Companions unsuitable for the security
context since they found them either too playful or complex
or only understandable with the help of onboarding (E1, E2,
E3, E5). While two experts suggested using 3D Objects (E2,
E6), most experts favored simple 2D Shapes (E3, E4, E5, E6,
E8), for example, in the form of a red dot (E4, E3, E7). Other
suggestions included porting the padlock Icon to VR (E3) or
using Text (E6). Yet, E6 also discussed the challenges of using
Text as a security indicator: "People always click it away and
reading in VR is no fun anyway (E6)."

Alert Pattern. The experts discussed four different alert
patterns to draw users’ attention to the security indicator. The
experts most often suggested to Break Immersion, by, for ex-
ample, either playing an unpleasant sound (E6) or more subtle
sounds like a beeping noise (E3) or a whisper (E8). Other sug-
gestions to break immersion included displaying the indicator
directly in the user’s field of view (E2, E3, E4), dispensing
an unpleasant smell (E3), using thermal feedback (E3), or
letting the controller vibrate using an obtrusive pattern, such
as an elevated heartbeat (E6). Here, a secure transition would
be indicated using a calm pattern, and an insecure transition
by an elevated heart rate pattern (E6): "Something exciting
that feels somewhat stressful." Next to this, experts suggested
alerting users by changing the Color (E3, E4, E5, E6, E8)
of the security indicator, using a Blinking effect (E2, E4, E5,
E6), or using Movement, for example, increasing the rotation
speed (E2) or changing the size of the indicator (E3).

3.3.2 Context Space

Next to the general design dimensions, our experts also dis-
cussed different contextual factors influencing the suitability
of the different indicators. We used these insights to create
a context space, depicted in Figure 2. It has four levels: EN-
VIRONMENT, USER GROUP, TYPE OF TRANSITION, and
CHARACTERISTICS OF TRANSITION.

Environment. Our experts discussed how the type of en-
vironment influences the suitability of the different security
indicators. Here, our experts emphasized that the indicator
as a companion only fits Gamified environments or applica-
tions specifically designed for children (E5): "If it’s a game
[...] and weird creatures are running around all the time any-
way, suddenly some thing jumps around the corner and says:
Here, you’re going into the wrong world or something. That
would be okay." In contrast, neutral indicators might fit more
in Serious environments, such as meeting rooms (E5, E6).
Additionally, our experts differed between Familiar and Un-
familiar environments. While unfamiliar environments call
for stricter standardization since it might otherwise be hard
or impossible for users to differentiate security indicators
from other elements, familiar environments allow for more
experimental indicators (E8).

User Group. One factor related to the type of environment
mentioned previously is the Age of the user. While more se-
rious and neutral indicators are suitable for adults, playful
indicators might be used for children: "I think a stuffed ani-
mal [...] would be quite suitable for children (E5)." The other
differentiating factor is the Level of Experience. While warn-
ing notifications containing text might be suitable to teach
inexperienced users the meaning of the indicator, more ex-
perienced users might be annoyed by extensive explanations
and, thus, prefer more concise indicators (E6).

Way of Transitioning. Transitioning between applications
might happen in different ways. While some transitions hap-
pen through Portals, others, for example, happen through an
invitation that includes a Link or confirmation Button (E2),
which in turn determines where a security indicator should
and could be placed, as E2 explained: "The information about
whether the transition is safe is not so relevant if I stand ten
meters away from the portal. But if I am really close to the
portal, it is because only then can I start the transition."

Characteristics of Transitions. Here, the Duration and
Frequency of a transition matter (E3, E8). Quick transitions
call for simple indicators that can be understood quickly, as
E3 explains: "Often, transitions happen very quickly. And
then you also have to react very quickly (E3)." Moreover,
while transitions that happen very rarely need to be more
obtrusive and contain additional information so that the user
understands them, security indicators for frequent transitions
can be reduced to simpler versions as the user is already
familiar with them (E8).

3.3.3 Indicator Selection

We selected five different indicators to test in our user study,
considering our experts’ feedback and taking additional de-
sign constraints into account. The indicators can be seen in
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(a) Audio (b) Haptic (c) Blinking (d) Peripheral (e) Static

Figure 3: The five indicators evaluated in our user study and the design dimensions used to create them.

Figure 3. Our most vital consideration was not restricting
the metaverse designers’ freedom by placing the indicators
directly in the 3D environment. Here, we ensured that the
indicator does not occupy more than one sense at a time
(e.g., visual and auditory), as this would drastically reduce the
expressive freedom of designers and developers of VR envi-
ronments. Thus, we only use one modality (i.e., one sense) at
a time. Moreover, we also wanted to investigate all MODAL-
ITIES (see Figure 1) the experts suggested at least once to
explore the full design potential (except for olfactory indi-
cators, as dispensing smells is not technically feasible at the
moment). In addition, we designed two more visual indicators
that, however, in contrast to the other indicators, do not inter-
fere with the 3D environment design as they are not placed
in the environment (see Figure 1, In [the] Environment) but
anchored in the user’s field of view (see Figure 1, On [the]
User). These considerations led to the following five indi-
cators: (1) An audio indicator in the form of an unpleasant
warning sound (constant 1000Hz beep) as suggested by E3,
whereby a secure transition is indicated by no sound similar
to a fire or ambulance siren that only sounds when there is
danger. (2) A haptic indicator using the heart rate pattern
suggested by E6, whereby a calm heart rate pattern indicates
a secure transition, and an elevated pattern an insecure tran-
sition. The following three indicators were color-coded 2D
shapes, whereby secure transitions are colored green and have
square shapes, and insecure transitions are red and round (we
added the shapes to support acceptability needs). These in-
dicators differ in their placement and whether they used a
blinking effect: (3) a visual peripheral blinking indicator, (4)
A visual peripheral static indicator, and (5) a visual static
indicator above the portal.

4 Indicator Evaluation

We conducted a lab study with 25 participants to evaluate
the security indicators for their effectiveness (RQ2), usability
(RQ3), notification qualities (RQ4), and overall user pref-
erence (RQ5). We developed a maze VR game containing

several portals which participants could use to teleport them-
selves closer to the exit. We used a maze to (1) simulate the
interconnectivity of the metaverse and (2) force the partici-
pants to make several decisions without having them focus
too intensely on the security indicators as they also would
not in real life. We used a within-subject study design. Thus,
all five security indicators were tested by all participants in a
randomized order to prevent order effects. The goal for partic-
ipants was to distinguish the secure portals from the insecure
ones with the help of the security indicators while finding the
maze’s exit as quickly and gaining as many points as possible.

4.1 Apparatus

Our environment and task design were motivated by the need
to enable frequent hyperlinking: The primary focus was to
test whether participants could make split-second decisions
when transitioning between portals. We aimed at replicating
situations where these decisions are made, such as when users
move between pages through hyperlinking in the browser,
and evaluate the security of their transition based on security
indicators and related web elements. As such, we aimed to
provide a context where the primary task is engaging while the
secondary task mimics how these split-second decisions are
made. These design considerations resulted in the following
maze VR environment, where the primary task was to find a
path through it by making quick decisions based on security
indicator evaluations.

We developed five slightly different VR mazes, see Fig-
ure 4. The VR mazes had a single path from which several
dead ends branched off. We placed the portals along the path
embedded into walls so participants could walk past them
without using them. Each maze had eight portals (four secure
and four insecure ones), with the indicator always appearing
near the portal. As we found through pilot testing that several
participants got lost in the maze, we designed different portals
and added simple 3D objects at crossroads for orientation pur-
poses. We added arrows near the teleportation target pointing
toward the exit. Here, we ensured that participants did not go
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Figure 4: The five mazes with their eight portals. The entrances are marked green and the exits are marked red.

in the wrong direction after using a portal.
Even though we paid attention to making the mazes similar

in difficulty, we randomly paired indicators and mazes for
each participant to prevent biases. In addition, we also ran-
domized the assignment of secure and insecure portals within
each maze. In Figure 4, we depict the location of each portal.

The participants started the game with 100 points on the
scoreboard. When going through a secure portal, participants
received 10 points and lost 10 points for an insecure portal.
Additionally, we presented them with a timer for each maze.
The points serve as a gamification element and should moti-
vate the participants to deal with the portals actively and to
choose secure connections, mimicking real-world behavior.
Even though users do not get actively rewarded for choosing
secure connections in real life, most intrinsically do so to
protect their data. As our participants knew they were in a
study setting without real danger, we needed a well-enough
simulation of negative consequences for choosing an inse-
cure connection. Thus, we deducted points when participants
chose an insecure portal. The timer is a constant reminder not
to lose too much time at the portals – similar to how security
decisions are usually not given too much time in real life.

Participants moved though the maze using point&teleport
[3]. When a participant went through a portal, whether secure
or insecure, they were teleported closer to the maze’s exit.
Here, we ensured that participants still saw all remaining
portal on the way to the exit; so, no portal was ever skipped.
This allows us to compare the final time while the use of a
wrong portal is penalized by point reduction only.

4.2 Procedure

After we welcomed our participants and answered any open
questions, we asked them to sign a consent form. Next, we
asked them to provide demographic data. Before starting
with the first maze, we introduced the VR environment and
explained the controllers. Afterward, the participants could
test the movement within the environment by teleporting in
place and by testing teleportation through portals. Before
the first maze, each participant received a short onboarding,
which explained how to move around within the maze, what
the portals looked like, and how to use them. We prepared

an instructions sheet which we read out to our participants to
ensure we conveyed all information consistently. In this sheet,
we explained that our participants would be confronted with
5 different mazes, that each maze would contain "good" and
"bad" portals, and that "good" portals would gain 10 points,
while "bad" portals would deduct 10 points. We informed our
participants that they would have 100 points available at the
beginning and that a timer would run along. Moreover, we
told our participants that, while they are not forced to use the
portals, the portals would teleport them closer to the maze’s
exit. Finally, we told our participants to complete the maze
with as many points and as quickly as possible.

Afterward, participants made their way through the maze.
After completing each maze, we monitored cybersickness
using the scale by Keshavarz and Hecht [28]. Additionally,
we asked them to fill in the User Experience Questionnaire
(UEQ) [44] and four notification-related questions by Rzayev
et al. [41] that asked about intrusiveness, disturbance, notice-
ability, and understandability. After completion, they put on
the headset and continued with the next maze.

We finished the study by rating indicators on a scale from 0-
100 using the item "I would like to use the security indicator
in my daily VR experience." Additionally, we conducted a
short interview asking which indicator they liked the best and
least and exploring possible design alternatives. Depending
on the participants’ feedback, the conversation was deepened.

4.3 Participants
We recruited 25 participants (14 female and 11 male) aged
18 to 62 years (M = 26.2, SD = 8.7). None of the participants
reported having a color vision deficiency. Most participants
(17) were students, while 3 were Ph.D. students, 3 were un-
employed, and 2 worked as IT consultants. Four participants
reported no experience with VR, 13 had used VR about 1-3
times, 5 said they had used VR 4-7 times, and 3 said they
had used VR more than 7 times. Two participants owned a
head-mounted display. We compensated the participants with
either 10 EUR or one participant hour6.

6The students at our institution have to earn a certain amount of study
credits towards completing their degree, where one hour equals one course
credit. Participation is anonymous, and the students receive the same com-
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Figure 5: The task completion time of the maze VR game.

5 Indicator Evaluation Results

We first describe our quantitative results, followed by the qual-
itative results we collected after the study through interviews.

5.1 Quantitative Results
We used Python and R to analyze the data. We report task
completion time (RQ2), accuracy (RQ2), usability (RQ3),
notification quality (RQ4), and overall user preference re-
sults (RQ5).

Task Completion Time (RQ2). First, we analyzed the time
participants needed to complete the maze, namely, task com-
pletion time (TCT), see Figure 5. As a Shapiro-Wilk normal-
ity test showed that the data is significantly different from a
normal distribution (W = .971, p = .009), we performed a
Friedman test which revealed a significant difference for TCT
(χ2(4) = 18.336, p < .001, Kendall’s W = 0.183). We used
pairwise Wilcoxon signed rank test as post hoc tests with Bon-
ferroni correction applied that revealed that participants were
significantly slower using the Haptic than the Visual Periph-
eral Blinking indicator (p= .031) and significantly faster with
the Visual Peripheral Blinking than the Visual Static indicator
(p < .007), all others p > .05.

Error Rate (RQ2). Next, we analyzed participants’ accu-
racy using the portals in the maze, see Figure 6. Here, getting
all 8 portals correct counts as 0% error rate. When a player
misses or takes an insecure portal, we added 1/8 of the total
error (12.5%). As a Shapiro-Wilk normality test showed that
the data is significantly different from a normal distribution
(W = .702, p< .001), we performed a Friedman test which re-
vealed a significant difference for error rate (χ2(4) = 31.047,
p < .001, Kendall’s W = 0.310). Pairwise Wilcoxon signed
rank test as post hoc tests with Bonferroni correction applied
revealed that participants made significantly more errors using

pensation, no matter their responses.
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Figure 6: The average error rate for entering the portals.

Attractiveness
−3

−2

−1

0

1

2

3

Co
m

pl
et

el
y 

Di
sa

gr
ee

 – 
Co

m
pl

et
el

y 
Ag

re
e

Pragmatic Quality Hedonic Quality

Audio
Haptic
Visual Peripheral Blinking
Visual Peripheral Static
Visual Static

Figure 7: The results of the UEQ [44].

the Haptic indicator than the Audio (p < .017), Visual Periph-
eral Blinking (p < .002), Visual Peripheral Static (p < .012),
and Visual Static (p < .007) indicator. In addition, partici-
pants made significantly more errors using the Audio than
the Visual Peripheral Blinking (p < .007) indicator, all others
p > .05.

User Experience Questionnaire (RQ3). Next, we ana-
lyzed the User Experience Questionnaire (UEQ) [44] with
its three sub-scales: Attractiveness, Pragmatic Quality, and
Hedonic Quality, see Figure 7. As a Shapiro-Wilk normality
test showed that the data of the three scales is significantly
different from a normal distribution (W = .903, p < .001;
W = .969, p < .007; W = .945, p < .001; respectively), we
again performed Friedman tests.

For Attractiveness, the Friedman test revealed a significant
difference (χ2(4) = 20.21, p < .001, Kendall’s W = 0.202).
We applied pairwise Wilcoxon signed rank tests with Bon-
ferroni correction applied that revealed that the Visual Static
indicator was perceived significantly more attractive than the
Haptic indicator (p < .001), all others p > .05.

For Pragmatic Quality, the Friedman test revealed no sig-
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Figure 8: The four measures for a good user experience of
notification by Rzayev et al. [41].

nificant differences (χ2(4) = 7.145, p = .128, Kendall’s W =
0.071).

For Hedonic Quality, the Friedman test revealed a signif-
icant difference (χ2(4) = 12.511, p < .014, Kendall’s W =
0.125). However, Pairwise Wilcoxon signed rank test post
hoc tests with Bonferroni correction applied did not reveal
significant differences, all p > .05.

Notification Quality (RQ4). We investigated the indicators’
notification quality using the factors Intrusive, Disturbing,
Noticeable, and Understandable by Rzayev et al. [41], see
Figure 8. Again all four measures are not normally distributed,
(W = .927, p < .001; W = .852, p < .007; W = .905, p <
.001; W = .823, p < .001; respectively).

For Intrusive, the Friedman test revealed significant dif-
ferences (χ2(4) = 34.358, p < .001, Kendall’s W = 0.344).
Pairwise Wilcoxon signed rank test as post hoc tests with
Bonferroni correction applied revealed that participants per-
ceived the Visual Static indicator significantly less intrusive
than the Audio (p < .003) and Haptic (p < .040) indicator,
all others p > .05.

For Disturbing, the Friedman test revealed significant differ-
ences (χ2(4) = 40.57, p < .001, Kendall’s W = 0.406). Pair-
wise Wilcoxon signed rank test as post hoc tests with Bonfer-
roni correction applied revealed that participants perceived
the Audio indicator significantly more disturbing than the
Haptic (p < .047), Visual Peripheral Blinking (p < .004), Vi-
sual Peripheral Static (p < .002), and Visual Static (p < .001)
indicator, respectively. In addition, participants perceived the
Haptic indicator significantly more disturbing than the Visual
Static (p < .008) indicator, all others p > .05.

For Noticeable, the Friedman test showed no significant
differences (χ2(4) = 9.205, p < .056, Kendall’s W = 0.092).

For Understandable, the Friedman test revealed a signif-
icant difference (χ2(4) = 31.686, p < .001, Kendall’s W =
0.317). Pairwise Wilcoxon signed rank test post hoc tests
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Figure 9: The results of how the participants rated if they
would like to use the security indicator in their daily VR
experience.

with Bonferroni correction applied revealed that participants
perceived the Audio indicator significantly less understand-
able than the Visual Peripheral Blinking (p < .049), Visual
Peripheral Static (p < .010), and Visual Static (p < .002)
indicator, respectively. Moreover, participants perceived the
Haptic indicator significantly less understandable than the
Visual Peripheral Static (p < .003), Visual Static (p < .001),
and Audio (p < .047) indicator.

Overall User Preference (RQ5). Finally, we analyzed the
question "I would like to use the security indicator in my daily
VR experience." A Shapiro-Wilk normality test showed that
the data is significantly different from a normal distribution
(W = .925, p < .001), see Figure 9. As the Friedman test
revealed significant differences (χ2(4) = 11.728, p < .019,
Kendall’s W = 0.117), we again used pairwise Wilcoxon
signed rank test as post hoc tests with Bonferroni correc-
tion applied that revealed that participants liked the Visual
Static indicator significantly more than the Visual Peripheral
Blinking indicator (p < .019), all others p > .05.

5.2 Qualitative Results (RQ3-5)

We recorded and transcribed all interviews and used thematic
analysis to analyze our data [2]. Two authors independently
coded the interviews using Atlas.ti. Finally, a third author
joined the group to form code groups and overarching themes.
We reworked and refined these themes through multiple hour-
long sessions. This process resulted in two themes: Feedback
on Indicators and Indicator Design Suggestions.

5.2.1 Feedback on Indicators

Ten participants named the visual static indicator above the
portal as the best indicator (P7, P8, P11, P15, P16, P17, P20,
P21, P24, P25), as they found it very understandable and not
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disturbing. Moreover, three participants (P8, P20, P24) ex-
plained that the placement made it easier to understand that
the indicator belonged to the portal: "It’s also extremely clear
where it belongs and what it’s supposed to say (P8)." On the
contrary, four participants liked this indicator the least (P5,
P12, P18, P19). P18, for example, found that the indicator pro-
vided too little feedback. In addition, all participants criticized
that the indicator on top of the portal had not been noticeable
enough, as you had to look up to see it.

In contrast, nine participants liked the haptic indicator best
(P1, P4, P5, P10, P12, P14, P21, P22, P23) since they consid-
ered it very noticeable and understandable while not being
intrusive. Participants also found the haptic indicator fun to
use and liked that it did not block the visual sense and, thus,
did not take the focus off the main task (P14, P23): "You
just notice in your hand: okay, right, something’s happening
(P23)." In contrast, seven participants liked the haptic indica-
tor the least (P2, P3, P6, P8, P9, P20, P24). Reasons included
that they found the feedback very intrusive (P6) and criticized
that the difference between the indicator and a possible hard-
ware problem of the controllers was unclear. Moreover, seven
participants could not tell the difference between the different
vibration patterns (P2, P3, P6, P8, P9, P20, P24).

Three participants named the visual peripheral blinking
indicator as the best (P2, P6, P9). Reasons included that it
was easy to understand (P18, P19), not distracting (P3, P18),
and did not interfere with the main task (P18). In contrast,
four participants rated this indicator as the worst (P1, P7, P22,
P23). Here, one participant stated that it was intrusive and
took the focus away from the main task by flashing (P23).
Additionally, P22 and P23 found this indicator very annoying
and distracting, and two participants criticized that they had to
actively wait for the indicator’s first flashing before knowing
whether the portal was secure (P22, P23).

Three participants liked the visual peripheral static indi-
cator the best (P2, P6, P9), while five liked it the least (P1,
P4, P7, P13, P15). Here, two participants stated that they did
not immediately recognize the indicator (P1, P4). Another
participant did not find the indicator clearly understandable
(P15), and another criticized that the indicator was placed far
outside the field of view and moved along with the movement
of the head (P7).

The audio indicator was mentioned least frequently as the
best one, with only two participants naming it (P7, P13). In
contrast, it was named the worst by ten participants (P6, P8,
P10, P11, P16, P17, P20, P21, P24, P25). Four of the partici-
pants stated that the audio feedback was not intuitive since
it only sounded when there was a risk (P8, P17, P24, P25).
Moreover, nine participants found the audio signal very an-
noying, and P20 confused the security indicator with a siren
from real life: "At the beginning, I thought: okay, that’s now
an alarm from the real world (P20)."

5.2.2 Indicator Design Suggestions

We also asked participants for additional design ideas for
security indicators. Our participants suggested single modal-
ity and combined modalities security indicators. The single
modality indicators included auditory, haptic, and visual in-
dicators, and the combined indicators included audio/visual
and haptic/visual combinations.

Single Modality Indicators. Three participants suggested
audio indicators (P1, P11, P18) as they considered them the
most noticeable: "I find audio the easiest. Because for the
others, you have to pay more attention to find the signal or
see where’s coming from (P1)." P18 suggested an auditory
indicator where the sound volume is linked to the distance to
the portal and where the sound only appears if there is a risk.
Two participants additionally suggested an audio indicator
with two different types of sound instead of only playing
sound when a risk exists (P21, P23): "I would work with a
tone that is rather soft and one that is deep, which is then
negative (P23)."

Three participants designed haptic feedback (P4, P10, P23).
P4 suggested haptic feedback that only appears during an
impending risk. Similar to the audio indicator used in the
study, which played a sound only during a risk. P23 suggested
adjusting the heartbeat pattern to be more clearly recognizable
by increasing the pause between the pulses.

Eleven participants suggested a visual indicator (P3, P6,
P7, P8, P9, P11, P12, P15, P17, P20, P24). P20, for example,
imagined an indicator where the behavior and design of the
portal indicate possible security issues by, for example, adding
animated sparks. Three participants (P15, P24) suggested a
visual indicator that used an X symbol for bad transitions and
a tick symbol for good ones: "I think I would just do it with
X and a checkmark. [...] Because that is understandable for
people who perhaps have a red-green visual impairment, or
in other cultures where colors mean something else (P15)."

Combined Modalities Eight participants proposed security
indicators that combined two modalities. P2 suggested a com-
bination of auditory and visual feedback in the periphery, and
P13 suggested combining audio with a visual indicator above
the portal. Five participants suggested combining haptic and
visual feedback. P6 suggested a combination of a peripher-
ally placed indicator and haptic feedback. In contrast to the
haptic patterns used for this study, the controllers should only
vibrate shortly in the case of a risk. If there is no risk, no
haptic feedback should be given. Two participants suggested
combining haptic with visual blinking feedback, whereby the
blinking should only appear in case of a risk. P22 suggested
a visual indicator displayed both when there is risk and when
there is no risk, but that vibrates only on insecure transitions.
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6 Discussion

Our study (N=25) shows that the visual blinking indicator
in the periphery performed best regarding accuracy and task
completion time (RQ2) as an indicator for hyperlinking in
the metaverse. On the other hand, our participants preferred
the static visual indicator above the transition portal (RQ5).
Participants voiced that searching for the visual blinking in-
dicator was seen as a challenge, and the blinking seemed
distracting (RQ3, RQ4). This is in line with Ghosh et al. [18],
who also found visual search distracting too much from the
primary task in their study on VR interruption design.

While there is no prior research on security indicators in
VR, we see parallels to the privacy notice design spaces by
Feng et al. [13] and Schaub et al. [42]. As our primary focus
is alerting the user about security considerations, our design
space focuses on mechanisms to grab the user’s attention and
not to offer interaction possibilities. Thus, we found very sim-
ilar design dimensions, such as modality and timing, but also
clear differences, as, for example, a choice and functionalities
do not exist for security. This sets our new security indica-
tor design dimensions apart from prior research on privacy.
Concurrently, we argue that our additional design dimensions
have the potential to enrich the design spaces of prior work,
allowing them to design with more dimensions.

6.1 The Dominance of Visual Indicators

Overall, visual indicators outperformed haptic and audio ones
across most of our measures. The auditory and haptic indi-
cators were only rated higher regarding noticeability. This
confirms findings from prior work on VR interruptions, which
also found haptic notifications more noticeable [18]. How-
ever, contrary to our results, Ghosh et al.’s [18] results overall
lean towards audio and haptic as a favored modality. Ghosh
et al. [18] showed that visual indicators, independent of their
placement, performed worse concerning reaction time and
task completion time than haptic and audio. Of course, the
differences in the type of task participants had to complete
in the studies influenced these results, and they cannot be
directly compared. However, the combined results strongly
indicate the need to use haptic indicators sparingly.

We argue that the lack of familiarity with the VR envi-
ronment is another reason users preferred the static visual
indicator. However, the blinking indicator in the periphery
performed best regarding accuracy and task completion time.
In our study, users were unfamiliar with the VR environment,
and the static indicators might have given a sense of user
agency, whereby users perceived to be in control when know-
ing where to locate the static indicator. Moreover, the static
indicator is directly coupled with a portal; and, thus, is less
likely to be confused with another transition that might happen
nearby. This discrepancy needs to be reviewed in future work,
for example, in the form of a longitudinal study that allows

participants to familiarize themselves with the environment
and indicators over a longer period of time.

Design Recommendation 1: Visual indicators, independent
of placement in the VR scene, may be used for frequent mes-
sages/interactions, such as requesting permissions. They were
perceived to be non-intrusive and understandable and, on
average, scored highest with regard to performance. This
will allow users to quickly engage with them, reducing the
cognitive load needed to return to the main task.

6.2 The Potential of Haptic Indicators
The polarizing qualitative feedback indicates the need to use
haptics sparingly. While some participants liked that it did not
overlay the visual sense already in use for the main task, others
were irritated by their lack of understanding of the vibration
patterns. Based on prior work Mäkelä et al. [34], we argue
that learning effects may overcome this over time. Mäkelä
et al. [34] also highlight the value of hidden modalities, such
as being out of sight of the primary task and the user’s field of
view. Thus, haptic and auditory indicators can support users
to focus on the primary task while delivering additional secu-
rity information. However, when combining these statements
with the quantitative results, we found that the haptic indi-
cator lacked understandability, was intrusive, and negatively
affected task performance. Thus, we recommend leveraging
this modality’s noticeability and hidden aspect while being
wary of its lack of understandability and high intrusion.

Yet, from a VR designer’s perspective, an argument fa-
voring the haptic indicator is using a sense that is usually
not already occupied. In contrast, the visual indicators might
strongly interfere with the environment’s design, and audi-
tory feedback is frequently already used for other purposes.
Thus, occupying visual or audio for security indicators would
significantly reduce the designers’ degrees of freedom. An
important consideration when designing haptic indicators will
be the limited information throughput of vibration feedback.
Thus, clearly distinguishable patterns will be important and
might even reduce the error rate and task completion time.

Design Recommendation 2: Haptic security indicators may
be used to communicate a warning or security breach that
needs immediate attention. This will effectively remove the
users’ attention from the main task while not limiting the
designers’ freedom to design the VR environment.

6.3 Balancing User Attention
A known challenge when designing security elements for
hyperlinking between sites is balancing user attention be-
tween the primary task (e.g., viewing the main content of
the site) and the secondary task (e.g., viewing the security
elements, such as security indicators and messages) [29]. Due
to the form factor in which 2D environments are presented
(e.g., desktop and mobile screens), designers are limited to
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a smaller, mostly visual space to communicate security ele-
ments. Our results highlight the opportunities for designers
to explore the placement of visual indicators across three
dimensions (static vs. peripheral, see Figure 1, PLACEMENT).

The preference for static indicators may be leveraged in
tasks where performance is not the primary goal, such as
visiting a museum. On the other hand, in tasks where mea-
sures such as task completion time are vital, a blinking visual
indicator in the periphery may be a better design direction.
Such design explorations could contribute to reducing the
effect on task resumption lag, which quantifies how quickly
users can return to the main task after being interrupted by the
secondary one [29]. We plan to investigate this type of task
versus placement effect on resumption lag in future studies.

Design Recommendation 3: The characteristics of the 3D
environment may be leveraged to optimize the placement of
security indicators with the type of task.

6.4 Audio as a Complementing Modality
The audio indicator performed poorly in both the quantitative
and qualitative results. We ascribe this to the way it was im-
plemented in our apparatus. As this was an exploratory study,
the implementation was a constant audio tune when coming
close to the portal. In the qualitative feedback, participants
found this tune to be annoying and distracting from the vir-
tual environment. Similar results were reported in Ghosh et
al.’s study [18], whereby participants also found it difficult to
ascribe the audio tune to the appropriate environment, virtual
versus real. In a fully immersive VR experience, audio feed-
back is given through headphones, which theoretically makes
it difficult to hear real-world sound. Based on these combined
results, there seems to be an intrinsic need to be able to hear
the real world and want to be part of it through the auditory
sense – possibly elevated by the visual attention being solely
focused on the virtual environment. Considering the above
results and the qualitative feedback on combining modalities,
including audio, is preferred in a multi-modal approach. Au-
dio may be coupled with other modalities and timed in such a
way that it complements visual and haptic indicators to foster
engagement with the latter.

Design Recommendation 4: Audio may be used as a com-
plementary modality in combination with visual and/or haptic
security indicators. This will help users in ascribing the audio
tune to the virtual environment.

6.5 Limitations
We acknowledge that the setup of the modalities is broad.
This was necessary for this exploratory study, as we purposely
wanted to test the extreme ends of the modalities. However,
this could have affected how our haptic patterns and audio
feedback were perceived, i.e., participants found the haptic
pattern difficult to interpret and the audio feedback annoying.

By choosing a participatory approach for creating the de-
sign space, our first study resulted in a trend toward visual
indicators. Our experts mostly shared their knowledge from
existing settings, such as the browser. In such a setting, the
implementation heavily relies on visual indicators. However,
we argue that this focus will shift in the VR environment,
where all modalities that we are using in our study are part of
the immersive experience.

As we did not include a baseline condition without indica-
tors, we can not exclude that similar task completion times
might have been achieved without security indicators. Re-
gardless, fast task completion times are only relevant when
participants select secure portals in the first place. However, a
baseline condition without indicators will have an average er-
ror rate of 50% (chance level accuracy). Yet, we showed that,
on average, all indicators outperformed chance level accuracy.
Thus, we argue a baseline condition does not help understand
the security indicators.

Above, we stated that we used the points as a replacement
for the users’ intrinsic motivation to choose secure portals
when transitioning on the web. We know that security may
not be the most impactful factor compared to other factors,
such as perceived usefulness [9] when transitioning on the
web. However, based on learnings from the web, e.g., certifi-
cate warnings, we argue that our study design is well suited
to retrieve and understand security indicators in the meta-
verse. Nevertheless, future work should investigate how such
indicators perform in more naturalistic settings.

Finally, the contextual integrity of our results might be af-
fected by the maze setting. Although not evident in our results,
the gamified task design might have reduced the perception
of personal security when evaluating the security indicators.
In this study, we consciously chose to trade-off in favor of
increased transition frequency.

7 Conclusion

Inspired by the rise of the metaverse, we created an initial
design space for security indicators in the metaverse. We then
used this design space to implement and test the five most
promising indicators for their effectiveness, usability, notifi-
cation qualities, and overall user preference. For that, we first
conducted eight in-depth interviews with domain experts to
create an initial design space for security indicators in VR. We
then used these insights to implement the five most promis-
ing indicators, which we tested through a lab study with 25
participants. We found while the visual blinking indicator in
the periphery performed best regarding the accuracy and task
completion time, our participants preferred the static visual
indicator placed above the transition portal. Furthermore, it
received high scores regarding understandability while still
being rated low regarding intrusiveness and disturbance. Our
findings contribute to making hyperlinking within the meta-
verse more secure and enjoyable.
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