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Abstract
Phishing e-mail threats are increasing in sophistication. Tech-
nical measures alone do not fully prevent users from falling
for them and common e-mail interfaces provide little support
for users to check an e-mail’s legitimacy. We designed three e-
mail user security tools to improve phishing detection within
a common e-mail interface and provide a formative evaluation
of the usability of these features: two psychological nudges
to alert users of suspicious e-mails and a “check” button to
enable users to verify an email’s legitimacy. Professional e-
mail users (N = 27) found the “suspicion score” nudge and
“check” button the most useful. These alerted users of suspi-
cious e-mails, without harming their productivity, and helped
users assert trust in legitimate ones. The other nudge was too
easily ignored or too disruptive to be effective. We also found
that users arrive at erroneous judgements due to differing
interpretations of e-mail details, even though two-thirds of
them completed cybersecurity training before. These findings
show that usable and therefore effective e-mail user secu-
rity tools can be developed by leveraging cues of legitimacy
that augment existing user behaviour, instead of emphasising
technical security training.

1 Introduction

E-mail has been one of the most pervasive forms of digi-
tal communication since the introduction of the internet. So
much so, that the medium remains an attractive threat vector
for adversaries to exploit [50]. Phishing e-mails, in which
impersonated sources typically seek to gain money or sensi-
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tive data from a target recipient, have caused major security
breaches, financial losses and psychological damage to un-
suspecting users, making it a lucrative business for organised
crime [15, 23, 33, 61].

Technical detection systems may capture the majority of
phishing attacks, but do not fully prevent users from falling
for them. As users are commonly regarded as the “last line of
defence” [2], organisations invest in cybersecurity education
for their employees and inform the public of potential scams.
However, anti-phishing education and publicly available anti-
phishing advice may not be as effective as hoped for [13, 38,
47, 57, 59].

An alternative way to help users disengage with suspicious
e-mails is to enhance common e-mail interfaces to equip
users with “just in time” decision-making tools. For instance,
by nudging users to check sender information [49] or inter-
actively showing the trustworthiness of URLs found in e-
mails [54, 77]. Such developments showed promising results
to decrease phishing susceptibility, but have been sparse and
require further exploration [27].

Here, we provide an implementation-focused formative
evaluation [71] of the usability of novel user-centric e-mail
security concepts to help users detect suspicious e-mails in a
common e-mail user interface (UI). First, we conceptualise (i)
a “check” button to highlight indicators to help people assess
both trustworthy and phishing e-mails, and (ii) a “collegiate
phishing report” nudge and (iii) “suspicion score” nudge to
make people aware of the possibility of phishing. We then
examine how these security tool concepts affect users’ e-mail
processing behaviour, by collecting “think aloud” responses
from professional e-mail users from one organisation (N=27)
that processed e-mails in simulated Outlook e-mail interfaces
without and then with the tools. Tool designs were updated
following consistent feedback from at least five users over
four iterations.

We find that the suspicion score nudge and final check
button version were rated the most useful, and that people
largely process the same pieces of e-mail information, but
reason differently about them. This was surprising, as 18 of
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the participants recalled completing at least one mandatory
cybersecurity training before and 19 have a technical study
background. This implies that worse detection is not necessar-
ily due to negligence of relevant security indicators [90], but
a lack of consensus on how to interpret online information.
For example, whether e-mails sent from free e-mail providers
should be suspected in a professional context. This resulted
in the following contributions:

1. We identify and discuss three fundamental trade-offs that
can guide further development of usable e-mail security
tools: (i) highlighting cues of desired (i.e., legitimate) vs.
undesired (i.e., phishing) communication, (ii) enhancing
users’ existing behaviour vs. technical knowledge and
(iii) not harming productivity for security.

2. We open-sourced our methods and data via GitHub and
Open Science Framework (OSF) to encourage more stud-
ies on e-mail user security tools. This includes the sim-
ulated Outlook UI and two adapted e-mail sets to fit
participants’ organisational context to closely mimic an
e-mail processing experience.

2 Related work

2.1 User-centric security interventions
People are thought to be bad at detecting phishing e-mails
due to a lack of cybersecurity knowledge or awareness [5, 7,
38, 80, 83] and incautious e-mail processing behaviour [22,
31, 36, 44, 46, 76, 90]. The majority of interventions to im-
prove human phishing detection thus focused on developing
training and education programs [27]. Examples range from
conventional education materials [6, 13, 16, 34, 36, 68, 82,
88] and serious games [9, 19, 28, 30, 40, 41, 69, 84], to phish-
ing simulations [8, 18, 39, 40, 78]. While they increase user
awareness of phishing threats, these programs require more
frequent engagement than often is the case to stay effective in
the long term [13, 59]. This waning effect may be due to the
timing of educational programs before or after, but not during
critical decision-making moments [27].

A different stream of user-centric security interventions
aimed to make people aware of security-relevant information
during decision-making. Earlier works used browser-based
security warnings to prevent users from browsing suspicious
domains [4, 26, 58, 67, 87]. Although such warnings are mod-
erately helpful, they are prone to warning fatigue [4]. Alter-
natively, digital signatures may be used to add trust signals
to e-mails [86], although criminals typically adopt them too
once their use becomes widespread, as happened with SSL
certificates [1].

Others have highlighted dubious domains [43] or e-mail
sender information [49], but found limited detection im-
provements. This is likely due to users’ misinterpretation
of URLs [5]. A more promising approach provided users with

interactive URL reports when they engaged with links found
in e-mail messages [7, 54, 77]. By informing users about why
a URL may be suspicious, these tools provide both educa-
tional and awareness-raising value. These works underline
the potential of user-centric security interventions embedded
in e-mail interfaces.

We expanded on this idea of aiding users during decision-
making in an e-mail UI [27, 90]. Specifically, we used two
under-explored concepts in e-mail security to design novel
security features: 1. enhancing users’ confidence in trust-
ing legitimate e-mails, instead of following the predomi-
nant paradigm of enhancing phishing detection, and 2. psy-
chological nudges, where slight changes in a UI improve
decision-making, without forcing users to engage with those
changes [72]. For instance, participants in a simulated e-
commerce purchase displayed more secure behaviour when
they received a notification that emphasised how they can
cope with online shopping risks [73]. A study on phishing
detection used a social alert in suspicious e-mails, saying
that a high percentage of colleagues received the same e-
mail [49]. Even though these works found small detection
improvements, these findings suggest that nudging users with
short and directly applicable information embedded in task
systems can improve security behaviours. The potential of
e-mail security nudges is discussed further in Franz et al. [27].

In line with the two concepts, we devised a “check button”
to help users asses any e-mail’s legitimacy, and two different
nudges to alert users of suspicious e-mails. The first nudge
contained a social cue, similar to Nicholson, Coventry, and
Briggs [49], and also explained users what suspicious signs
to look out for. The second nudge alerted users of potentially
suspicious e-mails and showed recommended actions. With
these features, we aimed to improve phishing detection by
better supporting how users reason about e-mails while they
are processing them.

2.2 Processing e-mail for communication ver-
sus security

E-mail processing has been described as comprised of “pri-
mary” and “secondary” tasks in the cybersecurity context [64].
The primary task refers to the main function of e-mail, i.e.,
communicating with others through digital means, which in-
volves scanning, prioritising and responding to e-mail mes-
sages. The secondary task is the security check to decide if
an e-mail is in fact legitimate and responding accordingly.
On the one hand, we cannot reasonably expect users to focus
on the secondary task [64]. On the other hand, even if we
do, making the secondary task the main focus will inflate
users’ suspicions [53, 66, 70]. It is therefore a vital research
challenge to design user-centric security interventions that
augment users’ secondary e-mail processing task, without
harming their primary task.

The first step towards this goal is a deep understanding of
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how users switch between the primary and secondary task
in real-world contexts. Various studies have characterised as-
pects of how users process e-mails and the usability of adapted
e-mail interfaces [11, 12, 21, 29, 45, 51, 79], but these provide
limited or no insight into how users switch to the secondary
task. The few qualitative works that do focus on how users
reason about phishing find that both experts’ and non-experts’
e-mail processing involve understanding the e-mail context,
finding surprising elements that lead to suspicion and acting
on that suspicion [81, 83]. However, as these studies used
phishing detection as the primary task [81] and relied on re-
spondents who remembered a previously received phishing
e-mail [83], it is unclear to what extent these results generalise
to real-life contexts.

Thus, to engage users with the secondary task when they
should suspect an e-mail, we need to understand how users
change their reasoning from the primary to the secondary
task. Then we can see how our proposed security features
affect users’ processing behaviour. Hence, we first analyse
how users process e-mails without any security interventions,
and then how our designs affect this behaviour.

3 Methods

Our formative evaluation [71] focuses on understanding what
drives (un)usability of our novel e-mail user security tool
concepts. To this end, we used qualitative methods to obtain
an in-depth understanding of how our e-mail security tool
designs affected users’ e-mail processing behaviour and itera-
tive design to make small short-term adjustments according to
consistent user feedback. In this section we describe the study
setup, the principled approach to our designs, our participants
sample and analysis.

3.1 Participants

Twenty-seven participants performed the in-person e-mail pro-
cessing task. They were recruited through e-mail invitations
sent to staff at the researchers’ institute. We only recruited
staff from our institute, because (i) all staff were known to be
experienced e-mail users, (ii) they could come to the session
in-person, (iii) they would be familiar with the presented task
context (e.g. e-mails from the same institute), (iv) they are
likely to be used to the Outlook e-mail client, as their profes-
sional e-mails are processed through Outlook, and (v) they
represent a working office population that relies substantially
on e-mail communication. All were compensated with a £20
Amazon voucher. Their roles ranged from support staff to
lecturers. The study was approved by our departmental Ethics
Committee.

3.2 Task

To understand how users process e-mails, we asked partici-
pants to reason out loud while processing e-mails in simulated
inboxes. They were told the study aimed to gather feedback
on the usability of new e-mail interfaces and not security tools,
to avoid biased responses [52]. We created a basic Outlook
e-mail interface as shown in Figure 1, to which we added
our security tool designs. Each participant had an in-person
session of 45–60 minutes with the main researcher who sat
down next to them.

After welcoming the participant and obtaining their in-
formed consent, the researcher started an anonymous audio
recording of the session. Participants first answered questions
on their general e-mail use and were then instructed about
the main task. They had to process e-mails as if they were
professor Alex Carter in health informatics and talk through
what they were doing and why. Participants were never told
about phishing detection before or during the task. Only the
security tool designs in the task could have prompted them to
look out for phishing e-mails, as intended.

Each participant interacted with four different inboxes, one
after another. They always started with the “control” inbox,
i.e., without any new tools (Figure 1). The next three in-
boxes each contained one of the three security tools (see Sec-
tion 3.3 and Figure 2) in random order. Each inbox contained
eight or nine e-mails based on e-mails previously received
by colleagues at the same institute to provide a familiar con-
text (total Nlegitimate = 33), and one or two phishing e-mails
adapted from those previously received by academic insti-
tutes (total Nphishing = 6). Two phishing e-mails contained
a malicious URL, purporting to be a Zoom meeting invite
and Microsoft password reset. Two spearphishing e-mails
seemed to come from professor colleagues requesting an ur-
gent action. One phishing e-mail presented a fake paid mentor
program, one “Nigerian prince”-style scam, and (see details
on GitHub). Nearly all e-mails were made to directly ad-
dress professor Alex Carter. Each e-mail could be replied to,
forwarded, deleted, archived or moved to “junk”. When par-
ticipants wanted to reply to an e-mail, a text editor appeared
through which they typed their reply and “sent” the message.
We deemed these functionalities sufficient to simulate the
experience of processing e-mails for human end users, as they
cover the majority of user actions to process e-mails. This
was confirmed by a participant’s remark “this feels like going
back to work” when they started the task.

To facilitate users with out-loud reasoning, the researcher
asked participants to explain what they were looking at, to
elaborate why they responded in certain ways to the e-mails,
and, when participants explicitly mentioned that an e-mail
looked legitimate or suspicious, why they thought so. The
researcher also took written notes of any significant observa-
tions and asked if participants noticed any new feature when
they did not interact with them during the first 2–3 minutes
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Figure 1: Screenshot of an example e-mail in the “control”
inbox. The interface mimics the Outlook web client. Our
security feature designs were added to this basic UI.

of viewing the inbox, to see why they had not (see study
protocol on OSF). When doing so, we were careful not to
mention any security concept, nor asking them to use the tool,
to avoid biasing participants’ processing behaviour. This way,
any increased security awareness was merely the result of
participants noticing the new security tool.

Every seven minutes, the next inbox automatically ap-
peared, until participants saw all four inboxes. We kept the
time spent on each inbox constant across participants to rule
out the possibility that user engagement changed as a result of
different times spent with a particular tool and ensure a study
duration proportional to participants’ compensation. We were
aware that doing so traded off measuring detection accuracy
for a reproducible qualitative method to evaluate usability.
Efficacy will accordingly be described in terms of qualitative
observation, not statistical comparison.

After completing the main task, participants gave feedback,
voted which tool they found most useful and would use in real
life, how many phishing e-mails they receive themselves, how
much cybersecurity training they completed before and an-
swered demographic questions (age, gender, education level,
study background).

3.3 Rationale for tool designs
We designed our security features with two goals in mind:
to help human users detect phishing e-mails and to assure
users of the legitimacy of genuine e-mails. We took a prin-
cipled approach. All designs had to be (i) user-centric, i.e.,
keeping humans “in the loop”, (ii) accessible, i.e., easy to
understand and use, and (iii) available at all times, which im-
plies embedding new functionalities within the e-mail UI. The
latter departs from conventional cybersecurity training, which
may align with principles (i) and (ii), but not (iii). We defined
three tool concepts: (i) “check” button, (ii) collegiate phishing
report nudge, (iii) suspicion score nudge. We also kept the
designs relatively small, in the form of an inbox add-on.

As part of our formative evaluation, we made small ad-
justments to the tool designs after at least five users gave us
the same feedback. This resulted in four user-driven design
iterations. The “check” button was updated three times, the
“collegiate phishing report” nudge updated twice and the “sus-
picion score” nudge once. Figure 2 shows the final versions
of the three tool designs, Appendix A depicts each iteration.
Note that all updates were display-related changes and did
not change key functionalities.

3.3.1 Check button

The first version of the “check” button sat in the task ribbon
next to the “Junk” button. It aimed to provide users informa-
tion on whether to trust a selected e-mail, based on common
heuristics used by IT experts [81]. It could display overviews
of (i) a dissection of the true URLs of any links found in the
selected e-mail, since users often misinterpret URLs [5], (ii)
the sender’s name and e-mail address with short pieces of ad-
vice on what to do in case of mismatches in said details, and
(iii) past e-mails received from the sender e-mail address. We
expected these simple “checks” to help users when they are
unsure if they could trust an e-mail by showing how URLs and
sender details should be parsed and conjugated, as previous
work implied that many users lack such reasoning [90].

Following consistent user observations, only the “past cor-
respondence” check was kept in the last iteration. We placed
the button closer to the e-mail sender details to which its func-
tionality applied, following previous security feature design
recommendations [74, 75], and simplified the button. If the
user received e-mails from the sender’s e-mail before, they
are shown in a list with the date, time and subject line. If no
past correspondence exists, the check information asks the
user if they expected anything from the sender. If they did not,
they are asked to double check the sender’s e-mail domain.
See Figure 2A and Appendix Figure 3.

3.3.2 Nudge 1: Collegiate phishing report

The “collegiate phishing report” aimed to shift users’ cogni-
tive frame to investigating e-mail legitimacy [27], by using a
socially oriented nudge that read “This e-mail was reported as
suspicious today by one of our colleagues”. The first version
displayed this text in an orange warning banner between the
Outlook task ribbon and e-mails display. When users clicked
on it, a floating display appeared on top of the inbox with
a screenshot of the phishing e-mail that was purportedly re-
ported by a colleague, with annotations of all the suspicious
cues in the e-mail that users had to look out for, and a general
recommendation to not interact with similar e-mails. In the
last iteration, the nudge looked like a new e-mail at the top
of the e-mails list to increase user engagement. When users
clicked on it, they saw the nudge text in the e-mail display
with the fully annotated e-mail message and action recom-
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Figure 2: Final designs of each security feature: A. the past correspondence check button, B. collegiate phishing report nudge,
C. the suspicion score nudge.
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Iteration Check button Nudge 1: Collegiate phishing report Nudge 2: Suspicion score

1 (N = 8) The majority of users were unaware
of the button until nudged towards it
(after 2–3 minutes); users did not ex-
plore all sub menu items

Users tended not to click on the warn-
ing banner or got confused about which
e-mail the warning is referring to

Users did not read all provided in-
formation, but found the orange
colour positively alerting and useful

2 (N = 7) Users remained unaware of the button
until the researcher pointed it out, but
also often did not see the benefit of
the provided information.

Users did not like pop-up windows and
often felt urged to close it right away

(design did not change)

3 (N = 5) Users remained unaware of the button
until the researcher pointed it out; the
‘past correspondence’ element was
deemed useful

(design did not change) (design did not change)

4 (N = 7) Most users who noticed and started
using the button found it very useful

More users skimmed over the warning
content, some users found this and the
suspicion score generally useful as they
alerted them of suspicious e-mails

Users did not read all provided in-
formation, but found the orange
colour positively alerting and use-
ful; subtle text formatting edits did
not lead to significantly more users
applying the recommended actions

Table 1: Summary of user feedback on the security tool designs in each iteration

mendations. These annotations could not be removed and
users could remove the nudge with the close button below it.
See Figure 2B and Appendix Figure 4.

3.3.3 Nudge 2: Suspicion score

“Suspicion score” nudges were added to the phishing e-mails
to prompt users to make a conscious effort to assess their
legitimacy. This nudge was displayed in an orange warning
banner between the task ribbon and e-mail display, and said
“Are you sure you can trust this e-mail?”. Below this line,
it showed how suspicious the e-mail was on a scale from 0
to 1 and immediate action recommendations to nudge users’
coping ability [73]. We chose to describe the score and scale
to encourage users to think of potential false positives, e.g.
when an e-mail has a lower suspicion score around 0.60, and
thus take the recommended actions. Contrary to some inboxes
that subtly add “(SPAM?)” in plain text to junk e-mail subject
lines, we expected that our approach on e-mails in the main
inbox would have a greater effect on users’ vigilance and
that explaining why the nudge was displayed would address
user concerns over e-mails that could unwantedly be marked
as junk. The amount of information was reduced and the
text formatting changed slightly for the last iteration. See
Figure 2C and Appendix Figure 5.

3.4 Thematic analysis

We used thematic analysis (TA) of a reflexive nature [17] to
understand e-mail users’ motives and considerations while
they perform a typical e-mail processing task and evaluate

how our tools affected these as a measure of usability. Given
limited prior works on the qualitative relation between users’
real-life e-mail processing behaviour and security, we inter-
preted the data inductively—without prior theories or hypothe-
ses. After transcribing all session recordings, two researchers
independently annotated one transcript, discussed the anno-
tation codes and re-coded the same transcript to agree on
the granularity of the coding approach. The first author, who
conducted all participant sessions, annotated all remaining
transcripts and freely added new codes to document all their
user observations, in line with an interpretivist stance [17].
After completing all annotations, we iteratively extracted and
refined themes through further discussions driven by the data.
All transcripts and the full code book are available via OSF.
We do not report inter-rater agreement scores, as they are
inappropriate in reflexive TA [17].

4 Results

We performed an implementation-focused formative evalu-
ation [71] of the usability of novel e-mail user security tool
concepts based on highlighting legitimacy instead of phishing
cues and nudging. We implemented the tool designs in sim-
ulated Outlook inboxes and let 27 professional e-mail users
(mean age = 33.2 (SD = 7.2); 48% male; mean number of
e-mail accounts = 4 (SD = 2.1); 19 with a Science, Technol-
ogy, Engineering or Maths background) process e-mails in
them while reasoning out loud. Their feedback was used as
ongoing input for small short-term tool adjustments after at
least five users provided similar feedback, resulting in four
design iterations (Table 1).
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Through thematic analysis, we gained a deep qualitative
understanding of how our tools affected users’ e-mail pro-
cessing. Specifically, to understand why certain tools were
(un)usable, it was key to understand how users reason without
and then with our tools. A total of nine top-level codes and 86
secondary-level codes describe all user observations (see Ap-
pendix B and full code book on OSF). Based on these codes,
we uncovered four overarching themes that capture how users
reason about e-mails without our security tools (Section 4.1),
and four themes that reflect how our security features affected
them (Section 4.2).

4.1 Users’ e-mail processing behaviour

The final codes naturally evolved to mirror users’ primary
and secondary e-mail processing behaviour. The “processing
reasons” codes capture users’ primary e-mail processing, and
codes under “signals suspicious” and “signals non-suspicious”
capture what users consider when they explicitly judge e-
mails to be suspicious or non-suspicious (i.e., secondary e-
mail processing). “Intended processing actions” reflect what
users do with e-mails that do not raise any suspicion (i.e.,
primary processing) and “mitigation strategies” reflect how
users assess and manage suspicious e-mails (i.e., secondary
processing). Similar codes under “processing reasons” and
“signals (non-)suspicious” suggest that users can arrive at
opposing conclusions and perform different actions based on
the same reasons (Section 4.1.3). Together with “prioritisation
approach” and “prior experiences”, these codes gave rise to
the following four themes that describe how users generally
reason about e-mails.

4.1.1 Content relevance

Most users first considered the relevance of the e-mail mes-
sage content by judging the intent of the e-mail sender, before
deciding what action to take. They either skimmed over sub-
ject lines, skimmed over the e-mail or read e-mails line by line
right away. The importance of content relevance judgements
is also reflected by the amount of “processing reasons” codes
that relate to message contents (“high frequency”, “impor-
tant or urgent”, “keep for reference”, “not right audience or
not personally targeted”, “of personal interest”, “outdated”,
“thread”, “uninteresting or irrelevant”). These observations
imply that users empathised with the e-mail task context.

The most common reason for users to find an e-mail sus-
picious was also based on e-mail message content. Out of
all codes under “signals suspicious”, “unexpected or funny
content” has by far the most references. That is, most users
seemed to assume legitimacy until they encountered e-mail
content they perceived as odd. This accords with prior stud-
ies [52, 81], as well as psychological theory that people merely
suspect things that are unlikely [24]. Further content-based
reasons for users to be suspicious of an e-mail were “funny

URLs”, “requesting personal details”, “urgent matter” and
“fear appeal”.

4.1.2 Relation to sender

Next, most users inferred their relationship with the perceived
e-mail sender, by reading the sender’s display name, a signa-
ture in the e-mail message and/or the actual sender’s e-mail
address. They made an assumption of how close they are to
this sender according to the way the e-mail was written and
the sender’s e-mail domain. The “processing reasons” that
reflect this theme are “unknown sender”, “assume known or
trusted sender”, “from internal organisation”, “automated e-
mail”, “newsletter”. For example, user O112 assumed that the
sender of a spear-phishing e-mail was indeed from the pur-
ported colleague professor: “[. . .] a task request and it’s from
a professor and probably someone [who is] also a colleague
of mine. And it’s more personal because it starts with ‘hi’.”
This user assumed so, given the e-mail’s informal writing
style (“assume known or trusted sender”). To them, an “ur-
gent request” may be reasonable to receive from a colleague
and would not trigger suspicion.

Perceived closeness to e-mail senders was also the sec-
ond most referenced factor that drove secondary processing.
This is shown through “signals non-suspicious” codes “past
correspondence”, “internal e-mail”, “trusted sender e-mail
address” and “signals suspicious” codes “external sender”,
“non-professional sender e-mail”, “no online info about sender
organisation” and “unexpected sender or recipient name or
e-mail address”. An example of the latter, O11: “This is a
bit of a stranger and maybe someone genuinely called Olga
Kissing. That is a bit suspect. So that depends on whether I
actually knew that person. So I would just be suspicious from
there.” The user reasoned that the sender’s name sounded
funny and therefore was untrustworthy, without reading the
actual e-mail content. Only if they knew someone with that
name, they might trust it.

4.1.3 Subjectivity in legitimacy perceptions

Users could have completely diverging assessments of the
same e-mail, as the most attended to factors in e-mail process-
ing described above are prone to subjective interpretation. For
example, when users perceived an e-mail as not directed at
them, we observed any of eight subsequent processing actions
(see visualisations in Supplementary Materials on OSF). This
aligns with prior work on user perceptions of “misdirected
e-mail” [56]. We found bigger consensus among users that
“unexpected or funny content” and “unexpected sender or re-
cipient name or e-mail address”, but not technical indicators,
make an e-mail suspicious.

One scenario was that different users mentioned the same
reason, but drew opposing conclusions for the very same
e-mail. A prime example of this was in the case of a spear-
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phishing e-mail sent from a GMail address purporting to be
from a colleague professor. Out of all users who noticed this
“unprofessional sender e-mail address”, some users said it was
junk straight away, whereas others responded without any
suspicion. For example, user O19 commented: “That sounds
like a scam.[. . .] Because [of] the first bit. Also, it’s from a
GMail address.” First, they did not trust the e-mail because of
the message content. They then noticed the sender’s GMail
domain, which further confirmed their suspicion.

Other users reasoned further about using private GMail
addresses for work, e.g. user O14: “If it’s, like, a professor,
same university. I would expect that communication would go
in the same channel. So, like the University of London rather
than a private e-mail. So I would maybe call that person
and just, uh, ignore it, to be fair.” They would not expect
a professional colleague to use a non-professional e-mail
address to communicate with them. Their mitigation strategy
would have been to call the sender to verify if they indeed
sent the e-mail.

When viewing another e-mail from a GMail address, they
described their suspicion of GMail accounts: “And maybe they
hate the Outlook interface by the university. [. . .] would not
exclude it directly. That’s the reason why I would look more
on the content rather than, I mean, if it’s like an e-mail, like an
alpha numerical contact, like C H zero five, blah blah about
to dot com, then I would think that not the right motivation is
there.” They would consider both the e-mail message content
and the sender’s e-mail domain, but put more weight on the
content. Similarly, user O26 appraised the e-mail content, but
assumed that the same e-mail came from a known colleague,
without mentioning any suspicion:

“Well, they’ve used a personal account, but they’ve
signed it off as Professor Blackfield, and they work
at the University of London [. . .] I would respond
and say, sure, no problem. If it was someone I didn’t
know or the e-mail address was unfamiliar, I would
probably ignore, delete. But in this instance [. . .] I
presumed I know them. So I would say ‘sure’.”

Another scenario was when users assessed different aspects
of the same e-mail and drew opposing conclusions as a result.
For example, O15 only looked at the message content of a
phishing e-mail that indicated a missed Zoom conference
and said: “So this other e-mail is a Zoom conference call,
but we missed it. If it is very important, [. . .] I would just
mark it on my calendar to check this conference content or
communicate with the people if necessary. But I would pin
it if it is important.” They were not suspicious of the e-mail
at all and overlooked the odd sender details and URL in the
e-mail body. In contrast, user O27 first noticed unexpected
sender details and marked the same e-mail as “junk”: “This
e-mail address, Anneon.formidable, it is spam, so it’s going to
get junked. I do not do orders and payments. Somebody will
tell me. I don’t need an automated e-mail. So, that’s junk.” It

generally seemed that once any cue raised suspicion, users got
rid of the e-mail as soon as possible or they started processing
more information to substantiate their initial hunch—in line
with findings from previous works [81, 83]. These examples
show that within an e-mail, users assess different aspects,
which leads to diverging legitimacy judgements.

4.1.4 User intents to UI functions

Our inbox simulation facilitated insights into how users trans-
late their e-mail processing reasoning to how they interact
with common inbox functionalities. We found that users had
their own “mental models” of these functionalities. Strikingly,
the vast majority of users deleted e-mails that they found
suspicious, even though there was an option to mark e-mails
as “Junk”, e.g. O19: “Junk it, delete it. Either way, get it out
of the inbox. Like, I personally very rarely use junk to get
rid of something.” This implies that most users do not distin-
guish between the type of “unwanted e-mails”—whether they
thought the e-mails were uninteresting, irrelevant, or (poten-
tially) malicious. They were usually treated the same way. It
may thus not be practical for users to apply a different pro-
cess to distinguish e-mails they found suspicious. User O13
even mentioned that they did not know that they could move
e-mails to “Junk” themselves:

“Researcher: I also noticed that one of the e-mails
that you thought was suspicious, you deleted it and
you didn’t say junk. Is that what you normally do
as well?
User O13: Yeah, I wouldn’t necessarily say junk.
That’s not something we have, do we? [. . .] I never
thought of to use that, possibly I’m ignorant. [. . .] I
just, I never knew it existed, that we had a junk and
we could put things in junk.”

Users also largely ignored the “Archive” button. E-mails
that would be archived were usually deemed unnecessary and
various users said they are unlikely to read archived e-mails
ever again. As with suspicious e-mails, users may favour to
delete anything irrelevant. A few users were concerned about
e-mail storage and reasoned that deleting would therefore be
better than archiving.

4.2 Effect of security features on users’ e-mail
processing

Thus far, we described users’ overall reasoning while pro-
cessing e-mails. Next, we examined how our security tools
affected this processing behaviour. Through the iterative de-
sign process, we found that for tools to be usable, users value
as little disruption to their primary task as possible and that
simple changes such as the (symbolic) colour or placement of
the tool matter more than content. As a result, the “suspicion
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score” nudge received the most positive feedback in all itera-
tions, with the “past correspondence” check from the “check”
button as runner-up. In total, 9 participants found the “suspi-
cion score” most useful, 7 participants the “check” button, 4
participants both the “suspicion score” and “check” button,
1 participant the “collegiate phishing report”, 4 participants
found all three designs most useful and 2 participants none of
the tools.

All user interactions with and intra-task feedback on our
tool designs were coded under “intervention feedback”. When
users adopted the given tool during the task and/or found
it useful, it was coded as “positive”. The other “interven-
tion feedback” codes indicate points for improvement. Four
themes emerged from these codes and “prior experiences”,
which together capture how users experienced the security
features in relation to their e-mail processing. We summarised
users’ implicit (intra-task) and explicit (post-task) feedback
in Table 1.

4.2.1 Usability of security information

Some “intervention feedback” pertained to the usability of
information provided by the security features (“missing useful
info”, “functionality not clear”, “too much information to
process”). Fifteen users mentioned that the functionality of
the “collegiate phishing report” nudge and/or the “check”
button in the first three iterations was unclear, even though
these tools were specifically designed to facilitate human
interpretation of technical e-mail details. When users viewed
the “check” button content in iterations 1–3, they often did not
know how to interpret the provided information. For example,
O12 in the first iteration:

“Researcher: When you see this, what are you
thinking? [. . .]
User O12: Whether there is malice or not. It’s just
not sufficiently. Well, it looks clunky [. . .] it would
be much more useful to have something very clear
saying ‘this is safe, this is not safe’ rather than
giving me all this information.”

They were viewing a phishing e-mail and used the “check”
button. After skimming over the provided check information,
they pointed out that the information did not tell them whether
to interpret the e-mail as suspicious or not. We expected users
to be able to infer themselves whether they could trust an
e-mail with the given details, but this did not seem the case.
We considered displaying the information differently and
adding more guidance in iteration 3, but they still found the
amount of information too much, e.g. O16: “Okay. Woah, so
this confused me right away. So I just. Whatever. I just get
out of here. Close. Because there’s too much information. I
don’t understand anything. Lot of questions. A lot of, like, uh,
sender details. And I don’t know what they are.” We observed
a similar negligence of technical information in the “suspicion

score” nudge, which contained far less text and received most
positive feedback. Most users did not read beyond the first
line. Thus, providing users with more information to improve
e-mail security seems to have no or even an adverse effect.

On the contrary, the “past correspondence” check was well
received by all users. Some of them mentioned that they man-
ually perform the same check in their own inbox, e.g. user
O112: “That will actually be useful, because I’ve found my-
self having multiple correspondence with the same person
and I’ll have to go and search for the name if I want to find
something there. With that one, I think they’re going to be
much easier.” The provided functionality would save them
time in real life, as they noted to regularly search for past
e-mail correspondence with a given sender.

Other users indicated that the “past correspondence” check
assured them of an e-mail’s legitimacy, e.g. user O21: “I just
think it’s fine, because there is a history of that e-mail, so
it’s fine.” This user noted that having exchanged e-mails be-
fore with a sender’s e-mail address was a sign that the e-mail
came from a trusted source. It did not necessarily matter to
the user how many past e-mails were exchanged and about
what. This mere fact indicated an established relation with the
sender, which aligns with how users appraise their relation to
a sender 4.1.2 and what has been described as “temporal em-
beddedness” as an indicator of trust [60]. Thus, users tended
to ignore information that required more technical knowledge,
but adopted information that augmented their existing e-mail
processing behaviour.

4.2.2 Productivity versus security

In line with the previous theme, we found that users did not
want to engage with features that interfered with their pri-
mary e-mail processing. This was most clearly observed with
the “collegiate phishing report” nudge. Even if users did not
read the provided content, we expected it to temporarily shift
users’ attention to the concept of e-mail legitimacy. In turn,
this was expected to improve phishing detection. In most
cases, however, users felt an urge to disregard or close the
warning display as soon as possible when they saw it. For
example, when user O16 in iteration 1 saw the warning nudge
between the task ribbon and e-mails, they said “‘This e-mail
was reported as suspicious by one of your colleagues.’ Uh, did
I do that? I use the cross.” They did not understand why they
saw the nudge and closed it, without any further exploration.

In an attempt to increase user engagement with the nudge,
iterations 2 and 3 showed the warning in a modal display in
the newly loaded inbox. This was often experienced as highly
disruptive. Yet, even in the last iteration when it was displayed
as a highlighted e-mail that users had to click on themselves,
most users only took a quick glance and closed it, e.g. user
O14: “So in this case, you have suspicion, my colleagues,
with more information, uh, you missed a scheduled Zoom for
blah, blah, blah. [. . .] Okay. Uh, I don’t know. How can I get
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out of here?”
Some users who did read all the details in the “collegiate

phishing report” nudge seemed to become more discerning
throughout the task. Where they did not pay attention to the
sender’s e-mail address in previous inboxes, we found that
they interpreted the sender e-mail address and explicitly men-
tioned whether a given e-mail was legitimate more often than
before. It is unclear, however, for how long this effect would
last. Together, these observations suggest that to improve
users’ secondary processing, we need to provide micro doses
of information so not to harm users’ primary processing.

4.2.3 User concerns on false positives

The “suspicion score” nudge aimed to alert users and enable
better handling of suspicious e-mails. We found that users
felt alerted and that most of them did not blindly delete or
“junk” the given e-mail based on the warning. They often
read the e-mail contents more carefully before deciding what
action to take, which relates back to the content relevance
theme in Section 4.1.1. While the majority of our users rated
the “suspicion score” as the most useful feature, a few users
expressed concerns around the possibility of a false positive
warning. One of the phishing e-mails pretended to come from
a Chinese company. When it contained the “suspicion score”
nudge, user O211, of Chinese descent, mentioned that the
warning was probably placed there due to algorithmic bias, as
there is an allegedly large number of Chinese e-mail scams.
They subsequently judged the e-mail as legitimate and ignored
the recommended checks in the warning nudge that prompted
users to double check the e-mail sender and links:

“User O211: This is Fujen International Education.
This woman was. She is from China. [. . .] But I
know the thing is, because I’m Chinese, I know lots
of Chinese e-mails are flagged as not trustworthy,
but this is just personal, so I’m going to forward it to
my assistant instead of using this strong filter rating
to decide [. . .] and we all know about algorithmic
bias, do we?”

With the increased attention for diversity and inclusion,
users may grow especially sensitive to potential biases in
automated decision systems. While the above e-mail was in
fact a real phishing scam, it is important to take such user
concerns into account when training detection systems and
giving users security advice.

4.2.4 Ignorance toward security features

While the two nudges were ignored less, the “check” button
remained untouched by 15 users until the researcher asked
after three minutes if they saw the new button. Some users
had seen it, but did not feel the need to explore it, e.g. user
O114: “[. . .] maybe I had seen it but I didn’t really look at

it and I didn’t know what it was.” We found this surprising,
as the button was located right next to the “Junk” button in
the task ribbon in iterations 1–3 and next to the sender details
in a different colour in iteration 4 to place it closer to the
applicable e-mail content.

User O23 remarked “Sometimes in the e-mails, you just
go to, like, autopilot and you just... Yeah, I didn’t even no-
tice that.” This implies that new functionalities in e-mail UIs
are easily missed, as users routinely process e-mails with-
out thinking too much. Even after asking if users noticed the
check button, not many consistently adopted its functionali-
ties in the first three iterations. One explanation is that users
did not find the information usable enough, as discussed in
Section 4.2.1. This theme adds the possibility that users may
have felt no need to use our features and preferred their own
mitigation strategies when they suspected an e-mail (coded
under “mitigation strategies”). These ranged from directly
replying to the e-mail and judging by their response whether
it was to be trusted, to asking colleagues and reporting it
to IT. Together with Section 4.2.2, our findings suggest that
users only adopt security features that align with their existing
processing behaviour.

5 Discussion

As the sophistication of phishing attacks steadily grows [20],
there is a pressing need to develop new e-mail security tools
to protect users from falling for them. Here, we provide a for-
mative evaluation of the usability of three e-mail user security
tools based on the under-explored concepts of psychological
nudges [27] and enhancing users’ confidence in the legitimacy
of genuine e-mails.

Through an iterative design process, we found that our past
correspondence “check” button and “suspicion score” nudge
help users detect phishing by affirming legitimate communi-
cation and alerting them of suspicious e-mails. These findings
show the use of user-centric tool designs that enhance users’
existing e-mail processing knowledge in a cost-effective way,
instead of educating them about technicalities that many may
find difficult to comprehend or easy to overlook. Future work
could implement these designs into existing email clients and
evaluate their effectiveness in-situ. Through these findings,
we identified three usability versus security trade-offs, which
we will discuss in light of developing usable e-mail security
tools: highlighting legitimate vs. undesired communication
(Section 5.1), supporting technical knowledge vs. existing
behaviour (Section 5.2) and productivity vs. security (Sec-
tion 5.3).

We also found that users largely process the same informa-
tion found in e-mails (i.e., what the e-mail is about and whom
the e-mail is from), but make judgement errors due to varying
interpretations of those pieces of information—despite tech-
nical details explained in our tools. This is consistent with
observations that users may notice surprising e-mail details,
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but lack the knowledge to assess whether that information is
suspicious [5, 35, 90]. Since all of our users are mandated to
complete cybersecurity training (including phishing) every
year, this was a surprising finding. It underlines the need for
new approaches to improve detection [13, 38, 47, 57, 59].

5.1 Highlighting legitimate (desired) vs. unde-
sired communication

The anti-phishing intervention literature typically focused on
improving users’ phishing detection ability by making them
aware of suspicious cues in e-mails (see Section 2). Such
“negative” framing is typically used in the wider usable se-
curity domain to alert users of potential security risks [37].
For most users, however, phishing e-mails likely comprise
the minority of e-mails they receive. Our simulated inboxes
therefore only contained 10–20% phishing. In these cases,
users may rightfully assume that most e-mails are trustworthy,
unless the prevalence of phishing e-mails is increased to a no-
ticeable amount [66, 70]. This “prevalence paradox” limits the
scope for user-centric anti-phishing tools within e-mail UIs,
provided that user exposure to malicious e-mails remains rel-
atively low. This implies that emphasising cues of legitimacy,
such as with the past correspondence check, can maximise the
scope to improve users’ detection and confidence in e-mail
legitimacy judgements.

Note that iterations 1–3 of the “check” tool explored multi-
ple approaches to explain how to interpret technical sender
and URL details: different buttons per functional content, sim-
plifying language and information display, to no avail. As
users were reluctant to process the provided details, we only
kept the “past correspondence” check and then found positive
user engagement with it. Although the “past correspondence”
check could induce a false sense of security in cases of com-
promised or spoofed e-mail accounts, we believe the current
findings provide a strong incentive to further explore e-mail
user security tools that attend users to cues of legitimacy in-
stead of phishing. For example, a next step could be to use
language models to detect changes in the linguistic style of
frequent senders to enhance the past correspondence check in-
formation and test it in an inbox that contains spoofed sender
e-mails (of which we did not have examples).

In line with this paradigm and findings that many cyberse-
curity recommendations are unusable or vague [47, 57], our
results further suggest that users would benefit from clearer
organisational expectations on how to handle specific e-mail
scenarios, whether legitimate or malicious. For example, tell
users what to do with e-mails from free e-mail domains (e.g.,
Gmail). When users need to send or receive urgent requests,
tell them what conventions to follow: e.g. to confirm with the
person by phone or via a different channel than e-mail. This
approach requires building a strong normative working cul-
ture that covers handling both legitimate and malicious e-mail
communication. We would frame this contrast as “desired”

versus “undesired” e-mail communication, instead of “phish-
ing” versus “legitimate”, as users may still have ill-defined
ideas of what constitutes a phishing e-mail [20, 25].

5.2 Supporting (technical) knowledge vs. exist-
ing behaviour

Next, in support of Wash, Nthala, and Rader [83], we found
that our most usable designs supported users’ existing be-
haviour, whereas technical security-related content was ig-
nored. Even within the “suspicion score” nudge, most users
were sufficiently alerted by the mere presence of the nudge
and did not read the recommended mitigation or suspicion
score explanation. This aligns with recent quantitative find-
ings from a large-scale study that more detailed warnings are
not more effective than simple warnings [42], which high-
lights the power of our qualitative methods with a simulated
environment. In the same vein, parsed URL and sender de-
tails shown with the original “check” button were also largely
ignored. Users did not understand the utility of the provided
information, even though the tool explained how to interpret
the provided details. Users had a low tolerance for security
information while processing e-mails.

These observations suggest that primary task interfaces
may not be suitable for teaching users about e-mail security,
which provides a further reason to refrain from using phish-
ing simulations for “teachable moments” [42, 48, 65, 78].
Especially since all of our users are obliged to complete secu-
rity and anti-phishing training and most of them still did not
understand the provided security content, teaching users to
accurately assess security information may be a task in vain.
We therefore argue for an approach that leverages existing
user behaviour, as was the case with the “past correspondence
check” button and simple nudges like the “suspicion score”.

Our finding that users were suspicious of e-mails when they
perceived unexpected or “funny” content supports growing
evidence that users pay most attention to e-mail content rele-
vance, but not technical security indicators [32, 35, 52, 81, 83]
such as URLs [90]. To then build on the idea of developing
e-mail security tools that support existing user behaviour [83],
another promising direction may be to categorise e-mails by
their intent and show users nudges on e-mails with undesired
discrepancies between intents and sender data. For example,
when the e-mail message describes an “urgent request” and
the sender is external to the user’s organisation.

5.3 Balancing productivity vs. security

The last trade-off we found is how to balance users’ productiv-
ity with security behaviour. The perception that security may
be a (necessary) burden on users is a recurring theme [10, 14,
64] and we agree that security should not harm users’ produc-
tivity. We also believe that well-designed security tools can
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help users with minimal impact on their productivity, by lever-
aging how users actually reason about e-mails as described
in Section 4.1, instead of explicitly trying to change users’
(insecure) e-mail processing routines as suggested by [31].
The positive user engagement with the “past correspondence
check” button exemplifies this. It relied on a heuristic that an
e-mail can be trusted if there has been past correspondence
with the sender’s e-mail address. If there had not been any
past correspondence, the button showed recommended ac-
tions to check the sender’s legitimacy. This implicitly accords
with our finding that users appraise their relation to the sender
when viewing an e-mail. In contrast, the “collegiate phishing
report” nudge was ineffective, as it was unclear to users how
it related to the e-mails they wanted to process.

Another prominent observation is that most users never
used the “Junk” button and several were confused about its
functionality. This fits with findings that users’ lack of un-
derstanding security concepts is associated with low or erro-
neous adoption of security tools [3, 63, 85]. Moreover, users
did not distinguish between suspected phishing and generally
unwanted e-mails, and just deleted both types. This possibly
was the easiest action for them to understand and quickest
to perform. We therefore expect that even with additional
training, most users will refrain from using reporting func-
tionalities, as these do not seem to align with how most users
process e-mails and would affect their productivity. Even
though the idea of personalised junk e-mail filtering systems
has been suggested before [55, 89], security features that rely
on machine learning models trained with users’ processing
behaviours (e.g., updating spam filters when users move e-
mails to the junk folder [62]) may thus be unreliable. It may
even be more beneficial to remove the “Junk” and “Report as
phishing” buttons and “Junk” folder altogether. Taking into
consideration recent studies [12, 51, 86], it is recommended
that future research incorporates our suggested e-mail tool
designs and assesses their efficacy in real-world settings. Fur-
thermore, considering the themes and trade-offs highlighted
in our research, there is ample opportunity to undertake more
foundational UI design research pertaining to phishing.

5.4 Limitations

We did not test our features on live users or over longer time
periods, as our formative evaluation aimed to first eliminate
designs that provide low usability. In doing so, we tried to
get as close to a realistic e-mail processing setting as possible
by situating the study at an office desk in a regular office
space, modelled the simulated inboxes after the institutional
Outlook interface, participants participated at a time of their
preference, and adapted e-mails received by colleagues at the
participants’ institute. Although the e-mails were unfamiliar
to our participants, we did not expect this to fundamentally
change how they reason about e-mails in the task. Indeed, our
results without security features align with other qualitative

works on how users process e-mails [32, 81, 83] and several
participants remarked that the task felt like they were back
at work. Lastly, we could not test if certain designs were
better for certain demographic groups. Still, we would not
expect significant differences by type of user, as we found
a strong consensus among participants that the “suspicion
score” nudge and “past correspondence” check were most
useful.

6 Conclusion

Phishing is a persistent threat to organisations worldwide.
Technical security measures alone do not sufficiently prevent
people from falling for them, as users get exposed to new,
evermore sophisticated attacks. Here, we provide a forma-
tive evaluation of three novel e-mail security tool concepts
to help users discern trustworthy from suspicious e-mails in
simulated inboxes. We used qualitative methods to gain a
deep understanding of how our security tools affected user
behaviour and thus why certain designs were (un)usable. Our
“check” button supported user confidence in the trustworthi-
ness of legitimate e-mails and the “suspicion score” nudge
was deemed most useful. These findings highlight the poten-
tial of intuitive cues of legitimacy to augment existing user
behaviour, instead of emphasising technical security knowl-
edge. Together, they provide guiding principles for further
usable security tool developments. We also found that users
infer the trustworthiness of e-mails from the same types of
information, but that differing interpretations of that infor-
mation lead to erroneous judgements. This was surprising,
as most of our users completed cybersecurity training before
and have a technical study background. Future interventions
that highlight desired versus undesired e-mail communica-
tion norms may help create more consensus among users.
We hope these findings pave the way for a new generation of
user-centric security tools to curb the risks of phishing threats.
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A Screenshots of design iterations

Figures 3, 4 and 5 below show the design updates for each iteration for each of the three feature concepts. The updates mainly
regarded positioning within the inbox interface, while keeping the contents the same. Only the “check” button design was
updated more significantly for the last iteration compared to the initial design.

Figure 3: “Check” button versions throughout the design iterations. A. The first version of the button consisted of three sub
menu items that appeared when a user hovered over the main button: (i) “Scan URLs in e-mail”, which upon clicking would
display an overlaid pop-up window with a table overview of all links found in the e-mail, the actual URL of the links and the
actual URL domain; (ii) “Scan sender details”, which displayed a list of sender name and e-mail address details as found in the
user-facing e-mail header, as well as the e-mail body; (iii) “Past e-mails from this sender”, which would display an overview
of past e-mails received from the selected e-mail’s sender e-mail address. B. After users pointed out the inefficiency of having
three sub menu items to click in the first iteration’s design, all three components from the first version were displayed at once
when users clicked on the single “check” button. C. Users in the second iteration often found the displayed information too
overwhelming (i.e., too much and/or too complicated) and tended not to read it. Hence, the amount of information was slightly
reduced and displayed in a list for a more structured overview. D. In the last iteration, only the check for “past correspondence”
was kept, since most users ignored or did not find the other technical information on URLs and sender details usable. We were
aware of the potential false sense of security from this check in the case of spoofed e-mail addresses. Our task did not include
spoofed sender phishing examples from the start, hence we used the last iteration to evaluate the usability of the concept of
highlighting intuitive cues of legitimacy, rather than technical cues of malice. Also, to make the button more noticeable, it
appeared as an orange icon next to the sender details.
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Figure 4: “Collegiate phishing report” nudge versions throughout the design iterations A. The first version was displayed as
a warning banner between the task ribbon and the e-mails, which read “This e-mail was reported as suspicious today by one of
our colleagues (click to show):” (left screenshot). If users clicked on it, a display on top of the inbox appeared with a phishing
e-mail, a list with all reasons why it was malicious and that users should look out for similar e-mails (right screenshot). B. After
many users either got confused, ignored or rapidly clicked away the warning banner in the first iteration, the updated version
displayed the same display with the nudge text at the top when users loaded the new inbox. C. Feedback on the previous iteration
indicated users’ overall annoyance with the display. To make the nudge less disruptive, it was displayed as a highlighted e-mail
at the top of the e-mails list. When users clicked on it, they saw the phishing e-mail with annotations in orange and the nudge
text in red.

Figure 5: “Suspicion score” versions throughout the design iterations. A. Throughout the first three iterations, users were
unanimously positive about the suspicion score design: an orange banner displayed on top of phishing e-mails with a score of 0.5
or higher. There were three lines of text. First a boldfaced line that warned users of whether they were sure they could trust the
opened e-mail. Next, an explanation of why the warning is shown (high score on an automated suspicion scoring scale) and two
recommended actions for the user (double checking links and sender details found in the e-mail). We showed the variability
in suspicion scores for different suspicious e-mails to indirectly encourage users to think about the true legitimacy of a given
e-mail. That is, to let them think of the possibility of misclassified “edge cases”—e-mails with relatively low suspicion socres
(e.g. around .60). B. Users in previous iterations tended not to read the full warning text. Hence, the recommended actions were
highlighted more by making them boldfaced and separating them with an extra line break for the last (fourth) iteration.
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B Coding

Table 2 below shows all codes used to annotate users’ reasoning and annotation frequency. The full code book including
descriptions of each code is available via the OSF project page.

Top level Secondary level #

prioriti-
sation
approach

bottom-up 11
quickly skim e-mails 42
read whole e-mails 4
senders-based 9
top-down 40
urgency 16

mitigation
strategy

ask colleagues 3
block sender 4
blocked external sender content 1
call sender 8
check organisation via internet 13
check past correspondence 2
double check sender e-mail 14
inspect linked page 3
message actual internal sender 3
not open attachment 1
rely on antivirus to detect potential malice 2
reply and evaluate response 8
report to IT 1
safe links 3
train junk detection system 2

signals
non-
suspicious

formal e-mail signature 1
internal e-mail 5
IT Service Desk (ISD) checked 1
looks important 3
no warning sign 1
not requesting sensitive information 2
past correspondence 1
proper written e-mail 3
trusted sender e-mail address 15
unclear reason 8

signals
suspicious

external sender 26
fear appeal 1
funny URLs 21
no online info about sender organisation 1
non-professional sender e-mail address 41
requesting personal details 10
unclear reason 19
unexpected or funny content 90
unexpected sender or recipient name or e-
mail

54

urgent matter 3
warning message 23

study
feedback

design limitation 42
unfamiliarity with context 14

Top level Secondary level #

processing
reasons

assume known or trusted sender 46
automated e-mail 8
disseminate message 64
from internal organisation 49
high frequency 2
important or urgent 37
keep for reference 35
meeting 113
newsletter 4
no action required 64
no time for request 22
not right audience or not personally targeted 36
of personal interest 41
outdated 12
perform requested action or respond to
query

84

think about or research it before further ac-
tion

41

thread 21
uninteresting or irrelevant 61
unknown sender 8

intended
process-
ing
actions

archive 66
categorise in subfolder 14
delete 157
flag or pin 34
forward 141
junk 64
leave in inbox 122
reply 162

inter-
vention
feedback

functionality not clear 23
missing useful info 11
not applicable 1
not sufficiently visible 2
placement 3
positive 15
too much information to process 1
unaware 17
want to close nudge pop up asap 8
warning could be false positive 4

prior
experi-
ences

experience academic context 1
external sender warning 2
known spam 8
senders with unprofessional e-mail 1
sensitised to security 2

Table 2: Final coding structure with reference frequency per code. Nine top-level codes and 86 secondary level codes were
defined based on 27 session transcripts.

76    Nineteenth Symposium on Usable Privacy and Security USENIX Association

https://osf.io/xp9ys/?view_only=a2fd480a2bf04f7a8d8149e0c23783ae

	Introduction
	Related work
	User-centric security interventions
	Processing e-mail for communication versus security

	Methods
	Participants
	Task
	Rationale for tool designs
	Check button
	Nudge 1: Collegiate phishing report
	Nudge 2: Suspicion score

	Thematic analysis

	Results
	Users' e-mail processing behaviour
	Content relevance
	Relation to sender
	Subjectivity in legitimacy perceptions
	User intents to UI functions

	Effect of security features on users' e-mail processing
	Usability of security information
	Productivity versus security
	User concerns on false positives
	Ignorance toward security features


	Discussion
	Highlighting legitimate (desired) vs. undesired communication
	Supporting (technical) knowledge vs. existing behaviour
	Balancing productivity vs. security
	Limitations

	Conclusion
	Acknowledgements
	Screenshots of design iterations
	Coding

