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Abstract

In the face of increasingly complex and diverse security
threats, the advancement of artificial intelligence (AI) brings
significant benefits for ensuring cybersecurity, such as Al-
powered solutions to identify anomalies and potential threats.
However, human input remains critical at different stages of
safeguarding systems against threats. Achieving sustainable
security requires combining automation and human expertise,
the design of which requires collaboration between multiple
stakeholders, e.g., software developers, security profession-
als, and end users. In this poster, we discuss the potential
of human-AlI collaboration for establishing a resilient and
sustainable security ecosystem, as well as the opportunities
and challenges for future research on using Al to empower
stakeholders to implement sustainable security practices.

1 Introduction

As digital technology continues to advance, the proliferation
of cyber-threats and attacks targeting individuals or organi-
zations also increases in both quantity and complexity [45].
To tackle this challenge, Al-powered autonomous and adap-
tive security approaches, such as self-protecting software sys-
tems [36,44], and autonomous threat detection [21, 28], have
been proposed to enhance the security of systems with mini-
mum human interaction. However, to establish a resilient and
sustainable security ecosystem, we rely on different stakehold-
ers to contribute their efforts at different stages of securing sys-
tems [40]. For example, software developers are expected to
secure the development of software [23], and end users should
perform security-critical functions (e.g., encryption) [8, 10].
Instead of viewing “human as problem” [1, 15,35], it is sug-
gested to consider “human as solution” [45] and use Al to
augment human capability in implementing security measures
and improve resilience [18,40,45].

In recent years, HCI researchers have studied human-Al
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collaboration (i.e., the use of Al to empower people) [16,32,
38] in different domains, e.g., data science [41], user experi-
ence evaluation [13], and qualitative analysis [20], suggesting
the potential to increase people’s productivity in their tasks.
Yet, little research has investigated the collaboration between
humans and Al to maintain sustainable security. Inspired by
previous human-Al research, in this poster, we review what
we know about sustainable security, and discuss the potential
of human-Al collaboration for ensuring sustainable security,
as well as the opportunities and challenges of empowering
different stakeholders in implementing security practices.

2 Sustainable Security

In the digital age, sustainable security refers to thinking long-
term about digital space, which not only focuses on the devel-
opment and maintenance of secure systems or software that
can adapt to and mitigate evolving threats over a sustained pe-
riod [2,33] but also necessitates individual awareness to safe-
guard online security. Achieving sustainable security requires
collaborative efforts from diverse stakeholders to implement
security measures. For example, during the system develop-
ment phase, software developers are expected to integrate
security within the development lifecycle and implement cor-
rect security controls that address the root cause of existing
vulnerabilities (secure development) [4,23]. At run time, end
users are expected to behave securely such as using a se-
cure Wi-Fi connection and making a secure mobile payment
(secure interaction) [11,12,39,45]. Moreover, maintaining
system security requires security professionals to detect po-
tential threats, respond to incidents, and protect critical assets
and data from potential breaches (incident response) [37].

3 Human-AI Collaboration for Sustainable Se-
curity: Opportunities and Challenges

Recent advancements in Al show improved capabilities in lan-
guage generation [14] and cyber-threat detection [3], demon-
strating the potential to collaborate with and support people in
their decision-making, and performance of tasks, in order to



maintain sustainable security. Drawing on previous research
on human-Al collaboration [13,38,41], we believe Al can act
as a collaborator to augment multiple stakeholders’ efforts
in safeguarding systems against threats at different stages,
including secure development, secure interaction, and inci-
dent response. Al can also act as an educator to provide
educational training and guide stakeholders to implement
sustainable security practices, so as to create a resilient and
sustainable security ecosystem.

3.1 Collaboration for Secure Development

Opportunities: Recent advancements in Al such as ChatGPT
show the potential in collaborating with software developers
in their secure development process, such as assessing and
regenerating more secure code [5,25] and prioritizing test
cases for software testing [24]. To enable effective collabora-
tion between developers and Al, it is crucial for developers to
understand AI’s capabilities [26] and build trust in AI [27,32].
To help developers establish appropriate trust and reliance,
Al should be transparent and understandable by delivering
the suggestion (e.g., generated codes or prioritized test cases)
together with explanations [13](e.g., behavior description like
how they generate the code), for which explainable Al (XAI)
approaches can be used [29,42]. In addition, the design of
learner-centric XAl could also be beneficial in the collabo-
ration process to support inexperienced software developers’
learning of secure development practices [22,31].

Challenge: Inappropriate reliance on Al (e.g., excessively
depending on Al without considering its limitations or poten-
tial risks) can negatively impact task performance and even
diminish the competence of human developers (e.g., coding
skills). How can we encourage human developers to think
and code when interacting with automated code generation?

3.2 Collaboration for Secure Interaction

Opportunities: Al shows its potential in assisting users in
achieving secure interaction with their devices by monitoring
user activities and contextual information to identify potential
security risks (e.g., phishing attacks) [3] and taking proactive
security measures, such as adopting security updates or send-
ing security notifications to alert users to perform actions [43].
However, in security-critical contexts, while a higher level of
system automation may avoid certain insecure behaviour [11],
it may likely endanger human agency (i.e., the feeling of
control in their situations) [19], affecting users’ trust and ac-
ceptance of the system [6]. Thus, adaptation characteristics
could be considered in the design of Al; for instance, the level
of automation and human control can adapt to users’ context
and needs. Moreover, to enable the sustainability of secure
interaction, the security should be visible and designed for
engaging users in explicit security mechanisms [11]. Here,
conversational Al systems [34] may take the role of guiding

users in adopting security measures, and also offer adaptive
learning experiences, which might help increase end users’
security awareness and stimulate their secure behavior.
Challenges: Previous usable security research indicates that
security is a secondary task for most end-users [12,43]. This
may lead to questions on how can we engage users, especially
those with little security knowledge, in their interaction with
Al, and how can we ensure users maintain their awareness of
security after the interaction.

3.3 Collaboration for Incident Response

Opportunities: Given the computational power and analy-
sis abilities of Al, it can assist security professionals like
security analysts in the process of incident response, e.g., by
performing analysis of system logs and identifying anomalies
that may indicate potential security threats, and responding
to the identified threats [7]. This may help human analysts
quickly detect suspicious activities, and also allow them to
focus on other challenging issues that require subject matter
experts (e.g., identifying new threats and adapting security
requirements) [37]. In this collaborative process, effective
communication of the analysis process and results between
human analysts and AI will be the key to collaborative work
performance. Well-established models of human-human com-
munication may be leveraged and adapted to human-Al com-
munication [17]. Providing context-aware explanations [30]
and real-time feedback [9] in Al may foster communication
and allow more human analysts’ understanding of Al capa-
bilities and limitations, which may help achieve appropriate
trust and avoid over-reliance on Al. Explanations and feed-
back mechanisms will also be useful for improving novice
analysts’ skills and enriching their knowledge.

Challenges: Communication is a complex process. Establish-
ing appropriate trust between human analysts and Al in such
high-risk and time-critical conditions will be even more com-
plex. It might become necessary to design new approaches to
engineer such a collaboration process and make the commu-
nication information and process transparent.

4 Conclusion

We believe human capabilities can be augmented by Al collab-
oration in order to establish a more resilient and sustainable
security ecosystem. In this poster, we outline several potential
directions for utilizing Al to empower various stakeholders in
implementing sustainable security practices at different stages:
secure development, secure interaction, and incident response.
Based on past research, we emphasize several crucial con-
siderations in the design of Al, such as fostering appropriate
levels of trust and preserving human agency. We hope this
may stimulate further discussions surrounding human-AlI re-
search for maintaining sustainable security.
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