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Abstract
While Differential Privacy (DP) is widely adopted to enable
privacy-preserving data sharing, its usability by non-expert
users is still a challenge. In this work, we measure the usabil-
ity of a spinner-based interface to guide a user-led Random-
ized Response Technique (RRT). We conduct an exploratory
between-group online survey that uses the spinner-based RRT
interface and collects sensitive information in a hypothetical
scenario. We found that many participants did not follow in-
structions on the spinner interface to add noise correctly, and
did not understand the purpose of the spinner.

1 Introduction

Differential Privacy (DP) is one of the commonly adopted
Privacy-Enhancing Technologies to enable privacy-preserving
data sharing. Given the technical complexity of DP, the us-
ability of such a technique by non-expert users is a challenge.
Existing research has examined ways to enhance the descrip-
tion and interface to communicate the algorithmic concepts of
DP to users [2, 3, 7, 8], while little studied the effectiveness
of the process of applying DP empirically.

This work aims to improve the transparency of the process
of applying DP and improve user agency in the process by
designing interfaces that guide users in adding noise to their
data. We focused on the Randomized Response Technique
(RRT), a local DP mechanism, in which random noise is added
at the individual level before sending the data to the server or
administrator. Inspired by prior work that proposed spinner
to explain the RRT mechanism [2], we designed a spinner
interface to provide users with instructions for adding noise.

We conducted a between-group survey with one control
group and two experimental groups to test the effectiveness
of user-led RRT communication grounded in a survey-taking
scenario. The study uses both simple definitions and the vi-
sual spinner tool to explain the mechanism of adding noise
when a sensitive question is asked in the hypothetical online
survey. Based on the data analysis, this study identifies some

limitations of the spinner RRT interface proposed by existing
literature [2] in terms of the understandability and the abil-
ity to guide users to add noise correctly. Also, we highlight
suggestions to improve the RRT interface as future work.

2 Methodology

We recruited 60 Prolific participants to complete our online
Qualtrics survey. The survey took about 10 minutes to com-
plete and each participant was compensated $3. All 60 users
were given a hypothetical scenario regarding the use of recre-
ational drugs. Then, each user was randomly assigned to one
of three groups of 20 participants. The first group is the con-
trol group, whose survey does not include DP explanation
and mechanism. The second and third experimental groups
use DP and receive explanations about it. The second one
uses RRT with machine-added noise, so users will only be
informed that their answer was anonymized through the use
of DP without user interaction. The third group uses RRT
with user-added noise, as shown in Figure 1. To implement
the user noise addition, we have used a spinner, as has been
previously done in studies such as Bullek et al. [2], Karegar
et al. [5] and Blair et al. [1]. The code to implement our spin-
ner was modified from publicly available code on Github [6].
The spinner’s position is also recorded for use in analysis.

• Group1: No DP mechanism
• Group2: Textual RRT mechanism with automated noise
• Group3: Spinner RRT mechanism with user-led noise

Our study was approved by CMU’s IRB. The usage of a fic-
titious scenario helps mitigate any concerns about collecting
real sensitive data from the participants.

From a data analysis perspective, our independent variables
are our three condition groups, whereas our dependent vari-
ables include the user’s comprehension, trust level with the
noise addition method, honesty level, and the comfort level
regarding the sensitive questions asked of them. These are
measured from quantitative data, organized on a 5-point Lik-
ert scale. We also collected qualitative data, where we asked
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Figure 1: RRT Spinner Interface. To answer the sensitive
question, an user first clicks on the “spin” button. If the arrow
of the spinner points towards only “answer truthfully” (with
50% probability), the user should answer truthfully. In the
other cases, when the arrow points towards “answer yes” or
“answer no” (with 25% probability for each), the user should
answer “Yes” or “No” for plausible deniability.

users to elaborate on their concerns and opinions in the form
of free-text responses. For the analysis, two researchers coded
the open-ended questions independently using inductive cod-
ing and reached a consensus by resolving conflicts.

3 Results

Overall, our result demonstrates that the RRT spinner interface
for DP communication is not as effective as expected to guide
users to add noise by themselves.

3.1 User Capability To Add Noise
Based on the recorded spinner responses, we compare their
self-reported answers with the spinner responses to verify
if they are able to add noise correctly. Since we are using
the hypothetical scenarios, we can know the ground truth
of the answer and measure whether they follow the guide
successfully or not.

We found that only 13 out of 20 in Group3 participants
were able to correctly follow the instructions and add noise.
This could be attributed to the ineffectiveness of the interface
in communicating the essential information required by the
participant to add noise correctly, as per the spinner response.

3.2 Misunderstanding, Discomfort, Dishonesty,
and Distrust

Our quantitative data analysis did not lead to any significant
differences in comprehension, honesty, discomfort and trust
levels of users between all three conditional groups. We also
discovered that the qualitative data supports the quantitative

findings. For example, the question on understanding the DP
mechanism shows similar amounts of confusion, and similar
concepts brought up between Group2 and Group3. Some
reasons for discomfort for Group2, which uses the automated
noise mechanism, were the lack of transparency and lack of
trust in the mechanism. This is also related to the reasons for
distrust that users complains about the lack of transparency:

“Just being told that it exists doesn’t mean it will
work”

For the reasons for untrustworthiness, we also saw some
lack of understanding of the spinner mechanism in Group3:

“I don’t fully understand how a spinner creates noise
over my data”

We also found significant bias among users, relating to their
previous conceptions surrounding the internet and privacy-
preserving mechanisms. Some users believed they were al-
ways being tracked; Others thought that the mechanism would
not be able to protect them from data leaks. We also found
one user mentioning unfamiliarity as a reason for distrust.

4 Limitations, Discussion and Future Work

Our study was limited by a small sample size of participants.
We believe a larger sample size might reveal clearer patterns
that we were not able to observe in this small dataset. In addi-
tion, our study only asks about one kind of sensitive informa-
tion which is the usage of recreational drugs, and the finding
may not apply to other questions with different perceived
sensitivity. Lastly, we tried to mimic authentic survey-taking
experiences by designing the survey question around a realis-
tic situation, but the use of a hypothetical scenario may still
cause confusion and result in a lack of ecological validity. Fu-
ture work might also benefit from the addition of interviews
for more in-depth insights into users’ thought processes.

In our pilot tests, we observed that users cannot understand
how the spinner interface works until they get a sense of
the aggregation and possibility of data analysis with a noise-
added database. We believe that instead of focusing on a
narrow view of adding noise, we should provide a holistic
view of the data life cycle to enhance understandability.

Another option is to guide users to follow an offline coin-
flip mechanism in place of a spinner to add noise, as previ-
ously suggested in the foundational literature on DP [4]. A few
participants expressed concerns over tracking and data leak-
age, which can be related to the fact that the noise-addition
mechanisms are all virtual. We hypothesize that giving partic-
ipants even more control over the noise-addition mechanism
through the use of a coin flip, controlled by the participants
themselves, might help ease these concerns.

More research is required in understanding the reasons for
the lack of effectiveness of such an interface and ways in
which we can improve the effectiveness.
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5 Appendix

5.1 Appendix 1: Survey Questions

Here is our survey, including the flow, as seen in Qualtrics.
Notice that users are divided into three condition groups.
Also, in the online version, some of the questions
(specifically, some of the open-response questions)
were randomized in order to avoid biasing effects.
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5.2 Appendix 2: Codebook and results

Here is the codebook we used for the open-response
questions. Each answer may be coded in more than one
category.
Understanding of the benefits of Differential Privacy:
Definitions:

1. Privacy - the participant named privacy as one of the
main benefits they expect from the mechanism.

2. Anonymity - the participant named anonymity as one of
the main benefits they expect from the mechanism.

3. Anonymity- Obfuscation/Cloaking - the participant
named anonymity as one of the main benefits they ex-
pect from the mechanism, and specifically mentioned
obfuscation or cloaking as the reason for anonymity.

4. Security - the participant named security as one of the
main benefits they expect from the mechanism.

5. Increased Honesty - the participant named increased
honesty when answering sensitive questions as one of
the main benefits they expect from the mechanism.

Count:

Reason for discomfort:
Definitions:

1. Disclosure of Sensitive Data - The user named the pos-
sible disclosure of sensitive data as a reason for their
discomfort.

2. Law enforcement - The participant named the possible
involvement of law enforcement with the survey (due
to questioning about drug usage) as a reason for their
discomfort.

3. Lack of trust - The participant named their lack of trust
in the mechanism as a reason for their discomfort.

4. Lack of transparency - The participant named the lack
of transparency of the mechanism as a reason for their
discomfort.

5. Other - Response not fitting in any of the aforementioned
categories.

Count:

Reason for dishonesty:
Definitions:

1. No trust: The participant named their lack of trust in the
mechanism as a reason for being dishonest.

2. Fully trust the platform without noise mechanism: The
participant thought that the differential privacy mecha-
nism was unnecessary in the face of other mechanisms
used by the survey platform to maintain anonymity.

3. Law Enforcement: The participant was afraid of poten-
tial disclosure of data to law enforcement

4. Self-esteem: The participant did not want to admit to
taking drugs for the sake of their self-esteem.

Count:

Reason for lack of trustworthiness:

1. Lack of understanding: The participants admitted to not
fully understanding the workings of the mechanism.

2. Lack of trust in privacy mechanisms in general: The
participants do not trust privacy-enhancing mechanisms
in general.

3. Unfamiliarity: The participant was unfamiliar with the
technique used, and therefore did not trust it.

4. Lack of trust in this specific mechanism: The partici-
pant did not trust this mechanism’s capacity of providing
privacy.

5. Lack of transparency: The participant did not trust this
mechanism due to a lack of transparency of its inner
workings.

6. Concerned with tracking: The participant was concerned
with being tracked while using the internet.

7. Concerned with data leakage: The participant was con-
cerned with their data being leaked.
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Count:
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