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Abstract

Misinformation can spread easily in end-to-end encrypted messaging platforms such as WhatsApp where many groups of people are communicating with each other. Approaches to combat misinformation may also differ amongst younger and older adults. In this paper, we investigate how young adults encountered and dealt with misinformation on WhatsApp in private group chats during the first year of the COVID-19 pandemic. To do so, we conducted a qualitative interview study with 16 WhatsApp users who were university students based in the United States. We uncovered three main findings. First, all participants encountered misinformation multiple times a week in group chats, often attributing the source of misinformation to be well-intentioned family members. Second, although participants were able to identify misinformation and fact-check using diverse methods, they often remained passive to avoid negatively impacting family relations. Third, participants agreed that WhatsApp bears a responsibility to curb misinformation on the platform but expressed concerns about its ability to do so given the platform’s steadfast commitment to content privacy. Our findings suggest that conventional content moderation techniques used by open platforms such as Twitter and Facebook are unfit to tackle misinformation on WhatsApp. We offer alternative design suggestions that take into consideration the social nuances and privacy commitments of end-to-end encrypted group chats. Our paper also contributes to discussions between platform designers, researchers, and end users on misinformation in privacy-preserving environments more broadly.

1 Introduction

WhatsApp is a widely used end-to-end encrypted messaging platform worldwide, with an estimated 74 million users in the United States (U.S.) alone as of 2021 [4]. The platform’s widespread usage rose sharply with the global spread of COVID-19. By late March 2020, WhatsApp grew by 40% compared to pre-pandemic months [55]; this growth was likely fueled by its connective capabilities during the pandemic, such as for organizing mutual aid groups [16] and, in the case of millions of immigrants, connecting with family members abroad [42]. WhatsApp’s end-to-end encryption [80] means that the platform is unable to easily detect or flag misleading messages, i.e., misinformation 1, which is problematic given its global user base [71]. It has therefore been identified as an effective misinformation pipeline by academics, journalists, and fact-checking organizations [31, 56, 74]. Consequences of this rapid dissemination of misinformation on the platform include the spread of misleading health claims and associated health risks [27, 39], tampering of elections abroad [5], and deaths [10, 34].

Many researchers have studied characteristics of online misinformation including prevalence [1, 22, 38], speed of spread [37], user perceptions [26, 32], and strategic participatory campaigns [67]. However, research on misinformation in WhatsApp specifically has been limited and mainly focuses on users outside of the U.S. [6, 41, 49]. These studies observe user behavior through theoretical frameworks and collect message content from large public WhatsApp groups [31, 41, 46, 49] rather than using empirical user studies of private chats2 [25, 45, 46, 57, 58]. Private chats yield valuable insights into users’ daily communication practices.

1 In this paper, we use the definition of misinformation on social media presented by Wu et al. [85]: an umbrella term that includes all false or inaccurate information that is spread.
2 A WhatsApp private chat can only be joined with an invitation link that is not typically shared publicly or when a group admin adds members to a group chat. A WhatsApp public chat can be joined by anyone on the Internet via an invitation link that is usually posted on a public website, making it easier for researchers to study.
since WhatsApp users mainly communicate in small, pre-selected groups of people [64], notably families. Although misinformation within smaller private group chats may not be broadcasted to large audiences at once, they can still reach high numbers of users through group chats’ popularity and frequent forwarding activity between chats [46].

To properly combat misinformation on WhatsApp, we need a better understanding of how WhatsApp users deal with misleading messages, particularly in private chats. Since there is a generally an unreciprocated concern directed towards older family members about health misinformation due to them being perceived as a vulnerable population on the Internet [69], we also need to balance this out with an investigation of the perspectives of younger adults around misinformation on WhatsApp. To address this research gap, we conducted interviews with 16 young adults who were university students in the U.S.—a country with the third most WhatsApp users globally [70]—to better understand their experiences with COVID-19-related misinformation in close-knit private chats. Our study was driven by the following research questions:

- **RQ1**: How do U.S.-based university students currently perceive and encounter misinformation in WhatsApp private chats?
- **RQ2**: How do U.S.-based university students identify misinformation on the platform and respond to it?
- **RQ3**: How aware are U.S.-based university students of current WhatsApp features to combat misinformation and what would improve how the platform handles misinformation?

We uncovered three main findings. First, all participants encountered misinformation multiple times a week in group chats, often attributing the source of misinformation to be well-intentioned family members. Most participants also claimed not to forward information without fact-checking first. Second, although participants were able to identify misinformation using similar indicators seen in previous studies on other social media platforms [26, 32, 47], they often did not confront misinformation senders to avoid negatively impacting family relations. Third, participants were not aware of most existing features to combat misinformation on WhatsApp and agreed that WhatsApp bears a responsibility to curb misinformation on the platform. However, participants expressed concerns about its ability to do so given the platform’s commitment to content privacy. Based on our findings, we suggest, assuming users can be made more aware of new features, that empowering users on the platform to better fact-check or flag misinformation for themselves may combat the effects of misleading content. We also suggest that designs that allow users to subtly provide resources for misleading messages within a group could offset the power dynamics in chats that prevent users from confronting misinformation senders. Future work should investigate older adults’ role in misinformation on WhatsApp and how to educate users about misinformation leveraging the fact that misinformation is often spread out of care and not malicious intent.

To summarize, our primary contributions are:

- **Findings from a U.S.-based WhatsApp user study**: we contribute novel insights about how U.S.-based WhatsApp university students in our study perceived and reacted to misinformation in private WhatsApp chats. For instance, we found that our participants felt that misinformation was often sent to them from well-intentioned family members out of care for others and that family dynamics make it harder for younger adults to confront older misinformation senders. This contributes to a growing set of studies of public WhatsApp chat data [25, 45, 46, 57, 58].

- **We corroborate findings from misinformation studies** on other social media platforms such as Facebook and news [26, 32, 47] about the indicators people use to identify misleading content; adding a novel finding about how WhatsApp users weigh the relationship with a misinformation sender to determine if content can be trusted.

- **Finally, our paper adds to the literature on how to tackle misinformation in end-to-end encrypted platforms** that conventional content moderation techniques used by open platforms such as Twitter and Facebook cannot address, owing to the tradeoff between user-privacy and having to access data for labeling content [43].

Next, we describe related work, our methods, findings, and discussion points before concluding the paper.

# 2 Background and Related Work

## 2.1 Misinformation on Social Media

COVID-19 has swept the world, and so has the misinformation associated with it [6, 9, 36, 61, 72]. Kouzy et al. [36] estimates 25% of tweets include misinformation about the pandemic, while 17% include unverifiable information. To date, researchers have studied misinformation and its dissemination through social media extensively [3, 6, 15, 26, 32, 39, 50, 67]. Studies have also shown that misinformation’s impact is global, from increasing tensions between neighboring countries [28], to suppressing government-critical voices within borders [52], to interfering with democratic elections [3, 14, 51]. Yet, the scale of social media and the Internet’s replacement of expert advice make combating misinformation challenging [3, 39, 67].

To combat misinformation, some studies have explored users’ motives for spreading news and misinformation on social media specifically and found that while most participants shared news to inform others, a third share for others’
entertainment, with 19% doing so just to upset others [15]. Sharing misinformation can be influenced by culture as shown by Madrid-Morales et al. [50] who found that sharing habits differed by country and age in six sub-Saharan African countries. For example, some users in Kenya only shared tweets by verified Twitter accounts while students in South Africa shared news that was entertaining. Sometimes sharing misinformation depends on the content format. For instance, Singh et al. found that participants were more likely to share questionable claims on Twitter containing Uniform Resource Locators (URLs) with their friends than the same claims without URLs [66]. Often, once misinformation is shared, it is not corrected. For instance, prior works in the United Kingdom suggested that less than 20% of news sharers on social media are informed by others when they have shared dubious information [15] and on Facebook and Twitter, studies show that sometimes users ignore posts they consider misleading with no further action [26].

Other research has focused on the design of combative measures against misinformation. For instance, there have been qualitative experiments and surveys exposing users to ‘fake news’ on Facebook to see if and how they identified misleading content [22,26]. Some studies found that lightweight interventions and frictions, such as nudging users to assess information accuracy or even preventing them from accessing known disinformation, helps users identify and avoid disinformation [32, 33]. Companies have also been employing warning labels and other strategies to combat misinformation. For example, Twitter encourages users to add their own commentary to a retweet [24], and Facebook displays a pop-up asking users if they want to share an article they have not yet opened [17]. Our study contributes to this body of knowledge by extending the study of users’ encounters and responses to misinformation to WhatsApp private chats.

### 2.1.1 Generational Challenges With Misinformation

There has been debate in the academic community on whether web-based misinformation can amplify inter-generational gaps. For instance, concerns have been raised around older adults’ susceptibility to misinformation due to their lack of experience with technology [48] and higher likelihood of deteriorating memory [60]. Researchers have investigated this phenomenon. Loos and Nihenhuis [40] tracked audience reach with deceptive Facebook ads linking to made-up news articles and found that the ads had higher reach amongst older age groups. Similarly, Madrid-Morales et al. [50] revealed that students and other younger users of social media in sub-Saharan Africa mostly blamed older generations for circulating fake news. Adding to this sentiment, Guess et al. [30] found older Americans more likely to share misinformation during the 2016 presidential election and Tandoc Jr. and Lee [69] found that young Singaporean adults in their 20s were more concerned for parents and older family members about uncertainty around COVID-19 information.

Yet studies about whether age plays a part in misinformation online are mixed [54]. For example, Trninic et al. [75] concluded that both younger and older populations lack media literacy upon measuring both groups’ abilities to recognize, verify, and relate to misinformed content. Additionally, Bro-sius et al. [13] used survey data across 10 European countries and did not find differing levels of trust in media between generations. On the other hand, Wineburg and McGrew [84] suggest that younger generations of “digital natives” are especially at high risk of being duped by misinformation due to the amount of time spent on social media and the speed at which they consume online media. Some work even investigates younger population’s perceptions of misinformation, from feeling frustrated [11], to being under peer pressure to consume certain media [23]. Yet despite previous work, we still lack a detailed empirical understanding of how younger users interact with misinformation-related topics in inter-generational environments such as WhatsApp family chats, particularly during times of crisis such as COVID-19. Our work serves to bridge this gap.

### 2.2 Misinformation on WhatsApp

The study of misinformation on WhatsApp is not new. Quantitative studies have explored misinformation dissemination on WhatsApp [25,35,41,45,46,49,53,57,58]. Using publicly available data from public WhatsApp group chats, researchers have studied the effects of limiting message forwarding on misinformation’s spread on the platform [46]3, characteristics of misleading messages [57,58], and percentages of false information in chats [35]. Studies have shown, for instance, that political and election-based misinformation is prevalent in WhatsApp group chats in Brazil [41], Indonesia [46], India [49], and Nigeria [31], among others. Researchers have typically focused on public WhatsApp group chats in their studies because these chats can be rampant misinformation spreaders and since anyone with an invitation link can join them, it makes data access for research easier. We focus on private WhatsApp chats since existing research lacks insight into misinformation encounters in private, direct messages or group chats with close friends and family. These chats can still be effective conduits for misinformation owing to forwarding on the platform [46].

In other studies of misinformation on WhatsApp, researchers have created tools for detecting misinformation and alerting users to these misleading messages. For instance, some qualitative studies examined public WhatsApp group

---

3WhatsApp introduced new forwarding limits in April 2020 [82]. Messages that are identified as “highly forwarded”—sent through a chain of five or more people—are marked with a double arrow icon and can only be forwarded to a single chat instead of 5. Prior to this change, in 2019, each message could be forwarded to a max of 20 chats [29], regardless of forwarding status.

---
chat messages [35, 41, 58] for detectable misinformation indicators such as excessively capitalized text and flashy images. In another study by Palomo and Sedano in Spain [53], they created a fact-checking tip line tool so that users could use WhatsApp as to verify claims in local news. Unlike our work, these researchers interviewed a chief editor of a local news publication rather than WhatsApp users themselves to inform design of the tool. Other researchers have developed automated misinformation detection approaches with limited success [25]. In Brazil, researchers also created WhatsApp Monitor, a tool intended to limit the spread of misinformation on WhatsApp in Brazil in public group chats [45]. However, due to WhatsApp’s privacy policies and end-to-end encryption, the tool functioned as a window into the prevalence of various content categories (images, videos, audio, text) of misleading content in public WhatsApp chats for researchers rather than a direct intervention on misinformation for users. Finally, some work has looked at the efficacy of family chats in disseminating misinformation in Brazil [58] and Kenya [76].

There are a few studies of COVID-19 misinformation with WhatsApp users but not in the U.S.. Bowles et al. [12] showed from surveying WhatsApp users in Zimbabwe that information sent from trusted authorities have significant impacts on individuals’ knowledge and ultimately crowd behavior. In another study of Indian WhatsApp users, Bapaye and Bapaye [8] conducted a web questionnaire survey to better understand the impact of COVID-related misinformation on WhatsApp users in India. They found that users aged over 65 years and those involved in common labor (e.g., street vendors, housekeepers) were found to be the most vulnerable to false information. The study also found that the presence of an attached link can add significant false credibility to a piece of misinformation. Finally, some work has looked at the efficacy of family chats in disseminating misinformation in Brazil [58] and Kenya [76].

While existing research has been focused on analyzing collected messages to infer the effect of misinformation dissemination on WhatsApp users, there have been fewer qualitative studies with WhatsApp users to understand their experiences with misinformation and no studies of misinformation encounters in private WhatsApp chats. Finally, prior studies did not investigate U.S.-based experiences with misinformation on the platform; the third most populous user base of WhatsApp users in the world [70]. Since country context affects misinformation encounters, our work serves to fill these gaps.

3 Methods

3.1 Data Collection Process

To answer our research questions, we conducted semi-structured interviews with 16 WhatsApp users who were university students in the U.S. to better understand their experiences with COVID-19 related misinformation on the platform, particularly in their private chats. Interviews were conducted between October and November 2020 and we stopped recruiting upon reaching data saturation i.e., when we encountered repeating themes without detecting new ones from freshly enrolled participants [63]. Our study was approved by the Institutional Review Boards (IRB) of our two institutions. We designed a demographic survey and interview questions based on prior literature discussed in Section 2. For instance, since prior works had investigated the spread of misinformation in different media formats, we asked about text, image-based, and URLs as sources of misinformation. We also investigated how users perceive current measures for combating misinformation online.

Demographic Survey: Participants were asked to provide their demographic information in a Qualtrics survey prior to participating in their interview. We collected their age range, gender, highest level of education completed, estimated annual income, frequency of WhatsApp usage, and the number of years they had been using WhatsApp. Additionally, this survey was used to collect their consent to audio and video recording during the interview.

Interview Guide: We had three main categories of inquiry for our interviews to answer our research questions:

General usage: We asked questions about frequency and duration of WhatsApp usage to confirm participants’ answers on the demographic survey, why they used WhatsApp over other messaging platforms, and what relationships they had with their contacts (friends, family, co-workers, etc.).

Misinformation encounters: We asked participants what concerns if any, they had about false, inaccurate, or misleading information on WhatsApp. We also asked how often they encountered this type of content and what factors they considered when deciding to trust information sent to them via WhatsApp. Specifically, we also asked if this content was text-based, an image, or a URL.

Fact checking strategies and technologies: Finally, we asked participants how they fact-checked information they received in WhatsApp. Additionally, we asked participants about current anti-misinformation tools, shown in Figure 1, such as WhatsApp’s limitation on message forwarding, their magnifying glass (search) icon (WhatsApp’s web-based fact checker [83]) and Health Alert partnership with the World Health Organization (WHO), along with misinformation labels being used on YouTube and Twitter in 2020 [18, 86].

We piloted our interview guide with lab members who were university students and had never been involved in this project. Based on our pilots, we made minor edits to clarify question phrasing and format. Following the pilots, we continued to the main study with the finalized interview script. Our interview questions are available in our Appendix.

Recruiting: We restricted study participation to those over the age of 18, who used WhatsApp at least multiple times a week, and were living in the U.S.. We sent recruiting notices via a university-based survey research center mailing list to undergraduate and graduate students enrolled at that institu-
Participant talked about what they usually talked about in the chats, broadly
Participant uses WhatsApp to communicate with people in or out of the U.S.
Participants identified relationships with others in their group chats
Participant recounts most recent misinformation counter (info content, who sent it, their reaction, etc.)
How often does a participant encounter misinformation? (e.g., once a week, month, year, etc.)
Participant describes factors they consider when deciding to trust (and distrust) information
Participant describes how they fact-check information (Google search, literature, consulting others, etc.)
Participant describes the efficacy of WhatsApp features in fact-checking and limiting the spread of misinformation
Participant raises concerns that fact-checking measures (e.g., information censorship) may undermine the privacy and comfort associated with end-to-end encryption

Table 1: A subset of our qualitative code book that is most relevant to the paper with codes and code explanations, organized by topic.

Data Analysis: We analyzed our data using deductive coding and thematic analysis [62]. We created a codebook based on our interview guide and our research questions as well as insights from team discussions about emerging points of interest while interviews were being conducted. For instance, we included codes for how participants encounter misinformation and for when they encounter different forms of misinformation such as images or URLs. Our codebook was organized into 3 broad categories, ‘General Usage’, ‘Misinformation Encounters’, and ‘Design Recommendations and Fact-Checking Strategies’. A portion of the codebook is displayed in Table 1, while the full codebook is available in the Appendix.

Once we finalized the codebook by consensus in our regular weekly team discussions, each interview transcript was coded by two members of the research team with four coders overall. In total, we ended up with 33 codes and 1183 coded segments across the four coders. Once all the data was coded, we used our weekly research meetings to discuss codes of interest and each of the four coders wrote a detailed summary for a subset of codes resulting in summaries for all of our main codes. These summaries included performing a breakdown of sub-themes within the code and describing each of the sub-themes with representative participant quotes. Each team member then reviewed all the summaries in depth for our thematic analysis [62]. Since we performed coding as input to a thematic analysis, we did not calculate inter-rater reliability as this is not required [44]. However, we still built team consensus through weekly Zoom meetings to decide on the final themes emerging from the data based on the team’s reading and discussion of all the thematic summaries.

3.2 Participants

Participants’ demographics and WhatsApp usage are summarized in Table 2. Our participants had an almost even gender split with 7/16 participants identifying as male, while 9/16 identified as female. Participants were also younger overall, 14/16 were in the age range of 18-24, while 2/16 were 25-34. Participants were mainly based in the Midwestern U.S. (8/16) and Northeast (6/16) with exceptions of 2/16 based in the West and the Southeast. All participants completed at least high school. The majority (14/16) were students (undergrad-
ate or graduate) or recent graduates (2/16) including one full-time employee. Seven out of 16 reported annual incomes of <$10,000 per year, 5/16 reported $10,000-$69,999, and 4/16 declined to disclose income. Participants had used WhatsApp for 1-11 years with a median of 7 years.

The majority of participants self-reported that they used the app daily. The number of contacts participants stated they had on WhatsApp varied greatly, ranging from 3 to 1015, with 20-30 being a commonly mentioned range. There was also a significant difference between the total number of contacts a user had and the number of contacts they interacted with on a regular basis. For example, P12 had 1015 total contacts on WhatsApp but was in regular contact with only about 5 of them, while Participants 11 and 15 stated that they had between 100-150 and 20-30 contacts respectively but were in touch regularly with about 20 and 10, respectively. We left the frequency term “regular” up to the definition of the participant.

We also asked participants to provide us with the number of people in their chat groups (if they were comfortable doing so) and to estimate the average size of the groups they were in otherwise. Most of the group chats were between 3 and 10 people, which were commonly mentioned sizes for private group chats consisting of family members.

## 4 Findings

Our analysis of the interviews yielded three main findings: how users are currently using WhatsApp (including their concerns about misinformation on the platform, how often they encountered it, and how it can spread); what misinformation indicators users look for and how they respond to misinformation on the platform; and finally, how users would like the platform to respond to misinformation.

### 4.1 Misinformation Perceptions And Responses

In research question one, we asked how university students currently perceive and encounter misinformation on WhatsApp. Our participants mostly used WhatsApp to communicate with others abroad, were concerned about frequently encountered misinformation on the platform, and noted that misinformation senders were often well-intentioned relatives.

#### 4.1.1 WhatsApp Usage And Misinformation Encounters

All of our participants stated that they used WhatsApp to communicate with families and/or friends outside of the U.S. as WhatsApp was convenient to stay in touch with people abroad. This is hardly surprising as a significant number of WhatsApp users in the U.S. have non-U.S. family members [42]. Only two of our participants (P6 and P11) used WhatsApp to communicate domestically. Participants told us that they used WhatsApp primarily to share happenings in everyday life with family and friends. Interactions with family groups tended to be more regular than communications with friends.

Although participants praised the pros of WhatsApp, they also expressed concerns towards misinformation and nonsensical content circulating on WhatsApp—the main concern expressed was misleading information on COVID-19 cases and cures. For instance, at least 3/16 participants talked about how easy it is for misleading content to spread on WhatsApp since it was so easy to forward links in general. For example, P6 said that it is also “almost too easy” to select many people or groups to send a message to upon tapping the forward button, and that misinformation from families can have a layer of intimacy attached to it that makes it especially harmful:

> “I know many have their families in WhatsApp, and people tend to trust things that come from people close to you. So, I feel like it adds almost a level of genuineness to this misinformation, and then it causes people to panic, which I think is the biggest con of using WhatsApp.” — P6
Table 2: Participant demographics (gender, age, region, occupation, frequency of WhatsApp use, and duration of use).

Another participant, P5, described how they have gotten so used to skeptical content on the platform that they treat it as a medium for conversation rather than relying on it for news; they also expressed the caveat that older generations trust it more. The majority of the participants (14/16) received misinformation almost every other day or multiple times a week. These participants recognized that false or misleading messages were most frequently seen in group chats possibly because “people like to keep busy with sending messages.” These false or misleading messages most commonly came in the form of conspiracy theories or potential cures for diseases (particularly when COVID had first entered the U.S.). For instance, P13 recalled an instance of having received a post about how “juice made out of coriander stems and raw egg and tomato theory helps cure cancer” in spring of 2020.

4.1.2 Misinformation Senders

We asked participants about who or what entity was sending them misinformation on WhatsApp. The 14/16 participants who had a high frequency of encountering misinformation (approximately every other day or multiple times a week), revealed that the senders were typically close family members. These family members sent (mis)information in a range of formats (from “copy pastas”—long, often joking texts distributed through copy and paste—to texts, images and links). Our participants felt that this information ultimately did not harm them because they were either cognizant of these groundless claims or the information itself did not pose a severe threat to anyone who believed it. In the words of P3:

“The sender for me was just my mom, and I did speak to her about it, and she was definitely of a different mindset. She was more of the mindset that we should do whatever we can even if it’s not true, even if it’s just helping your immune system at this point, we’ll do anything. So, I wouldn’t say she necessarily believed that it makes you immune to COVID, or protects you or anything, but she also didn’t consider it misinformation. She was like “As long as it’s helping everyone.” She also sent it to people…I mean, it’s up to you to do whatever you want with it.” - P3

Participants also expressed that these family members were often sending messages without malicious intent of sharing information that could prove dangerous. Another participant (P10), reflecting this sentiment, perceived that:

“[her mom and aunts] find it very easy to essentially forward a message from another group chat
Contrary to having malicious intent, our participants also described how, oftentimes, their family members sent misinformation with the intention of keeping others safe and informed in the midst of a pandemic. For example, P10 also described how half of her family believed “that we should rinse our noses with saline solution to prevent COVID” and when asked if she followed this protocol, she would merely respond by saying yes so as to avoid getting into a lengthy argument of whether and why this approach to combating the virus is ineffective.

4.2 Misinformation Indicators and Responses

In our second research question, we asked how users identify whether content is misinformation on the platform and how they respond to misleading content. Participants told us they had four main indicators that a message was misinformation and had developed strategies for fact-checking content. In response to misinformation, not everyone was comfortable with confronting senders, often owing to family dynamics.

4.2.1 Indicators Of Misleading Content

Generally, participants told us about four main indicators that they relied on to decide whether to trust information sent to them via WhatsApp: 1) the credibility of the information source, 2) their relationship with the misinformation sender, 3) the format and framing of the message, and 4) personal politics and values. Many of these strategies, aside from relationship with the sender, echo indicators developed by Jahanbakhsh et al. [32] on reasons people believe or disbelieve claims, as well as textual misinformation indicators for automated detection specified by Resende et al. [57]. These strategies also echo findings on studies of other social media platform users such as Facebook [22, 26, 47], i.e., using the source of a news article to evaluate its credibility.

Source Credibility and Name Recognition. The majority of participants paid attention to the source’s credibility when deciding to trust information sent to them (15/16). Participants focused on the reputability of the organization when analyzing information, most often news media content. Established media and news corporations carried greater credibility and legitimacy compared to smaller, more obscure media outlets; e.g., participants mentioned The New York Times and MSNBC. Participants generally expected the source to be linked to an established news platform as opposed to a random individual’s social media account. Additionally, participants considered government organizations and links that forwarded to .org and .gov, e.g., www.cdc.gov, as reliable.

Relationship with Sender. Complementary to Geeng et al.’s finding that Facebook and Twitter users may trust certain poster’s content because they trust the individual [26], we found that the opposite can be true as well; participants may inherently mistrust content because they have deemed the sender to be unreliable and untrustworthy.

Since participants primarily used WhatsApp to communicate with friends and family, they told us they measured the trustworthiness of information based on their relationship and perception of the sender. If a sender was known to consistently share misleading information, participants were more likely to be skeptical of them. This theme was most prevalent when participants described their relationship with older relatives; 9/16 expressed concern that their older contacts were unable to distinguish between credible and untrustworthy news content and were less prone to fact-checking before sharing on WhatsApp. Over time, P2 felt increasingly suspicious when receiving messages from their grandparents and older relatives in large family group chats:

“Just because they are not as able to filter out fake news from real news. I mean, obviously it’s presented in a more and more realistic way every single day and they just lap it up and believe in it, and also, they are not as tech savvy to be able to go and Google immediately and do a quick check on what’s actually happening” — P2

Participants described how these contacts would frequently spam family group chats with information they received in other group chats and channels. Five out of 16 participants described ignoring messages from particular senders since they automatically assumed false or misleading content. However, there were a few exceptions where participants trusted their contacts when sharing information on unfamiliar topics. For example, in the midst of school and university closings in response to the early COVID-19 outbreak, P15, a graduate student, said she was bombarded with news stories that contradicted each other. This participant reached out to her sister who told her to expect her school to cancel all in-person activities. Because P15 had a close relationship with her sister, she trusted her sources.

Format and Framing. Six of the 16 participants reported distrusting and avoiding messages that: urged users to spam forwards, shared without context, were overly sensational and attention-seeking, had inflammatory language, and were opinion-based. Three out of 16 participants expressed mistrust of forwarded messages because these messages often followed a template that explicitly asked users to forward the message to their contacts. Further, participants believed if someone did not dedicate time to writing their own messages, they probably did not verify it either. Participants also took the visual layout and format of a message into account as well; two participants avoided messages that displayed excessive use of colors, advertisements, capitalized and bold
texts, emoticons, and other eye-catching designs apart from the text itself. Participants also told us they were wary of poorly spliced pictures that may have been edited beforehand or messages framed with inflammatory, opinionated content that were seen as biased and misleading (2/16). In the case of COVID-19 news, these participants trusted sources that presented numerical data (e.g., number of cases, growth rate) in a neutral tone without underlying agendas.

Political ideology. A few participants (4/16) expressed political ideology as an important factor when deciding to trust information. They said they were less likely to trust content, as credible as it may be, from news organizations or their personal contacts with conspicuous political views out of concern of an underlying political agenda. For instance, P9 expressed having conservative political values and criticized left-leaning news sources sent from contacts with opposing political ideologies because they automatically considered them biased and misleading. Likewise, P11, a self-described liberal, disregarded any news articles sent from conservative family members.

4.2.2 Fact-Checking Using Google And Intuition.

Thirteen out of 16 participants were asked about fact-checking strategies, and two main approaches were found as participants’ primary fact-checking approaches: 1) searching on Google and 2) relying on personal judgment. Apart from these, reading scientific papers was mentioned once by a graduate student (P11) and directly asking other contacts such as friends by one other participant (P6). It is worth noting that, in reality, these strategies are not mutually exclusive and are often employed together by an individual in a single fact-checking attempt.

Google. 12/14 participants told us their most common way to fact-check information sent to them on WhatsApp was to search on Google to verify its accuracy. When a source’s reliability was unknown, P15 stated they usually “click on the links, maybe read some other articles that have been published by the same website or author and see if those are accurate”. If participants found multiple sources corroborating each other, they felt this was an extra piece of evidence that the information was accurate, therefore trustworthy. Participants told us that their process of verifying the information with other sources, especially those considered authoritative, was not exclusive to Google. They checked the information from any source that they usually consulted for information and trusted.

Prior Knowledge. Eight out of 16 participants relied on their intuition, prior knowledge, and understanding of current affairs to determine whether or not a message, image, text, or URL was intentionally misleading or false. This finding echoes that of Flintham et al. [22], for Facebook users who looked for ‘fake news’ in an experiment on fake news articles only and sometimes relied on their own judgement for determining veracity. In our study, which occurred in the first year of the COVID-19 pandemic, most participants expressed prior knowledge of COVID-19 cases, precautions, and myths that informed them outside of their WhatsApp channels. For example, myths about COVID-19, such as gargling warm salt water or drinking lemon juice twice a day, sounded completely outlandish to some participants given their understanding of the properties of the virus and the vaccine. In another related example, P10 described a misinformation encounter where their aunt claimed eating ice cream and other cold foods increased the chances of contracting the coronavirus:

“If I had to think about basic biology, it’s pretty hard to link ice cream to a virus that caused a global pandemic. I would say. I’d say, yes, maybe if you eat ice cream a lot and don’t dress up in cold months, your immune system may be more vulnerable to the flu, to the virus. But it wouldn’t be a direct cause of COVID” — P10

4.2.3 Dealing With Misinformation Senders

Out of 15 participants who allegedly encountered misinformation via WhatsApp, 9 people mentioned past experiences of confronting senders of misleading information, 8 people mentioned scenarios where they were passive and didn’t challenge the senders—even when they recognized there were something incorrect with the content shared, and 2 others confessed they didn’t always stick to one strategy.

Actively Confronting Misinformation Senders. When encountering misinformation, “active” participants confronted the sender, especially if they were on close terms with them. However, most of them recognized that “there is no point” in repeatedly resisting and reminding the sender to check the sources of any information they forward, prior to sharing, especially when the sender continues not to do so. In one canonical example, P3 actively confronted their mother by asking a question along the lines of “Do you also believe this? Do you think it’s believable?” The participant also explained that they were able to confront the sender (in this case their mother) since the participant was a) close with the sender and b) they knew that the sender had no malicious interest in sending incorrect information. Other “active” participants, who fact-checked a topic by doing further research, shared that whenever they received any information that they had not yet encountered, they ventured to ask the sender questions like “where did you find this?”. In one example, P1’s mother sent her sensational and misleading information on COVID cases in the U.S.. Although P1 personally thought that the U.S. could do better in curtailing the virus, she recognized that her mother’s sources made the problem worse than it was. Recognizing that she was simply worried and did not purposely share misinformation, P1 confronted her mother to comfort her:

“Yes, we did talk about this quite often during the
video chatting. I would just try to assure her, “Oh, Mom. This is okay,” and regardless how the numbers surge in America, like myself, at least I can protect myself, I just wear masks and I do hand sanitizing very often, so I’m trying to point out to her, “Mom, this is misinformation. America is actually doing fine.” Well, it’s not. So, yeah, I don’t want to upset the source directly, but I am trying to get her to speak clearly on my personal level.” – P1

**Passively Ignoring Misinformation Senders.** While these “active” participants did not let these qualms prevent their confronting of senders, “passive” participants acknowledged that they would simply ignore anything shared via WhatsApp based on the contents and sender of the post (e.g., if the content concerned the 2020 Black Lives Matter protests or COVID-19). At least 2 out of the 6 passive participants expressed explicitly that they did not want to upset any family relations due to a “trivial” post shared on social media. Other participants echoed this sentiment and told us they often reacted passively about misinformation, not taking the time to correct others’ misaligned opinions or views as it would lead to an “hour long argument” which the participants did not want to face. In another anecdote, P2 recalled having received information from her family members regarding unfounded steps of precaution to take against COVID involving gargling with “warm saltwater every time” they came back into their home from being outside to “kill off all COVID particles and be safe.” This participant did not correct their family members as they did not want to cause any unfriendliness for a harmless piece of information:

“I’m not interested in trying to correct people because it’s just not going to work, they’re going to believe what they want to believe. I had a phase a couple of years ago where I was trying to correct people and I was like, it’s not going to happen, it’s not going to work. So now I’m just like, ‘Sure, you do you and I’m just going to ignore.’.” – P2

In another representative example, P8, reported that it was easier to delete group chats which they had flagged as one of main mediums of misinformation without reading any content sent. P8 accepted that “There was just a point where there was so much going around it was easier to just, honestly, stop reading things.” To summarize, participants often did not want to strain family relationships by correcting misinformation, especially given that, in many cases, they perceived the misinformation to be harmless.

### 4.3 Views on Existing Mechanisms To Combat Misinformation on WhatsApp

To answer research question three, we asked how aware and confident participants were of current features to combat misinformation on WhatsApp and their opinions on how to improve how the platform handles misinformation, particularly around COVID-19 as shown in Fig. 1. In general, participants showed little to no awareness towards the features probed and expressed varying opinions on efficacy of these features and concerns around the privacy dilemma of combating misinformation in the context of end-to-end encryption.

Of all the existing features shown or discussed with all participants (WhatsApp forwarding limits, WhatsApp search icon, and the WHO health alert), on average only about 4 participants had heard of at least one or more of these features. Generally, participants mentioned that the forwarding limit could be circumvented if a sender manually copied and pasted it or by sending the message one at a time or via another platform. Participants also thought the search icon could link to multiple search engines rather than one and felt the WHO alert did not look professional owing to the use of emojis.

#### 4.3.1 Privacy and Security Concerns

Not only were participants unaware of existing anti-misinformation measures, they also voiced concerns on whether or not WhatsApp should even be responsible for designing preventative measures against misinformation.

**Content Moderation Concerns.** At least 6/16 participants believed that WhatsApp, as a platform, should not be accountable for curbing any misinformation, arguing that it is up to the user’s discretion whether or not they believe what they see. Even if the content is explicitly false, they felt that users are entitled to share anything they want and believe to be true. On the other hand, participants agreed that WhatsApp definitely bears a responsibility in fact-checking and regulating any misleading content, rather than burdening the user to determine what is trustworthy.

Other participants expressed major concerns about the trade-off between users’ privacy and WhatsApp’s efficacy against misinformation (3/16). They felt these features infringed upon users’ privacy and therefore preferred if WhatsApp did not explicitly flag or censor misinformation. Should WhatsApp ever flag or censor direct messages, it would need to clarify any privacy-preserving techniques and the methods used to identify any inflammatory or misleading content.

**Misinformation Warnings And Labels.** When asked to suggest design recommendations to limit the spread of misinformation, only 5/16 participants thought that WhatsApp should adopt the misinformation warning labels similar to YouTube’s and Twitter’s warnings [18, 86]. They liked the idea of warning users not to trust certain sources while still giving them the option to share. As P13 said, “they should be allowed to view it because of free speech, but they should be aware that it is incorrect, it’s misinformation.”. An alternative suggestion was for WhatsApp to record known misinformation sources such as websites (4/16) or to generate a credibility rating for websites for when senders share links (2/16).
5 Discussion and Design Suggestions

Our study suggests that WhatsApp is uniquely situated in the misinformation space based on the following three key findings:

• F1: Our participants’ group-based WhatsApp communications with close family and friends make it especially effective in disseminating misinformation out of good intention. Previous studies observed the efficacy of WhatsApp as a misinformation pipeline in large public chats [31,41,46,49], but our study suggests this may also be the case in private chats. Future studies are needed to confirm if it is mainly older adults spreading content.

• F2: The peer-to-peer nature of communication on WhatsApp adds intimacy and complicates users’ ability and/or willingness to deal with misinformation they encounter. Because we focused on gathering deep user experiences in private chats over collecting data using automated methods as in prior studies [25,45,57], we were able to surface significant social power dynamics within chats that pose challenges to countering misinformation.

• F3: Participants were unaware of current mechanisms on WhatsApp to combat misinformation. Moreover, privacy and information accuracy, both desirable in communication apps, can be seen as conflicting traits on WhatsApp. Such a tradeoff has been a common technical assumption known to experts in the field [43], but our study revealed that everyday users are also well aware of this trade-off.

We think it is particularly important to engage with F3 when addressing misinformation in end-to-end encrypted environments. While some participants told us they would appreciate more effort on WhatsApp’s part to flag misinformation, they also acknowledged that WhatsApp’s inability to read messages will hinder its ability to do so. However, no participant mentioned that encryption should be sacrificed to offer more robust fact-checking services, implying that they still hold privacy on the platform in high regard. This tension offers rich avenues for future work.

In addition to privacy, dealing with misinformation in private chats is complicated by social relations. We found that the more personal nature of communication on WhatsApp integrated social dynamics that discouraged a user from actively confronting misinformation senders. Our observed social dynamics include cultural emphases on respect and deference to elders: many of our participants feared correcting older family members’ misinformation out of concern for coming across as rude or disrespectful, despite having a justifiable and legitimate reason. Therefore, younger users, who our participants claim to be more adept at identifying misinformation, may not be able to signal the misleading nature of a piece of information to others if it is sent by older family members or relatives. Further, many participants recognized that misinformation often resulted from well-intentioned family members who sent it out of care for others (e.g., bogus COVID-19 cures), supporting preliminary research suggesting that information dissemination on WhatsApp follow familial, communal, and ideological ties [7]. This is worthy of further study in the U.S. as it may be of particular relevance to a rising body of work around digital communication and misinformation within American immigrant diaspora communities [68,78].

These findings point to a need for alternate approaches to combating misinformation in end-to-end encrypted, private group chats, as conventional moderation techniques often rely on examining content and do not take into consideration sociocultural dynamics between group chat members. For example, educational campaigns around misinformation may include tips and suggestions for dealing with relatives but ground this in terms of caring about others.

5.1 Design Suggestions

Our participants were for the most part unaware of anti-misinformation features on WhatsApp, suggesting that even when a platform is actively trying to combat misleading content, users may not know about these measures. Assuming a platform can overcome the hurdle of raising user awareness of new anti-misinformation features, based on the insights above, we propose the following design approaches to improve the ways users can deal with misinformation on end-to-end encrypted platforms. These features may be useful to users within our study demographic, but generalizations to a broader user base cannot be made without additional studies.

5.1.1 Empowering the user to better fact-check or flag misinformation for themselves.

WhatsApp cannot analyze content to identify misinformation due to the platform’s encryption policies. Another platform-controlled measure, forwarding limits, has been seen as ineffective by participants in our study as well as previous work [46]. Based on our findings, we suggest designing to empower the user with tools to combat misinformation. For misinformation senders, we suggest reminding users of the value of fact-checking before forwarding content. For misinformation receivers, designs should: 1) respect the user’s ability to classify misinformation for themselves, and 2) make it easier for the user to organize and track their misinformation encounters so they can later fact-check and better learn from them. This can be translated into features for both the information sender and receiver.

• Sender: By adding friction using a popup dialogue box that asks the user whether they have fully read the contents of a link, users can be prompted to reflect on information they are sharing before forwarding content. This kind of friction is already being deployed by other platforms to reduce sharing without context [24] and
is shown to be effective in obstructing access to disinformation [33]. However, the friction should not be too high, as it can then be seen as censorship, [59].

- **Receiver**: An option to mark a message as dubious and decrease its visibility in their chat screen may help users mitigate the sight of misleading content. This can protect the user as previous work in psychology indicate that repetition of a message can increase believability in it despite one’s initial judgements [20, 21, 77] from believing deal with the constant flow of misinformation. Note that this feature is distinct from WhatsApp’s current option to delete a message, which can result in disparate versions of the same chat across different users. [79].

- **Receiver**: To help users track and fact-check messages, users may store messages that have been flagged as dubious in a “quarantine” bin for later inspection. The bin can be equipped with tools to help users surface trends, such as common language or links, across dubious messages. Users can then use these trends better identify misinformation in future messages.

### 5.1.2 Helping users deal with misinformation in ways that mitigate power dynamics in groups.

Our findings suggest social dynamics in family group chats can make it difficult for users to confront and correct misinformation senders. We propose the following features to allow users to subtly alert others about potential misinformation.

- **Selectively applying the fact checker icon to messages**: We can let users anonymously apply WhatsApp’s fact checker to particular messages for everyone in the chat to see and use. This offers resources to group members without accusing anyone of sending misinformation.

- **Anonymous suggestions of alternative resources**: One suggestion is to allow users to anonymously suggest a link to an alternative information resource to the sender. Once the resource is suggested, the sender can receive a notification with the anonymous suggestion and choose whether to accept it. If accepted, the link can be sent into the group as a reply to the original message to update others and gently nudge the group towards discussion.

### 6 Limitations and Future Work

Our study sample was limited to 16 university students and recent graduates who were mostly in a younger age bracket of 18-35 years. By its nature, our qualitative study is not intended to be generalizable [62,63]. Future work could expand our study to a broader sample of young users who are not students or to a larger sample of more age-diverse U.S.-based participants across the country. Also, while we asked participants about misinformation around topics such as Black Lives Matter protests and U.S. elections, we did not collect sufficient data to report on it. Future work could thus investigate topics beyond COVID-19. Additionally, even though our participants were based in the U.S., we observed that most communication on the app was international. Studies that specifically investigate misinformation within domestic interactions on WhatsApp may also complement our work since the language of communication may affect the perceptions of misinformation. Studying WhatsApp users in other countries would also expand on our study. Finally, future studies could implement and test our design recommendations or study other end-to-end encrypted chat-based platforms, such as Telegram [73], Signal [65], and iMessage [2].

### 7 Conclusions

We interviewed 16 U.S.-based university students and a recent graduate about their experiences with misinformation related to COVID-19 in private WhatsApp group chats. We were interested in filling in two gaps in previous literature: the lack of qualitative user interviews to understand younger adults’ misinformation experiences on end-to-end encrypted messaging platforms such as WhatsApp, and the lack of studies on how WhatsApp is used in the U.S. Our findings suggest that there is a need to differentiate the nature of misinformation on WhatsApp compared to other popular American social media apps such as Twitter and Facebook. Namely, WhatsApp’s popularity as an international communication tool used with close family or friends can unknowingly turn good intentions into misinformation-sharing frenzies and hinder the ability of those who identify misinformation to notify others about it. Additionally, WhatsApp’s staunch commitment to end-to-end encryption can present limitations to the techniques the platform is able to deploy to combat misinformation. Our findings offer implications for design approaches to both mitigate the sharing of misinformation and improve experiences of users who receive misinformation. These findings and suggestions may help WhatsApp users outside the U.S.—and even users on similar platforms—handle similar issues and spark new discussions around information moderation with privacy-preserving techniques more broadly.
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Appendix A: Interview Questions

General WhatsApp usage

• Why do you use WhatsApp? (vs. other social media or messaging apps like iMessage, Facebook Messenger, etc.)

• Is WhatsApp your primary communication app?

• How often do you use WhatsApp?

• How long have you had WhatsApp?

• What do you think are the pros and cons of WhatsApp?

• How many contacts do you have on WhatsApp?

• What relationship do you have with your contacts? Are they friends? Family? Work colleagues? Acquaintances? Others?

• What do you usually talk about on WhatsApp? Do you share links when you talk?

• Are most of your conversations on WhatsApp direct messages or group chats?
  – Can you give a ballpark percentage of the conversations that happen in private messages vs. in group chats?
  – How large are your group chats? Who are in them?

• Do you know anything about WhatsApp’s end-to-end encryption?

Encounters of doubtful information

• What concerns do you have about false, inaccurate, or misleading information in WhatsApp? If none, why?

• Have you ever seen or received any information on WhatsApp that you thought was false or misleading? If so, what happened? What did you do?
  – Who sent it to you?
  – Did you forward it?
  – Did the information consist of images, text, articles, or videos that you thought weren’t accurate? Why did you think they were inaccurate?
  – How often do you see this type of content?
  – Has similar content ever appeared on another social media/messaging platform (e.g. Facebook News Feed)?

• What factors do you consider when deciding to trust information sent to you via WhatsApp?

• Do you forward information to your contacts?

Misinformation and recent events (COVID-19, BLM protests, U.S. election etc.)

• What kinds of information on COVID-19 have you received around WhatsApp?

• When was the last time you got a message on WhatsApp about COVID-19? What was it about? Did you think it was accurate? Why/why not?

• Have you seen more information sharing around COVID-19 on WhatsApp compared to before December 2019?

• Have you seen false, inaccurate, or misleading information around COVID-19 on WhatsApp? If so, can you give an example?
  – What did you do?
  – How did the information affect you?
  – Did you talk to the sender about it?
  – Did you fact-check it?
  – Did you ignore it?

• How has the information you’ve seen on WhatsApp affected your view/opinion on the country’s (U.S.) situation with the pandemic (e.g. reopening phases, how COVID-19 affects youth, number of reported cases, conspiracy theories about origins of the virus)?

• How has the information on mask wearing/quarantine/social distancing affected your viewpoint with the COVID-19 information you receive?
  – How has the information on mask wearing + protests affected your viewpoint with the COVID-19 information you receive?
  – What about stay-at-home?
  – What about social distancing?

• What other messages about recent events have you received so far (BLM, elections, schools reopening)?
  – How have they affected your views on these issues?
  – How about your views on COVID-19, if at all?
Technology + fact-checking strategies
App features referenced are shown in Fig 1 (in the main paper).

• Have you used the WHO Health Alert on WhatsApp?
  If not, why?
  – If yes, what did you think of its helpfulness/usefulness? How easy was it to use?

• The CDC has a bot on WhatsApp you can text to give you information on what to do if you think if you have symptoms. Have you ever used this? If not, why?
  – If yes, what did you think of its helpfulness/usefulness? How easy was it to use?

• Have you seen a new magnifying glass icon pop up beside some of your messages recently?
  – If so, have you tapped on it?
  – What did it lead you to and what did you think of it?

• How do you know what information given to you on WhatsApp can be trusted (or in general)?
  – What do you use to fact-check, if anything at all?

• What’s your opinion on WhatsApp limiting the number of forward messages to lessen the spread of false information?
  – What led you to that opinion?
  – The limit is that one can only forward a message to 5 chats at a time.
  – When message is forwarded in a chain 5 times, it can only be forwarded to one chat (indicated with double arrow).

• Do you think WhatsApp can be improved to help address these issues with false, inaccurate, or misleading information? Why or why not?

• With other resources like Twitter’s COVID-19 misinformation warnings (Fig. 1(d) in the main paper) and YouTube’s information alert boxes (Fig. 1(c) in the main paper), would you want a better way to fact-check information in WhatsApp? Do you think these are enough? Why or why not?

Conclusion

• How has anything you said been vastly different from how you send or receive messages on other social media platforms you use?

• Is there anything else regarding WhatsApp that you want to talk about?
  – Desired technology?
  – False/inaccurate information?
## Appendix B: Codebook

<table>
<thead>
<tr>
<th>Code Description</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>General</strong></td>
<td></td>
</tr>
<tr>
<td>Reason for using/liking WhatsApp</td>
<td>Participant explained why they like or use WhatsApp</td>
</tr>
<tr>
<td>Reason for disliking WhatsApp</td>
<td>Participant explained why they dislike WhatsApp, if they dislike it in any way</td>
</tr>
<tr>
<td>Chat Content</td>
<td>Participant talked about what they usually talked about in the chats, broadly</td>
</tr>
<tr>
<td>Foreign (non-U.S.) vs domestic communication</td>
<td>Participant uses WhatsApp to communicate with people in or out of the U.S.</td>
</tr>
<tr>
<td>Size of groups/chats they’re in</td>
<td>Participants estimated the average size of the group chats they are in. They also gave exact numbers if they remember, or if they were in very few groups</td>
</tr>
<tr>
<td>Relationship with others in the group (with whom they interact with most often)</td>
<td>Participants identified relationships with others in their group chats</td>
</tr>
<tr>
<td>Active contacts/chat groups</td>
<td>Participants estimated the number of WhatsApp contacts they interacted with on a regular basis</td>
</tr>
<tr>
<td><strong>Misinformation Encounters</strong></td>
<td></td>
</tr>
<tr>
<td>Information format (image/video/audio/text/links)</td>
<td>Participant describes the format of the information presented to them</td>
</tr>
<tr>
<td>Most recent misinformation encounter</td>
<td>Participant recounts most recent misinformation counter (info content, who sent it, their reaction, etc.)</td>
</tr>
<tr>
<td>Frequency of encountering misinformation</td>
<td>How often does a participant encounter misinformation? (e.g. once a week, month, year, etc.)</td>
</tr>
<tr>
<td>Who sends them misinformation content</td>
<td>Participant describes relationship with the misinformation sender (relative from abroad, immediate family member, etc.)</td>
</tr>
<tr>
<td>Frequency of forwarding links</td>
<td>Participant describes how often they forward links to their chats and messages</td>
</tr>
<tr>
<td>Misinformation indicators</td>
<td>Participant describes factors they consider when deciding to trust (and distrust) information</td>
</tr>
<tr>
<td>Reason for being active (talking with sender, fact-checking) about receiving misinformation</td>
<td>Participant explains how and why they are proactive when receiving misinformation (confronting sender, fact-checking)</td>
</tr>
<tr>
<td>Reason for being passive (ignoring) about receiving misinformation</td>
<td>Participant explains how and why they are passive/inactive when receiving misinformation</td>
</tr>
<tr>
<td>How WhatsApp content impacted their opinion on the U.S. handled the pandemic</td>
<td>Participant explains how what they read on WhatsApp has impacted their opinion of how the U.S. handled the pandemic</td>
</tr>
<tr>
<td>How WhatsApp content impacted their opinion on BLM, 2020 elections, school reopenings</td>
<td>Participant explains how what they read on WhatsApp has impacted their opinion on other recent events: BLM, U.S. elections, U.S. school reopenings</td>
</tr>
<tr>
<td><strong>Design Recommendations and Fact-Checking Strategies</strong></td>
<td></td>
</tr>
<tr>
<td>Willingness to use existing WhatsApp technology from reliable sources</td>
<td>Participants share their awareness of existing resources on WhatsApp from reliable sources designed to combat COVID-19 misinformation, namely the CDC bot</td>
</tr>
<tr>
<td>Fact-checking strategies</td>
<td>Participant describes how they fact-check information (Google search, literature, consulting others, etc.)</td>
</tr>
<tr>
<td>Efficacy of current WhatsApp features that combat misinformation</td>
<td>Participant describes the efficacy of WhatsApp features in fact-checking and limiting the spread of misinformation</td>
</tr>
<tr>
<td>Suggestions for improvement</td>
<td>Participant suggests improvements of current WhatsApp in bettering misinformation prevention/clarification</td>
</tr>
<tr>
<td>Concerns about the trade-off between combating misinformation and privacy/security</td>
<td>Participant raises concerns that fact-checking measures (e.g. information censorship) may undermine the privacy and comfort associated with end-to-end encryption</td>
</tr>
<tr>
<td>Features of other platforms</td>
<td>Participants share their opinions of existing features on other social media platforms (YouTube, Twitter, etc.) to combat misinformation.</td>
</tr>
</tbody>
</table>

Table 1: Our codes and corresponding explanations, organized by topic.