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Message from the 
SOUPS 2021 Program Co-Chairs 

Welcome to SOUPS 2021!

With the conference in its 17th year, our SOUPS community has collectively ensured an excellent and exciting conference 
program despite the challenges and obstacles caused by the global pandemic. With a record 36 papers accepted out of 136 
submissions (26% acceptance rate), the technical program covers a wide range of topics within usable privacy and security. 
The conference also includes workshops, posters, lightning talks, mentorship activities, and a keynote.

In 2016, SOUPS became an independent conference body. For the last five years, we have partnered with USENIX for  
hosting and administrative support, a move that has enabled continued growth for the conference. We thank all the members 
of the USENIX staff for their work in organizing SOUPS and supporting our community. We particularly appreciate their 
support and flexibility this year, including managing the virtual event. Their team has been fantastic at making the process 
seamless.  In 2018, we co-located with the USENIX Security Symposium for the first time, and we have continued that  
co-location virtually for 2021. Co-locating the two conferences allows for interactions and shared ideas between SOUPS and 
USENIX Security attendees. We have found this beneficial for both conferences and look forward to the opportunity again 
this year. While we miss in-person interactions, a virtual conference format has also facilitated participation for many, and 
we believe that this can lead to richer discussions and wider perspectives within the community. We hope that you will find 
SOUPS 2021 engaging and meaningful.

SOUPS relies on a range of volunteers for all of its activities. Steering Committee members provide oversight and guidance 
and are elected for three-year terms. Organizing Committee members help determine the conference content for a particular 
year, often serving two-year terms to facilitate the transition of knowledge. This year, we introduced corresponding junior  
co-chairs for each of our chairing roles within the Organizing Committee, to offer senior students or early career  
researchers a voice in the organization of SOUPS and to prepare them to take on leadership roles in upcoming years, whether 
with SOUPS or other conferences. Technical Papers Committee members are chosen by the Technical Papers Co-Chairs 
each year. This year, the on-going pandemic continued to create obstacles for many of us, including members of the Techni-
cal Papers Committee. As a result, other members of the committee and external reviewers stepped in to assist with reviews. 
SOUPS is a product of the hard work by many people, starting with researchers who decide to submit their work to SOUPS, 
and including all of the SOUPS Organizers, the SOUPS Steering Committee, the technical paper reviewers, the workshop 
organizers, the poster jury, and the USENIX staff. We are grateful and thank each and every one of you for your  
contributions to SOUPS 2021.

Sonia is serving as General Chair of SOUPS and Chair of the Steering Committee for 2021 and 2022. A Vice Chair will be 
appointed for 2022, who will then take on the role of General Chair for the following two years. If you are interested in  
helping with SOUPS 2022 in any way, please contact Sonia.

SOUPS would not be possible without the generous support of our sponsors – thank you. Please visit our website to view the 
recipients of the SOUPS 2021 awards. Congratulations to all recipients for their outstanding work.

Sonia Chiasson, Carleton University 
General Chair

Joe Calandrino, Federal Trade Commission 
Technical Papers Co-Chair

Manya Sleeper, Google 
Technical Papers Co-Chair
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Abstract
The concept of using location information to unlock smart-

phones is widely available on Android phones. To date, how-

ever, not much research has been conducted on investigat-

ing security and usability requirements for designing such

location-based authentication services. To bridge this gap,

we interviewed 18 participants, studying users’ perceptions

and identifying key design requirements such as the need to

support fine-grained indoor location registration and location

(unlock coverage) size adjustment. We then conducted a field

study with 29 participants and a fully-functioning applica-

tion to study real-world usage behaviors. On average, the

participants were able to reduce about 36% of manual unlock

attempts by using our application for three weeks. 28 par-

ticipants enduringly used registered locations to unlock their

phones despite being able to delete them during the study and

unlock manually instead. Worryingly, however, 23 partici-

pants registered at least one insecure location – defined as a

location where an unwanted adversary can physically access

their phones – as a trusted location mainly due to convenience

or low (perceived) likelihood of phones being attacked. 52

out of 65 total registered locations were classified as insecure

by the definition above. Interestingly, regardless of whether

locations were considered secure or insecure, the participants

preferred to select large phone unlock coverage areas.

1 Introduction

Users’ location information can be used as an additional

factor to improve authentication security or usability [26]. For
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instance, users’ daily location traits can be trained and used to

detect anomalous use of smartphones. Banks detect financial

frauds in a similar way [19,22]. In a risk-based authentication

scheme [14], users may be allowed to use certain services

without using explicit authentication if they are logging in

from a secure location.

In 2014, Google launched an automatic phone unlock

scheme for Android called “Smart Lock” [1]. One of its

features allows users to freely select “trusted places” to au-

tomatically unlock phones, and keep them unlocked while

users are using their phones within secure locations that are

supposed to be safe from unauthorized access. Smart Lock’s

trusted places feature relies mainly on GPS to detect users’

trusted locations. As a result, Google estimates that phones

may remain unlocked within a radius of up to about 80 me-

ters (from the registered spot) [1] – specifying a fine-grained

indoor location area is almost infeasible. Users cannot cus-

tomize trusted location sizes – there is no option to reduce or

increase location sizes. Such limitations may raise security

and usability concerns for users, and discourage them from

adopting this scheme [20]. In this paper, we focus on this

specific notion of unlocking smartphones based on location

information – identifying key design requirements, gauging

real-world usability benefits related to reducing manual (ex-

plicit) phone unlock burden, and analyzing potential security

issues that could arise from freely allowing users to select

trusted places.

The use of location information to unlock phones implies

that we are treating this information – i.e., the physical secu-

rity offered by trusted locations – to provide a comparable

security level to those provided by existing screen unlock

schemes. This assumption could potentially put smartphone

users at severe risks of phone breaches. For instance, a user

with low-security awareness might register public locations

such as cafes or sports facilities for convenience. An adver-

sary who manages to steal that phone would be able to easily

unlock it by just going near those locations.

We first conducted an interview study with 18 partici-

pants to understand users’ perceptions and expectations on
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location-based smartphone authentication. We then developed

a location-based screen unlock application for Android based

on the design requirements identified from the first study, and

conducted a real-world field study with 29 participants. The

reason we developed our own application was to reuse the

Smart Lock concepts (since this is the only known real-world

application) while also providing support for indoor location

detection based on WiFi RSSI information. After obtaining

informed consent, we asked the participants to install our

application on their own phones and use it for three weeks;

we logged the participants’ real-world usage behaviors. The

key observations made from analyzing this data and paper

contributions are summarized below:

• We identified security and usability requirements for de-

veloping location-based authentication systems through

the first study: these requirements include the need to sup-

port fine-grained indoor location registration, and allow

users to select and adjust location coverage sizes. The field

study results confirmed that people indeed register indoor

locations (e.g., homes and offices), and choose different

location sizes.

• Using a fully functional application (implemented based on

the requirements), we conducted a three-week field study

to collect real-world usage data. Our findings indicate

that the location-based automatic unlock feature would be

immensely beneficial – the participants, on average, were

able to reduce about 36% of their explicit unlock attempts.

• Even though the participants were free to delete all loca-

tions during the study (and go back to manual unlocks), 28

out of 29 participants continued using at least one location

throughout the study. During the post-study interview, 22

participants said that they would continue using our ap-

plication due to the automatic phone unlock convenience.

These observations highlight the usability benefits.

• Worryingly, we identified two critical security issues: (1)

many users have a tendency to register insecure locations

(defined as locations that are vulnerable to unauthorized

phone access) – 52 out of 65 registered locations were con-

sidered potentially insecure; and (2) regardless of whether

locations are considered secure or insecure, the participants

preferred to select large location coverage sizes.

2 Related work

The concept of using location information for authentication

was first introduced by Denning and MacDoran [7]. The key

idea is to use a user’s physical location information as an addi-

tional factor to verify the validity of log in requests. Numerous

existing studies [14, 19, 22] have applied this idea to improve

authentication security by verifying users’ known locations.

For example, banks may compare users’ phone locations

and the payment terminal locations to detect frauds [19, 22].

Daniel et al. [14] proposed a location-based risk assessment

framework to facilitate automatic adjustment of required au-

thentication factors (steps) based on risk levels.

Several studies [4, 10, 15, 18] have demonstrated that users’

physical location traits can be unique and be used to identify

users. Fridman et al. [10] demonstrated that device location

information could be used to identify users – using GPS coor-

dinates as the main classification features, they were able to

identify users with an FAR and an FRR below 0.1 and 0.05,

respectively. Agadakos et al. [4] proposed a location-based

authentication method that analyzes proximity information be-

tween users’ phones and paired IoT devices. Two recent stud-

ies [5, 16] proposed phone theft detection techniques based

on the use of acoustic signals to measure physical distance

between users and phones. Li et al. [16] used frequency-

modulated carrier waves to measure physical distances. Chen

et al. [5] used information about users’ motions to improve

the accuracy of measuring distances.

An accurate algorithm for determining users’ locations is

essential in implementing location-based authentication. Sev-

eral studies (e.g., [6]) discussed the use of wireless (e.g., WiFi)

signals to identify device locations. Hilsenbeck et al. [13]

presented a fusion approach using sensors: they were able to

track a user with 1.52m accuracy 50% of the time, and 4.53m

accuracy 90% of the time. Shu et al. [25] presented another

fusion approach using magnetic and WiFi signals to achieve

3.5m accuracy 90% of the time. Abbas et al. [3] proposed a

deep learning-based indoor localization technique to achieve

2.38m accuracy 50% of the time in a university building. Such

techniques focus on developing classification models for accu-

rate location detection. In this paper, we implemented a fully

working indoor location-based authentication solution that

does not require special hardware or a fingerprinted wireless

signal map.

Mehrabi et al. [20] investigated how users perceive Smart

Lock and its trusted places feature [1]. Their surveys, how-

ever, primarily focus on understanding why people are willing

to use or not use the trusted places feature. We dived deep into

understanding users’ specific functional needs and expected

behaviors to derive application design requirements. More-

over, through the field study, we investigated the real-world

effectiveness of location-based automatic unlock schemes and

identified security issues that need to be mitigated.

3 Requirement Study

3.1 Methodology
As the first step, we conducted a semi-structured interview

study to understand users’ perceptions and expectations with

respect to the use of trusted physical locations to unlock their

phones implicitly. We recruited 18 participants who are aged

18 years or older by posting advertisements on online notice

boards at a university as well as selectively recruiting people

from local communities based on their age and work expe-
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riences to ensure that overall demographic proportions are

similar to those presented in [2]. Two moderators together

ensured that all of the interview questions were asked and con-

sistently understood by the participants. Each study session

took about 20 minutes on average to complete, and partici-

pants were compensated for their time with a USD 10 gift

card. All interviews were recorded and transcribed.

As for all open-ended questions, we applied structural cod-

ing techniques [17] [24] to identify responses to each inter-

view question on transcripts, and 24 topic codes were identi-

fied through thematic coding. One researcher was the primary

coder, responsible for creating and updating the codebook.

The other two researchers independently coded interview tran-

scripts, revised the codebook, and resolved disagreements. Af-

ter resolving coding disagreements, we achieved inter-coder

agreement of 89% Cohen’s Kappa [9].

The participants were informed that participation is volun-

tary and confidential, and they have the right to terminate the

study without penalty. We asked for their permission to audio-

record entire interview sessions. The ethical perspective of

the requirement study was validated through an institutional

review board (IRB) at a university.

Before asking questions, the interviewers explained the

basic concept of registering trusted locations, and using those

registered locations to automatically unlock phones. We bor-

rowed the exact instruction phrase from Smart Lock, which

says “Add location where device should be unlocked.”

We then asked participants three simple questions about

how this authentication service would work in practice (e.g.,

“What happens to your phone when you physically move to
a place that you already registered as a trusted location?”)

to ensure that all participants had an adequate level of under-

standing of this concept before the interview. For those who

answered any of the three questions wrong, we spent more

time explaining this concept until they were comfortable with

it.

The interview questions are as follows: The first question

we asked was “Provide a list of places that you would register
as a trusted location and explain why.” We then asked the

participants to “Select a size (that defines the area in which
their phones would remain unlocked) for each of your trusted
locations, and explain why.” The participants were also asked

to explain what would be a tolerable setup time (i.e., time

taken to register one location), battery consumption level, and

location detection accuracy.

Before conducting the interview, we conducted a pilot study

with 3 participants and used their feedback to revise the study

structure, interview questions, and guidelines.

3.2 Results

3.2.1 Demographics

We interviewed a total of 18 participants. 10 out of 18 were

females, and the average age was 39.1 (σ = 11.6). 9 par-

ticipants had a university degree, and 6 participants had a

master (or doctoral) degree. 13 participants said they unlock

their phones many times an hour. 15 participants said they

store sensitive or confidential information on their phones.

9 different occupations were reported with “personal care

and service occupations,” “student,” “education, training, and

library occupations,” and “management occupations” being

the top ones. Only one participant used Smart Lock and

registered home as a trusted place. To demonstrate the repre-

sentativeness of the samples, we compared the age, gender,

and education distributions against the US smartphone pop-

ulation reported in [2]. We used Fisher’s exact tests to show

that there are no significant differences in age (p = 0.26),

gender (p = 0.64), and education (p = 0.18) distributions.

The details of demographics are summarized in Appendix

A. We performed data collection and analyses concurrently

until we reached theoretical saturation. Figure 1 shows the

code saturation results. There are no new codes between 17th

and 18th participants. The number of codes reported in the

requirement study is 23 in total.
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Figure 1: Code saturation results. “Accuracy” indicates un-

lock accuracy expectations; “Security” indicates security ex-

pectations; “Setup” indicates setup time; and “Trust location”

indicates trust location considerations.

3.2.2 Trusted Location Considerations

The first question we asked was “What physical locations or
places would you register as trusted locations and allow your
phone to be unlocked automatically? Explain why.” Table 1

shows different types of physical locations that the partici-

pants consider as trusted, and provides the number of times

each location was mentioned. 6 out of 18 participants men-

tioned three different locations, 9 participants mentioned two

different locations, and 3 participants mentioned one location.

Unsurprisingly, “home” was the most frequently mentioned

trusted location, followed by “office,” and “my room.”

As for the reasons for selecting trusted locations, we iden-

tified 7 different codes. Note that some participants provided

multiple reasons. The most frequently cited reasons were

private space and frequently visited place, each of

which was mentioned by 7 participants. P1 mentioned “my

room” and the privacy it offers:
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Table 1: Types of trusted locations, and counts for each lo-

cation type. Rows “One,” “Two,” and “Three” refer to the

number of locations that each participant mentioned as trusted

locations; for instance, row “Three (6)” indicates there were

six participants who each mentioned three different locations.

# Locations (# Participants) One (3) Two (9) Three (6) Total (18)
Home 3 8 5 16
Office 0 7 3 10
My room 0 1 4 5
Office desk 0 1 1 2
Lecture room 0 0 2 2
Church 0 1 0 1
Bathroom 0 0 1 1
Cafe 0 0 1 1
Gym 0 0 1 1
Total 3 18 18 39

“My room... It’s completely my own space. Even if
I’m at home, there are things that I do not want to
share with my family..” (P1)

Another frequently cited reason was spend a lot of
time, which was mentioned by 3 participants. P12 men-

tioned “home,” because he spends most of the time at “home”,

and would like the phone to remain unlocked while he is

at “home.” P16 specifically mentioned that she registered

“church” because she believes it is a trustworthy place.

3.2.3 Trusted Location Sizes

The participants were asked “If you were able to specify a
radius of a circle to indicate the size of a trusted location
you mentioned earlier, what would be a radius size that you
prefer? Answer in meters.” This question was designed to

gauge users’ preferences with respect to specifying trusted

location coverage sizes.

Table 2: Numbers of preferred trusted location coverage sizes

in meters for each location type.

Location 1–3m 4–6m 7–9m 10–12m 13–15m

Home 2 2 4 8 0

Office 1 6 2 1 0

My room 3 2 0 0 0

Office desk 2 0 0 0 0

Lecture room 0 0 0 1 1

Church 0 0 0 0 1

Bathroom 1 0 0 0 0

Cafe 0 0 0 0 1

Gym 0 0 0 0 1

Total 9 10 6 10 4

Table 2 shows the coverage sizes that users preferred for

each location type. Smaller sizes, less than 6 meters, were

mostly preferred for individual rooms and offices. P6 said

he would like the phone to remain unlocked only when he

is working at the desk. Larger sizes, larger than 7 meters,

were preferred for homes. P3 mentioned that she trusts the

entire space of her home and does not mind the phone being

unlocked in her home. As for all the public (freely accessible)

locations that were mentioned (lecture room, church, cafe, and

gym), the participants preferred larger sizes – this observation

raises potential security concerns. These observations indicate

that location-based authentication services should allow users

to select different location sizes.

3.2.4 Setup Time

To gauge what range of setup times users are willing to toler-

ate when registering trusted locations, we asked “What do you
consider to be an adequate time taken to register one trusted
location (answer in seconds or minutes)?” The average setup

time the participants were willing to tolerate was 3.2 minutes

(σ = 2.5). 7 participants emphasized that setup times need to

be short. One response was:

“About one minute. If the setup time is too long I
will not use it.” (P6)

Two participants mentioned that the setup times should be

similar to that of setting up other unlock options like patterns

or PINs. Here is a quote from P14:

“I don’t want to use up more time than what I would
normally spend setting up a pattern.” (P14)

3.2.5 Unlock Accuracy Expectations

To understand users’ location detection accuracy expectations,

we asked “A location-based authentication error occurs when
it fails to unlock your phone when you physically move to a
registered trusted location. How many failures out of 10 at-
tempts are you willing to tolerate before stopping the use of a
location-based authentication service?” 2 out of 18 partici-

pants mentioned they would not tolerate any unlock failure.

6 participants said they would tolerate just one failure. P9

mentioned:

“..it’s impossible to have zero failure.. one [out of
ten] failure would not be that inconvenient..” (P9)

4 participants mentioned that they would tolerate two fail-

ures. 2 participants were willing to tolerate three failures. 4

participants said they would tolerate five or six failures. P14

was willing to tolerate 5 failures:

“..five.. current unlock methods also frequently fail
anyway..” (P14)

Overall, we observed a wide range of failure tolerance

levels among the participants, ranging between 0 to 6 (out of

10 unlock attempts) failures. However, the majority of the

participants expected one or two failures.
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3.2.6 Security Expectations

Similarly, to understand the participants’ security expecta-

tions, we asked “A location-based authentication security
failure occurs when it fails to lock your phone after physically
walking away from registered trusted locations. How many
security failures out of 10 attempts are you willing to tolerate
before stopping the use of a location-based authentication
service?” The participants were more strict with security: 6

out of 18 participants mentioned that they would not tolerate

any security failure. P17 mentioned:

“Because this technology is about automatically
unlocking my phone, it needs to guarantee high
[location detection] accuracy..” (P17)

9 participants said they would tolerate one or two security

failures. However, there were more participants (compared to

those who were unwilling to tolerate any unlock failure) who

expected no security failure.

3.2.7 Battery Use

To understand what level of battery use the participants are

willing to tolerate, we asked “How much battery use are you
willing to tolerate before stopping the use of a location-based
authentication service?” The distribution of responses indi-

cates that tolerable battery usage percentage per day mainly

ranged from 5 to 15%. (see Appendix B).

3.3 Requirements

Based on the above observations, we summarize key design

requirements that must be considered upon designing a usable

and secure location-based authentication service:

1. Indoor locations. Many participants expressed their prefer-

ences to register indoor locations such as rooms and offices

as trusted locations – the first requirement is that a service

should allow users to register indoor locations as trusted

locations.

2. Multiple locations. Except for one participant, everyone

expressed the preference to register two or more trusted

locations. The second requirement is that a service should

allow users to register more than one trusted location.

3. Adjustable location sizes. The participants expressed dif-

ferent location coverage preferences. The third requirement

is that a service should allow users to choose different loca-

tion coverage sizes and adjust them individually.

4. Setup time. Based on responses about tolerable setup times,

the fourth requirement is that users should be able to register

a single location within 3.2 minutes.

5. False rejection rates and false acceptance rates. The

majority of the participants said they were willing to tolerate

one or two security/lock failures for every ten lock attempts

(phones remaining unlocked when users move away from

trusted locations). This error rate is referred to as false

acceptance rates (FARs). Similarly, most were willing to

tolerate one or two usability/unlock failures for every 10

unlock attempts (phones remaining locked when users try to

use them inside trusted locations). The error rate is referred

to as false rejection rates (FRRs). Such tolerable lock or

unlock failure levels need to be satisfied at the minimum.

6. Battery use. The participants were willing to tolerate be-

tween 5 to 15% use of battery during daytime for running a

location-based authentication service.

3.4 Limitations
In the requirement study, a small number of participants may

not be sufficient to enumerate all possible codes to under-

stand the requirements for location-based authentication. To

address this issue, we tested whether code saturation was

reached with two separate coders.

Moreover, the participants could have possibly misunder-

stood some of the questions/terms because all participants

except one participant who has used Smart Lock did not use

any location-based authentication scheme before the study.

For example, the term of trusted location can be differently

interpreted by each participant. To keep the chances of such

misunderstanding low and ensure consistency, we had two

researchers interviewing together in the requirement study

and conducted a pilot study before the requirement study to

resolve the ambiguity and misconceptions surrounding the

terms and questions.

Since our studies were designed to use self-reported data,

our results inherently depend on the participants’ honesty

and knowledge. We mitigated this limitation by conducting

the field study with a fully working Android application that

supports location-based authentication.

4 Field Study Application Design

As the next step, we implemented a fully functional location-

based authentication application that follows the phone

lock/unlock paradigms introduced through Smart Lock yet

also contains new features that we identified as important

through the first study. We used this application to conduct a

field study and analyze users’ real-world usage behaviors.

4.1 Design Overview
We named our location-based smartphone authentication ap-

plication “Loclock”. Because the GPS technology alone is not

sufficient to support the first “indoor locations” requirement,
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Figure 2: Overview of Loclock.

we also used WiFi information – more specifically, signal

strengths of nearby access points – to create fingerprints for

indoor locations. To satisfy the “adjustable location sizes”

requirement, we designed Loclock to support three different

location coverage sizes. Since we cannot guarantee meter-

level location detection accuracy, we provide three coverage

options that users can choose from: 0 to 5 meters, 5 to 10 me-

ters, and 10 or more meters. Figure 2 shows the architectural

overview of Loclock.

Data Collector. To satisfy the “battery use” requirement,

we tried to minimize the number of sensors used for collecting

data. We collect accelerometer sensor data, GPS data, and

the WiFi “received signal strength indication” (RSSI) values

from nearby access points. GPS data are used for large area

(usually outdoor) detection, and WiFi RSSI values are used

for more fine-grained indoor area detection. Accelerometer

data are used for context detection.

Context Detector. The accelerometer data are used to de-

tect when a phone is sitting idle on a specific place (e.g.,

desk). We use this contextual information to determine when

to stop or start collecting WiFi RSSI values because contin-

uous and frequent WiFi RSSI collection would use up too

much battery. For instance, when a user leaves her phone

on her desk, there is no need to collect WiFi RSSI values

frequently while the phone is sitting idle on the desk. We

measured battery consumption levels in a lab setting for in-

tensive and less intensive battery use scenarios. The intensive

battery use scenario collected all sensor data and WiFi signals,

but the less intensive scenario collected sensor data only. Our

evaluation results showed that the first scenario consumed

about 9 percent per hour, while the less intensive scenario

consumed about 3 percent per hour.

Location Detector. This component detects whether a

phone is inside a registered location coverage area. As the

first step, GPS information is used to determine whether a

registered location is inside a large coverage area. To avoid

unnecessary battery drain, in the case when the phone is in-

side the large coverage area, it collects WiFi RSSI values from

the nearby access points of the current location and compares

them against pre-stored (upon trusted location registration)

RSSI values. WiFi RSSI values could be sensitive and dif-

ferently measured under various environmental conditions.

When a user stores the RSSI values for a trusted location

during the trusted location registration process, we found that

one minute is reasonable to collect a sufficient number of

RSSI values while satisfying the “setup time” requirement.

Loclock uses the average value for each access point to avoid

the bias by some outlier RSSI values. The lower Euclidean

distance between current WiFi RSSI values and pre-stored

RSSI values (upon trusted location registration), the closer

the current location is to a registered trusted location. We set

a distance threshold to determine whether the phone is inside

a trusted location coverage area: if a distance value is lower

than the threshold – this indicates that a given location is a

trusted location – the phone will be unlocked. We empirically

determined the optimal threshold.

User Service. This component allows users to configure

PIN, pattern, or password as a screen unlock scheme. Users

must set up at least one scheme before using Loclock. Such

schemes are used to unlock phones when users are not inside

trusted location coverage areas, or when Loclock fails to

unlock phones inside trusted locations. This component also

provides the user interface for users to register, modify, or

delete trusted locations.

4.2 Lock/Unlock Failure Rate Evaluation
To demonstrate that Loclock can achieve tolerable failure

rates as described in the “FRR and FAR” requirement, we col-

lected WiFi RSSI datasets from three different locations (two

office buildings and one university laboratory) using Loclock

and evaluated the lock and unlock failure rates with varying

threshold values. We provide a summary of the evaluation

results in Appendix C.

For each of the two coverage sizes, 5 and 10 meters, we

measured three sets for FRR and FAR, fixing FRRs to 10, 20,

and 30% – this would give us three specific RSSI threshold

values that guarantee those three FRR rates – and measuring

three FARs based on the three threshold values. At both

FRR 10 and 20% threshold values, the FARs were contained

around 20%. The half total error rates (HTER), computed by

averaging FARs and FRRs, are all below 20% when FRRs are

fixed at 10 and 20%. Referring back to the “FRR and FAR”

requirement (willing to tolerate one or two out of 10 failures),

these FRR/FAR results indicate the field study participants

would likely experience tolerable error rates.

5 Field Study

We designed the second field study based on the observations

from the requirement study. The majority of the participants

hypothetically selected at least two different trusted locations,

mentioning various indoor location types ranging from homes

to public places like cafes or gyms. Through the field study,
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we wanted to investigate what type of trusted locations are reg-

istered in the real world, and gauge how useful the application

is in reducing users’ manual phone unlock burden.

Some of the public locations mentioned by the participants

like cafes or gyms seem to be insecure with respect to prevent-

ing unauthorized phone access. It was our objective to analyze

security implications of allowing users to freely register unlim-

ited number of trusted locations, and select different location

coverage sizes. By implementing an application based on

the identified requirements (see Section 3.3), we also wanted

to validate the relevance of those requirements. The ethical

perspective of the field study was validated through an IRB at

a university.

5.1 Methodology

We recruited 30 participants who are aged 18 years or older,

and own a phone with Android 8.0 or below1. However, one

participant dropped out on the second day of the study. There-

fore, we performed our analyses on the 29 participants who

completed the study. We posted advertisements for recruit-

ment on online notice boards at a university and selectively

invited people from local communities based on their age

and work experiences to ensure that the overall demographic

proportions are similar to those presented in [2]. To achieve

strong ecological validity, we asked the participants to install

our Loclock Android application (described in Section 4) on

their own phone, and use it for 3 weeks. The participants were

compensated for their time with a USD 200 gift card. All user

interactions with Loclock (e.g., registering trusted locations,

location size adjustments), WiFi data, GPS data, phone lock,

and unlock events were logged. To comply with the ethical

expectations of IRB, we collected all the data, removed their

personally identifiable information, and stored them in an en-

crypted database. Moreover, only the three researchers who

were approved by the IRB committee had access to the data.

Before starting the study, the participants were informed

about the purposes of the study, provided with instructions,

and asked to sign a consent form. They were also informed

that participation is voluntary and confidential, and they can

terminate the study without penalty. We asked them to submit

their demographics information and install Loclock on their

phones. We explained that their phones would be automati-

cally unlocked when they move to registered trusted locations.

We asked participants to turn off their current lock options

for the study and switch to using the lock options provided

by Loclock during the 3-week study period. We informed the

participants that the only change in phone security configura-

tion is that biometric lock mechanisms will not be available

and that PIN/patterns/passwords can be used the same way.

We then explained how trusted locations could be registered,

removed, and modified (size changes). To ensure that the

1The WiFi scanning API was depreciated from Android 9.0.

(a) Location registration (b) Size adjustment

Figure 3: Loclock setup screen.

participants fully understood how Loclock works, we thor-

oughly explained all the features available and asked them

to explain those features again. We also explained how an

explicit unlock method, PIN, pattern, or password, can be

registered on Loclock2. Loclock automatically locks a user’s

phone when the user carries it far away from a registered

trusted location; the user should then use an explicit unlock

method to unlock the phone. The setup screen of Loclock is

illustrated in Figure 3. Users can freely remove or adjust the

size of a registered trusted location.

Participants were instructed to register and remove trusted

locations freely, and select and adjust trusted location sizes

based on their needs. However, since the field study is about

analyzing the participants’ behaviors with respect to using

location-based authentication, we asked the participants to

register at least one trusted location at the beginning of the

study and use it at least until the 10th day (half of the study

duration) – the intention was to collect sufficient data for

meaningful analysis. We explained that they could freely re-

move registered locations after the 10th day if they wanted to.

After the 10th day, we sent out a reminder email, informing

the participants that they could freely remove any of the reg-

istered locations and discontinue using Loclock. To ensure

compliance, we disabled the “remove” button until the 10th

day. However, to handle cases where the participants acci-

dentally register unwanted locations, we enabled the remove

button just for an hour after initial location registration and

disabled it after an hour.

Finally, a closure email was sent after 3 weeks, notify-

ing the participants to revisit and participate in a short post-

interview. We first asked the participants to explain their

reasons for registering trusted locations, removing registered

trusted locations, and selecting location sizes. For each of

the registered trusted locations, we then asked the following

scenario-based question to help categorize whether a selected

location is secure from unauthorized access: “Think about
who could access your phone if it was left unattended for 10
minutes in that registered location. Is there someone who

2Loclock does not support biometric-based unlock options like finger-

prints or face detection.
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should not have access?” If a participant said there are in-

dividuals who should not have access, we classified it as

an “insecure” place; otherwise, we classified it as a “secure”

place. We then asked the participants how they feel about

the ease and time taken to register trusted locations. We also

asked their feelings about the overall security and usability

of using Loclock to unlock their phones. A five-level Likert

scale was used to answer those questions. We helped them

to uninstall Loclock. At the end of the interview, we asked

“Do you want to continue using location-based authentication
after the study?”

Before conducting the field study, we performed several

rounds of pilot studies with three people to fix bugs and ad-

dress unclear instructions and descriptions.

5.2 Results
5.2.1 Demographics

15 out of 29 participants were female. The participants’ aver-

age age was 39.4 years (σ = 12.6). 12 participants graduated

high school, 7 participants had a university degree, and 6

participants had a master (or doctoral) degree. 14 different

occupations were reported with “student,” “secretary,” and

“teacher” being the top ones. To demonstrate the representa-

tiveness of our demographics, we compared the distribution

of age, gender, and education information with the US smart-

phone population reported in [2]. The Fisher’s exact tests

did not show significant differences in age (p = 0.97), gender

(p = 0.85), and education (p = 0.28). We note that the field

study participants were entirely disjunct from the require-

ment study participants. The details of demographics are in

Appendix D.

5.2.2 Registered Trusted Locations

To satisfy the field study objectives described above, we an-

alyzed all trusted locations registered by participants during

the entire 3 weeks. Table 3 shows the trusted locations that

remained at the end of the study. Participants initially regis-

tered 43 locations on the first day and additionally registered

30 locations (see Table 4). However, the total number of

registered locations finally decreased from 73 to 65 because

8 trusted locations were removed after the 10th day.

As shown in Table 3, 21 participants (72%) registered two

or more locations as trusted locations. Among all participants,

“home” was the most frequently registered trusted location;

the second most frequently registered location was “office,”

and the third was “my room.” These results are consistent with

the findings from the interview study (see Table 1). Since

“my room,” “living room,” “bathroom,” and “kitchen” are also

part of “home”, “home” seems to be the most representative

trusted place for location-based authentication.

Interestingly, 6 participants registered “church” as a trusted

location. Although the numbers were small, some participants

Table 3: Trusted locations remaining at the end of the study,

and counts for each location type.

# Locations Zero One Two Three Four Five Six Total
(# Participants) (1) (7) (13) (3) (3) (1) (1) (29)
Home 0 0 10 2 2 1 0 15
Office 0 3 5 2 2 1 0 13
My room 0 3 4 1 1 0 0 9
Church 0 0 4 2 0 0 0 6
Sports facility 0 0 1 1 1 2 1 6
Living room 0 1 2 1 1 0 0 5
Lecture room 0 0 0 0 1 0 2 3
Bathroom 0 0 0 0 2 0 0 2
Cafe 0 0 0 0 0 1 1 2
Hospital 0 0 0 0 1 0 0 1
Kitchen 0 0 0 0 1 0 0 1
Library 0 0 0 0 0 0 1 1
Subway station entrance 0 0 0 0 0 0 1 1
Total 0 7 26 9 12 5 6 65

also registered other public locations such as “sports facility,”

“cafe,” “library,” “hospital,” and “subway station entrance.”

These observations are also consistent with the first study

results (see Table 1).

Table 4: Numbers of trusted locations registered each day of

the field study.

Day 1st 2nd 3rd 4th 5th onwards
Total

since 2nd
Home 11 4 0 1 1 6
Office 8 1 3 1 0 5
My room 6 2 0 0 1 3
Church 5 1 0 1 1 3
Sports facility 1 3 0 1 1 5
Living room 7 0 0 0 0 0
Lecture room 1 1 1 0 0 2
Bathroom 0 0 0 1 1 2
Cafe 0 0 0 1 1 2
Hospital 1 0 0 0 0 0
Kitchen 1 1 0 0 0 1
Library 1 0 0 0 1 1
Subway station entrance 1 0 0 0 0 0
Total 43 13 4 6 7 30

Table 5 shows the number of trusted locations that were

removed after the 10th day by each location type. Eight lo-

cation types, “office,” “my room,” “sports facility,” “lecture

room,” “cafe,” “bathroom,” “subway station entrance,” and

“hospital” were never removed. A common characteristic be-

tween the location types that were removed – “home,” “living

room,” “church,” “library,” and “kitchen” – is that they were

places that could be occupied and used by other people as

well. One participant (P20) initially registered two locations

but removed both of them after the 10th day. When we asked

why, P20 said it was simply due to curiosity. P5 initially reg-

istered four trusted locations but removed three locations. P5

said that she registered “church” because there was just one

occasion where she had to stay for an entire day, and removed

it after that day. P5 also explained that she removed “living

room” because “my room” was registered to cover more than

10 meters, and “my room” alone was already covering the

living room area as well.
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Table 5: Columns “One,” “Two,” and “Three” refer to the

number of trusted locations that were removed after the 10th

day; for example, row “Two (1)” indicates there was one

participant who removed two trusted locations.

# Locations One Two Three Total
(# Participants) (3) (1) (1) (5)
Home 0 1 1 2
Office 0 0 0 0
My room 0 0 0 0
Church 0 1 1 2
Sports facility 0 0 0 0
Living room 1 0 1 2
Lecture room 0 0 0 0
Bathroom 0 0 0 0
Cafe 0 0 0 0
Hospital 0 0 0 0
Kitchen 1 0 0 1
Library 1 0 0 1
Subway station entrance 0 0 0 0
Total 3 2 3 8

5.2.3 Trusted Location Sizes

Next, we analyzed the sizes of trusted locations that remained

at the end of the study. Table 6 shows the number of registered

sizes for each location type. “5–10m” (54%) was the most

frequently selected location size, followed by “> 10m” (45%).

Only one instance of “my room” was registered with a size

smaller than 5 meters. Even for “my room,” “5–10m” (78%)

was the most preferred size. These observations indicate that

regardless of location types, the participants’ preferred sizes

are greatly divided into “5–10m” and “> 10m.”

Table 6: Numbers of remaining trusted location sizes for each

location type, counted at the end of the study.

Location 0–5m 5–10m > 10m

Home 0 6 9

Office 0 6 7

My room 1 7 1

Church 0 2 4

Sports facility 0 4 2

Living room 0 5 0

Lecture room 0 0 3

Bathroom 0 1 1

Cafe 0 2 0

Hospital 0 1 0

Kitchen 0 1 0

Library 0 0 1

Subway station entrance 0 0 1

Total 1 (2%) 35 (54%) 29 (45%)

Worryingly, a large portion of public locations was regis-

tered with sizes larger than 10 meters (11 out of 20 public

locations), which does raise security concerns about some

users’ size preferences. For instance, 4 out of 6 “church” lo-

cations were registered to be larger than 10 meters in size. P8

added “subway station entrance” with the largest coverage

area, explaining that he always checked the subway arrival

time before entering the station and wanted the phone to be

unlocked automatically at that moment. About 42% of the

reasons behind size selection was a general one: “to choose

a location size that sufficiently covers my daily phone us-

age trails.” No participant mentioned security as a reason for

choosing a certain location size.

5.2.4 Adjusting Trusted Location Sizes

9 participants made one attempt to change the trusted location

coverage meters. Interestingly, 8 of those 9 size adjustments

involved increasing the coverage meters; just one adjustment

led to a decrease in coverage meter from “> 10m” to “5-10m.”

Figure 4 visually demonstrates size adjustments. Blue arrows

show adjustments leading to size increases, and red arrows

show adjustments leading to size decreases.

Figure 4: Size adjustments of trusted locations.

Seven participants explained that they changed location

coverage size because previously chosen size was small, and

did not fully cover selected locations. Two participants said

that they changed location sizes just out of curiosity.

5.2.5 Visit Frequency and Duration

To examine the characteristics of trusted locations, we ana-

lyzed the number of times each trusted location was visited

during the 3 weeks across all the participants, then computed

cumulative distribution function (CDF) based on the number

of visits for all registered trusted locations (see Figure 5(a)).

(a) Number of visits (b) Visit duration (hours)

Figure 5: CDFs computed on the total number of visits and

visit duration for all registered trusted locations.

Figure 5(a) shows a significant proportion of the trusted

locations were infrequently visited: over 40% of the locations

were visited just 10 times or less during the 3 weeks.

We also computed CDF for the total visit duration in hours

during the 3 weeks across all registered trusted locations (see

Figure 5(b)). Again, it is evident that a significant proportion

of the registered locations were locations where the partici-

pants did not spend much time. The participants spent 20 or

fewer hours in about 45% of the registered trusted locations.

These two observations indicate that some users would regis-

ter places where they do not visit frequently or places where

they do not necessarily spend much time.
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(a) P15 (b) P2

Figure 6: Partial map view (250 by 250 meters) of where the

phone was used.

5.2.6 Number of Unlock Attempts

We logged the GPS and WiFi data for all locations where

the participants’ phone screens were turned on. We assumed

that turning on the phone screen implies the intention to

use it. Under this assumption, to measure the reduction of

explicit unlock attempts, we counted the number of times a

phone screen was turned on while the phone was unlocked

by Loclock. On average, the participants tried to use their

phones 44.9 times a day. This number is similar to the daily

phone unlock attempts (39.9) reported in reported in [11].

Based on our assumption we counted the occurrences of

ACTION_SCREEN_ON, which checks whether phone screens

are turned on or activated. Considering that the actual number

of unlocking attempts may be lower than the number of screen

activation – 47.8 vs. 83.3 per day as demonstrated by [12] –

the number of unlock attempts that we present may have been

overestimated.

Figure 6 visualizes some locations where P2 and P15 un-

locked their phones – green dots represent places where Lo-

clock automatically unlocked phones as trusted locations,

and red dots represent places where Loclock did not unlock

phones. The blue unlock image represents where trusted lo-

cations were registered. Shading patterns indicate the inside

of buildings. Figure 6(a) is a partial view of P15’s use of the

phone, showing that he or she hardly used the phone near

the registered trusted location. In contrast, Figure 6(b) shows

that P2 used the phone frequently near the registered trusted

location. While P2 was using the phone in this area, Loclock

would have automatically unlocked his or her phone many

times.

Figure 7 shows the ratios of phones being unlocked au-

tomatically. The x-axis represents the participants, and the

y-axis represents the ratio of the number of times a partic-

ipant’s phone was unlocked automatically with Loclock to

the total number of unlock attempts. On average, Loclock

reduced manual unlock attempts by 36% (σ=17%) – this is

shown as the dashed line in Figure 7. About 25% reduc-

tion occurred from homes, and 8% occurred from offices.

20 out of 29 participants benefited from reducing more than

30% of manual unlock attempts. The largest reduction (first

Figure 7: Distribution of the ratios in which phones were

unlocked automatically through Loclock.

participant) in manual unlock attempts was 71%: from that

71%, 49.8% auto-unlock occurred from “home,” and 20.5%

occurred from “my room.” The smallest reduction (last par-

ticipant) was just 5%: this participant did not register home

or office as trusted locations.

5.2.7 Security of Registered Locations

Based on the unauthorized access scenario question and re-

sponses (see Section 5.1), we labeled a given registered lo-

cation as “insecure” if a participant said her phone can be

accessed by unwanted individuals (who should not have ac-

cess); otherwise, we labeled it as “secure.” Surprisingly, based

on this labeling method, 52 out of 65 registered locations were

considered insecure. Table 7 shows the number of secure and

insecure locations. All public places (e.g., library or sports

facility) were considered “insecure” except for one instance

of church registration. Interestingly, 12 “home” were con-

sidered “insecure”; four “my room,” two “living room,” and

two “bathroom” were also considered insecure, indicating

that insider threats [8, 21] may exist. Even after learning that

those 52 locations are exposed to potential unauthorized ac-

cess, the participants wanted to continue using 45 of them to

automatically unlock phones mainly due to “phone unlock

convenience” (31) or “low (perceived) likelihood of phones

being attacked” (14). As for the 13 locations considered

secure, 11 of them were “home” related locations.

Table 7: Counts for secure and insecure locations.

# Locations Secure Insecure Total
Home 3 12 15
Office 1 12 13
My room 5 4 9
Church 1 5 6
Sports facility 0 6 6
Living room 3 2 5
Lecture room 0 3 3
Bathroom 0 2 2
Cafe 0 2 2
Hospital 0 1 1
Kitchen 0 1 1
Library 0 1 1
Subway station entrance 0 1 1
Total 13 52 65

As for the location coverage sizes, regardless of whether

locations are considered secure or insecure, the participants
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preferred selecting sizes larger than 5 meters in radius (p =
1.00, Fisher’s exact test). These results are summarized in

Table 8.

Table 8: Secure and insecure locations and coverage sizes.

Location 0–5m 5–10m > 10m Total
Secure 2 6 5 13
Insecure 8 23 21 52

5.2.8 Post Study Survey Results

Location registration difficulty. As part of the post study

survey, we asked the participants about their feelings toward

the easiness of registering a trusted location. The participants’

responses are summarized in Figure 8. About 86% felt that

it was easy to register trusted locations, and there was no

participant who felt it was difficult.

0% 86%14%Participants

100 50 0 50 100
Percentage

1 (Very difficult) 2 3 4 5 (Very easy)

Figure 8: Easiness of registering trusted locations.

Time taken to register trusted locations. We also asked

how the participants felt about the time it took for them to

register trusted locations. Note, the time taken to collect and

store WiFi RSSI values is one minute. Their responses are

summarized in Figure 9. About 48% of the participants felt

that the time taken to register trusted locations was fast. 21%

felt that it was slow.

21% 48%31%Participants

100 50 0 50 100
Percentage

1 (Very slow) 2 3 4 5 (Very fast)

Figure 9: Fastness of registering trusted locations.

Security of Loclock. We asked how the participants felt

about the security offered by location-based authentication;

their responses are summarized in Figure 10. About 62%

of the participants felt that using Loclock was secure; only

7% felt that it was insecure. The low reported FARs (1% on

average) are one explanation as to why the participants may

have felt that Loclock was secure to use.

7% 62%31%Participants

100 50 0 50 100
Percentage

1 (Most insecure) 2 3 4 5 (Most secure)

Figure 10: Security of using Loclock.

Convenience of Loclock. We also asked how the partic-

ipants feel about the convenience associated using Loclock

to automatically unlock their phones. Their responses are

summarized in Figure 11. About 59% of the participants felt

that Loclock was convenient to use. The common reason was

because of its automatic unlock capabilities. P15 mentioned

that he wants to continue using Loclock even after the study.

10 participants felt that it was inconvenient. 7 of those 10

had to deal with unintended termination of Loclock due to

insufficient memory or communication errors at some point

during the study, and mentioned this as the main reason. Two

participants mentioned “no support for fingerprint scanner.”

Only one participant mentioned battery drain as the reason.

34% 59%7%Participants

100 50 0 50 100
Percentage

1 (Most inconvenient) 2 3 4 5 (Most convenient)

Figure 11: Convenience of using Loclock.

Intentions for future use. Finally, the participants were

asked whether they would continue to use Loclock. 22 out of

28 participants said “yes,” indicating “phone unlock conve-

nience” as the main reason. As for the 6 participants who said

“no,” the main reason for not willing to use it in the future was

“concerns about information leakage.”

5.3 Limitations

We made it mandatory to register at least one trusted location

and use it for the first 10 days. Also, Loclock does not support

biometric-based authentication options. These constraints

may have affected the ecological validity of the field study. To

study the effects of having previous biometric authentication

experience, we divided the field study participants into two

groups: 16 participants who were using at least one biometric

scheme prior to the study and 12 participants who were not

using any. We analyzed the statistical differences between the

two groups. As for the number of registered locations, we did

not find any significant difference between them (p = 0.82,

Mann-Whitney U test). However, as for the location coverage

sizes, we did find a significant difference between the two

(p < 0.001, Fisher’s exact test). One possible explanation is

that those who were previously using biometric schemes tried

to minimize the burden of using passwords (for the study) by

selecting large location coverage areas.

Loclock was not optimized for location detection accuracy

and battery use. Also, its GUI was not optimized for usabil-

ity. All of these limitations may have affected the way the

participants felt about the overall security and usability of

Loclock.

As explained above, while measuring the benefits of re-

ducing the number of explicit unlock attempts we counted

the number of times phone screen was activated – we could

have overestimated the manual unlock benefits due to this

limitation.
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6 Discussions

6.1 Security Concerns

The results from the interviews and field studies raise two

important security concerns: (1) people tend to add a vari-

ety of insecure locations (52 out of 65 registered locations

were considered insecure by our definition) and are willing to

continue to use them even after becoming aware of potential

unauthorized phone access threats, and (2) a significant pro-

portion of such insecure locations are added with the largest

coverage areas (larger than 10 meters). Moreover, some par-

ticipants added locations where they spend a small amount of

time as trusted locations – many of them being public places

exposed to phone theft. All of those observations indicate

that location-based authentication schemes could expose new

security threats that adversaries may exploit. For instance, if

an adversary has some information about a victim’s location

history, the adversary could try to steal the victim’s phone, go

near a pre-registered trusted location, and access the phone

contents without having to guess PIN or pattern. An insider

could try to access phone contents when the victim leaves the

phone unattended inside a registered trusted location. Such

threats could compromise the entire phone security and need

to be mitigated carefully.

To mitigate them, location-based authentication systems

need to be designed to help users adequately understand the se-

curity risks associated with adding certain locations or choos-

ing large sizes. For instance, we could ask a similar phone

access scenario question (see Section 5.1) while adding a

new location, and help users become aware of any unwanted

access that might occur. Current Smart Lock implementa-

tion provides a simple guide for users to add their homes as

trusted locations (“Keep device unlocked at Home”) without

informing users about the possibility of insider threats. Again,

security risks related to insider threats need to be conveyed

before offering recommendations to add homes.

However, such mitigation strategies might not be sufficient

(as observed from Section 5.2.7) if users still select and use

insecure locations, thinking that threat likelihood is low or

focusing merely on the usability benefits. Therefore, we

believe more protective measures need to be deployed with a

location-based authentication scheme: for instance, one could

design it so that phones must first be unlocked with an explicit

unlock scheme – it would then stay unlocked within a detected

trusted location. Since most usability benefits came from

homes and offices, another security measure could disallow

the registration of any other location. Infrequently visited

locations could be deleted automatically after notifying users.

6.2 Usability

Our field study results show that the participants were willing

to continue to use Loclock. As described in Section 5.1, after

the 10th day, we informed the participants that they could

freely remove all registered locations and use manual unlock

instead. Just one participant (out of 29) stopped using Loclock

after the 10th day. Table 4 and 5 show that the number of

registered locations increased from 43 to 65 during the 3-week

period. Through the use of Loclock, the participants managed

to reduce about 36% of manual unlock attempts (mostly used

at homes or offices) – demonstrating clear usability benefits

(and usefulness) of location-based authentication schemes.

As shown in Section 5.2.8, 21% of the participants felt that

the trusted location registration process was slow. The cur-

rent Loclock implementation required the participants to wait

for a minute to collect WiFi RSSI values but the entire one

minute data might not be necessary to maintain the reported

accuracy. Future design should consider shortening this setup

time (e.g., to 30 seconds) while trying to maintain similar

level of detection accuracy.

One participant mentioned the battery drain issue and said

Loclock was inconvenient to use because of its heavy battery

usage. Although the background logging services contributed

to more battery being used, overall, its battery use was far

greater than the tolerable levels mentioned in the require-

ments. Since continuous WiFi sensing is a battery-intensive

operation, future work should look at other possible indicators

that would help identify a physical location and use less bat-

tery; e.g., detecting the presence of known (previously paired)

Bluetooth devices.

Even though the reported FARs and FRRs were small,

we imagine that real-world error rates may be higher. A

recent study [23] demonstrates that it is important to pro-

vide a well-designed user-in-the-loop user experience so that

users can manually deal with inaccuracies. Following their

design guidelines, we may give users the ability to adjust the

threshold based on their preferences to reduce error rates.

7 Conclusion

Through interviews and a field study, we identified essential

requirements for building usable and secure location-based

authentication services: users prefer to register fine-grained

indoor locations and adjust location coverage sizes. Using a

location-based authentication application, the participants, on

average, were able to reduce 36% of explicit authentication

attempts, demonstrating clear usability benefits. Most of the

participants continued using the automatic unlock feature

despite being informed that they could stop using it and return

to manual unlocks. However, the field study findings also

revealed that people tend to register insecure locations due

to convenience or perceived low likelihood of phones being

attacked in those locations. Even after being informed about

potential phone access threats, most of the participants said

they would continue using insecure locations. Such risks

would probably exist in commercialized services like Smart

Lock, and need to be mitigated.
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A Demographics in the Requirement Study

Table 9 presents the demographics of the participants in the

requirement study.

Table 9: The demographics of the requirement study.

Gender
Female 10 (55.6%)

Male 8 (44.4%)

Age
19–24 2 (11.1%)

25–34 5 (27.8%)

35–44 6 (33.3%)

45–54 2 (11.1%)

55–64 3 (16.7%)

Education
Less than high school 0 (0.0%)

High school 3 (16.7%)

Professional School 0 (0.0%)

University (Bachelor’s) 9 (50.0%)

Master of PhD 6 (33.3%)

Other 0 ( 0.0%)

Occupation
Managers 3 (16.7%)

Professionals 2 (11.1%)

Clerical Support Workers 4 (22.2%)

Service and Sales Workers 3 (16.7%)

Craft and Trades Workers 1 (5.6%)

Machine Operators 1 (5.6%)

Elementary Occupations 0 (0.0%)

Students 3 (16.7%)

Self-employed 0 (0.0%)

Unemployed/Retired/Disabled 1 (5.6%)

B Tolerable battery consumption

Table 10 shows the distribution of participants’ responses in

the requirement study. We can see that tolerable battery usage

percentage mainly ranged from 5 to 15%.

Table 10: Tolerable daily battery usage levels.

Battery usage 5–10% 10–15% 15–20% 20–25% Total
Frequency 9 6 1 2 18

C Lock/Unlock Failure Rate Evaluation

C.1 Methodology
Using the Loclock application installed on a Samsung Galaxy

S8 phone, we collected WiFi RSSI values from 3 locations.

For each location, we created a grid layout with one meter

spacing between two grid points, covering the entire floor

space. At every grid point, we collected RSSI values for one

minute. The first data collection took place at a single floor

in a small office building (L1) – its size is 46 by 10 meters;

the number of collected BSSIDs ranged from 100 to 120.

Similarly, the second location was a single floor in another

office building (L2) – its size is 55 by 20 meters; the number

of collected BSSIDs ranged from 15 to 20. The last location

was a university laboratory (L3) that consists of 14 computer

desks – its size is 11 by 7 meters; the number of collected

BSSIDs ranged from 60 to 80.

After creating meter-by-meter RSSI maps for the three loca-

tions, respectively, we physically moved to a central position

in the grid for each location, and registered that central spot

as a trusted location starting point using Loclock. WiFi RSSI

values, collected for a minute, were then used to compute

the pre-stored trusted location RSSI vector. Using the meter-

by-meter RSSI maps and pre-stored trusted location RSSI

vectors, we measured unlock failure and lock failure rates for

different trusted location coverage areas.

C.2 Evaluation Results
We measured lock and unlock failure rates of Loclock. Lock

failure rates represent “false acceptance rates” (FAR) that

measure the error rates reflecting the number of times a phone

accidentally unlocks itself when a user is not inside a trusted

location coverage area. This error rate is associated with the

security of Loclock since the user’s phone would be unlocked

automatically in unknown (potentially untrusted) environ-

ments. Unlock failure rates represent “false rejection rates”

(FRR), measuring the error rates for when a phone does not

unlock automatically when a user has physically moved to a

trusted location coverage area. This error rate would affect

the usability of Loclock since users would have to unlock

their phones manually.

Table 11: Lock and unlock failure rates of Loclock.

Coverage 5m 10m

FRR 10% 20% 30% 10% 20% 30%

FAR

L1 20.0% 13.8% 11.3% 23.0% 14.9% 9.1%

L2 13.2% 9.8% 6.4% 3.8% 1.8% 1.2%

L3 20.9% 19.6% 16.1% - - -

HTER

L1 15.0% 16.9% 20.7% 16.5% 17.5% 19.6%

L2 11.6% 14.9% 18.2% 6.9% 10.9% 15.6%

L3 15.5% 19.8% 23.1% - - -

For the two locations (L1) and (L2), we measured FRRs

and FARs for two trusted location coverage sizes: one with

a circular coverage radius of 5 meters and another with a

coverage radius of 10 meters. As for the third location (L3),

the university laboratory, we only evaluated error rates for 5

meter radius coverage because its size is 11 by 7 meters. For

each coverage area, we measured three sets for FRR and FAR,

fixing FRRs to 10, 20, and 30% – this would give us three

specific RSSI threshold values that guarantee those three FRR
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(a) L1 (radius of 5 meters) (b) L1 (radius of 10 meters) (c) L2 (radius of 5 meters) (d) L2 (radius of 10 meters) (e) L3 (radius of 5 meters)

Figure 12: Measuring phone unlock rates with varying trusted location coverage areas (5 and 10 meters) in small office building

(L1), large office building (L2) and small university laboratory (L3).

Figure 13: Changes in Euclidean distance while moving away

from the originally registered spots in each of the three loca-

tions.

rates – and measuring resulting three FARs based on the three

threshold values. These FRR and FAR results are summa-

rized in Table 11. As the results show, at both FRR 10 and

20% threshold values, the FARs were contained around 20%

(except for L2 that went as high as 23%). The half total error

rates (HTER), computed by averaging FARs and FRRs, are

all below 20% when FRRs are fixed at 10 and 20%. Referring

back to the “unlock/lock failures” requirement (willing to

tolerate one or two out of 10 failures), these FRR/FAR results

indicate the next field study participants would likely experi-

ence reasonable and tolerable error rates. Further, Figure 12

shows the phone unlock rates in L1, L2, and L3, measuring

the number of times the phone would be unlocked within the

radius meters shown in the x-axis. The dotted vertical red

lines show the coverage radius, 5 and 10 meters, respectively.

We note that the change in WiFi RSSI values is not only de-

termined by physical distances between access points and a

user’s phone; there are other factors such as physical barriers

between phone and access points – the unlock rate results do

not always decrease linearly based on varying distances (mov-

ing away from registered spots), and guaranteeing meter-level

accuracy with just RSSI values would be infeasible. Figure

13 shows how the Euclidean distance (ED) values change

with varying distances for each of the three locations. Each

of the three lines in the graph represent the three different

locations, and how ED changes differently based on their

physical characteristics. As for L3, the sudden jump in ED is

caused by walking out the laboratory door.

D Demographics in the Field Study

Table 12 presents the demographics of the participants in the

field study.

Table 12: The demographics of the field study.

Gender
Female 15 (51.7%)

Male 14 (48.3%)

Age
19–24 4 (13.8%)

25–34 7 (24.1%)

35–44 6 (20.7%)

45–54 8 (27.6%)

55–64 4 (13.8%)

Education
Less than high school 0 (0.0%)

High school 13 (44.8%)

Professional School 3 (10.3%)

University (Bachelor’s) 7 (24.2%)

Master of PhD 6 (20.7%)

Other 0 (0.0%)

Occupation
Managers 0 (0.0%)

Professionals 3 (10.3%)

Clerical Support Workers 8 (27.6%)

Service and Sales Workers 2 (6.9%)

Craft and Trades Workers 0 (0.0%)

Machine Operators 0 (0.0%)

Elementary Occupations 0 (0.0%)

Students 10 (34.5%)

Self-employed 2 (6.9%)

Unemployed/Retired/Disabled 4 (13.8%)

Current unlock methods
Password 4 (8.9%)

Pattern 22 (48.9%)

PIN 2 (4.4%)

Finger 15 (33.4%)

Face 1 (2.2%)

Knock Code 1 (2.2%)
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Abstract
Password composition policies (PCPs) set rules that are in-
tended to increase the security of user-chosen passwords. We
conducted an online survey and investigated the employee-
facing authentication methods of 83 German companies and
the extracted 64 PCPs. We compared the password policies
to recommendations proposed by institutions and related
work. We found that many companies still require several
character classes to be used as well as mandating regular
password changes. Short and complex passwords are more of-
ten enforced than alternative mechanisms, such as minimum-
strength requirements, that related work found more usable.
Many of the policies were in line with recommendations given
through the German Federal Office for Information Security
(BSI). At the same time, there is high heterogeneity in the
reported elements. Based on a selection of the main elements
(password age, complexity, minimal length), at most seven out
of the 64 PCPs are identical. The company size does not seem
to play a significant role in the configuration of the PCPs.

1 Introduction

Passwords as a security measure are the daily reality of users
working with computers, and even with technologies like
FIDO2, they will likely stay for a while. It is well known
that users sometimes choose weak passwords regarding their
security effect. Websites and companies thus try to prevent
this by using password composition policies (PCPs). These
policies constrain the passwords users can choose, e.g., by
preventing commonly chosen passwords. However, poorly
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Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
without fee.
USENIX Symposium on Usable Privacy and Security (SOUPS) 2021.
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chosen PCPs can be detrimental to usability and security
[34]. A large body of work looks at PCPs in end user-facing
websites, e.g., [15, 30, 31, 38], and how users cope with PCPs,
e.g., [23, 26, 29, 33]. In this paper, we look at this topic from
the view of those who manage PCPs. We conducted a survey
with IT staff from 83 German companies. We focused on
employee-facing PCPs since their passwords often protect
accounts of great value for hackers (e.g., espionage or access
to large amounts of user data).

To help companies with the creation of PCPs, organizations
like the American NIST (National Institute of Standards and
Technology) [22], OWASP (Open Web Application Security
Project) [2] or the German BSI (Bundesamt für Sicherheit
in der Informationstechnik, the German Federal Office for
Information Security) [6] provide guidelines. To analyze if
and how these guidelines affect the creation of PCPs, we sur-
veyed what PCPs our participants used for company-wide
user accounts or company email accounts and what informa-
tion sources they used during the creation of the PCPs. We
also surveyed what their experiences and perceptions of the
PCPs is. We found a very heterogeneous set of PCPs with a
surprising number of creative and unique PCP elements.

In this paper, we

• give an overview of the PCP landscape of 83 German
companies.

• look at possible influences on and of PCPs.

• compare the identified PCP elements with recommenda-
tions.

The rest of the paper is structured as follows: First, we
give an overview of relevant related work regarding PCPs and
their effects on the resulting passwords, then we describe the
methodology of the study, followed by the results, discussion,
and directions for future work.
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2 Related Work

There is a large body of literature on various aspects of pass-
word authentication. In the following section, we discuss
previous work that is most relevant to our study. First, we
give a short overview of the analysis of existing PCPs on
websites, followed by the effects of different PCPs on end
user behavior. Finally, we give a summary of guidelines given
by organizations like NIST or the BSI.

2.1 Analysis of Existing Password Composi-
tion Policies

In 2010, Florêncio et al. [21] examined the password policies
of 75 websites, including top, high and medium traffic sites
as well as banks, universities and government sites. They cal-
culated the minimum strength of each password policy using
the cardinality of the minimum character set required and the
minimum length given in the policy. Afterward, they analyzed
if different characteristics correlate with stronger password
policies but found no correlation between the website’s size,
the number of users, or the frequency of attacks. Instead, they
noted a strong inverse correlation between password policy
strength and sites that accept advertising and sponsored links.
The authors hypothesized the necessity of those websites to
have high usability to keep users on their site.

Mayer et al. [28] replicated and extended this study in 2016
by analyzing the password policies of the same websites as
visited by Florêncio et al. and additionally investigating a cor-
responding sample of German websites. They noted that the
average strength of the password policies had grown signifi-
cantly in the US, except for websites that display third-party
advertisements. In all samples, inverse correlation was found
for users visiting a website with a clear competitor regard-
ing their service. While comparing the password policies of
German websites and those from the US, the authors noted a
much smaller median of policy strength on German websites,
with especially weak policies on banking websites.1

2.2 Effect of Password Policies on Usability
and Password Strength

Komanduri et al. [27] studied password strength and user sen-
timent across four password composition policies in 2011.
For this, they invited 5000 people to participate in an online
study where participants had to create a password that they
had to recall two days later. The policies requested a certain
length (8 vs. 16 characters) either alone, with an additional
complexity requirement, or the non-existence of dictionary
words in the chosen password. They found that participants
across all conditions used at least 2.2 digits, while symbols

1It should be noted, though, that the login for costumers is protected by
rate-limiting. Further actions need to be approved by a second factor [8].

mainly were used if a policy requested to do so. Also, requir-
ing a high complexity led to passwords with a higher entropy
than other policies. At the same time, high complexity and
the ban of dictionary words made password creation more
complicated, with only 17.7% of participants being able to
create a password in one try compared to the 52 to 84 %
with other policies. The authors noted a correlation between
storing passwords and the use of higher-entropy passwords.
Of the four tested password composition policies, the one
asking for at least 16 characters but not requiring anything
else seemed to be the best trade-off between usability and
security of the resulting passwords.

The same approach was followed by Kelley et al. [26]
in 2012, Shay et al. in 2014 [33] and 2016 [34] and Tan et
al. [35] in 2019. Kelley et al. [26] tested the effect of policies
of different lengths and complexities as well as the presence
of password blocklists, which varied in their size and com-
plexity. They found that larger and more complex blocklists
lead to stronger passwords. Shay et al. [34] examined 15 pass-
word policies by inviting 20,000 participants. Their password
composition policies included policies that required only a
minimal length or a length in combination with complexity or
a certain number of words. The authors found that requiring
a longer password with less complexity made it easier for
participants to create and recall them while being less likely
to be guessed. While experimenting with password blocklists,
they noted that substring blocklists made passwords more
secure without making recalling them more difficult. Policies
that only requested minimal lengths were found to be usable;
however, many of the resulting passwords were very weak.
Additionally, the authors found the frequently used PCP con-
sisting of a minimum of 8 characters and one character of each
character class to be less usable and secure than some other
tested policies. Based on their findings, the authors also gave
recommendations for service providers regarding password
composition policies.

Tan et al. [35] tested 21 policies, including composition
requirements, blocklist requirements (using different lists and
four different matching algorithms) and minimum-strength
requirements (i.e., the number of guesses needed). During
creation, a password meter showed compliance with the re-
quirements and gave additional hints on how to increase the
security once compliance was met. The study was completed
by 6477 participants. The authors found that character-class
requirements are annoying while simultaneously resulting in
passwords that can be easily cracked using state-of-the-art
password-cracking tools. They additionally saw usability dif-
ferences when comparing different blocklists and found no
benefit of requiring four character classes in addition to a
large blocklist. They recommend using a minimum-strength
requirement in combination with a length requirement and
rate the benefit of minimum-strength higher than blocklists in
protecting against offline attacks.

Ur et al. [37] asked 49 participants to create an account for
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fictitious banking, email, and news websites while thinking
aloud to understand common password patterns and users’
misconceptions about password strength. The authors found
that while some weak passwords were created consciously,
most were a result of misconceptions, e.g., that a “!” at the
end makes a password more secure or that hard to spell words
are securer than easy ones. Additionally, many participants
demonstrated misconceptions regarding possible attacks, be-
lieving that personal data as passwords is secure as long as
it is not known publicly. When confronted with policies that
required the participants to add numbers or symbols to their
password, which they had not included before, many simply
appended one to their password.

Inglesant et al. [25] let 32 staff members of two different
companies keep a password diary for one week and inter-
viewed them regarding the details of each password. They
found that the policies existing in 2010 were too complex,
which, in the worst case, harmed the (organizational) produc-
tivity.

In a study of passwords collected from over 25.000 mem-
bers of their university, Mazurek et al. [29] found the pass-
words of people who were annoyed by the complex password
composition policy to be weaker.

In 2010, Zhang et al. [39] examined whether password ex-
piration meets its intended purpose. For this, they analyzed
a data set consisting of 7700 accounts. They found that 41%
of the new passwords can be broken with knowledge about
previous passwords for the same account within seconds, and
17% of the accounts can be broken into with five online pass-
word guesses.

Similarly, Habib et al. [24] found that 67% of the partici-
pants from an online survey self-reported creating their new
password by modifying their previous one; most prominent
was capitalizing a letter, which was done by 30%. Still, ac-
cording to self-reports, regular password changes do not seem
to lead to weaker passwords. 82% of their participants agreed
that frequent password expiration secures accounts against
unauthorized persons.

Using a more theoretical methodology, Shay and
Bertino [32] presented an algorithm to simulate the effect
of policies on security. As input, it takes details of the pol-
icy (e.g., length, per-character entropy, expiration), details of
users (e.g., probability that a user remembers a seven-digit
password after seeing it for the first time) and details of the
service. With this, they offer administrators the possibility of
testing a PCP concerning various properties of their organiza-
tion.

Blocki et al. [14] presented an algorithm that takes a sam-
ple of users’ preferred passwords as input. Based on this, it
creates an ideal policy that maximizes the minimum entropy
of the resulting distribution of passwords.

2.3 Official Recommendations

Table 2 (Appendix) shows the recommendations for password
policies given by the American NIST [22] and the German
BSI [5]. A few months after we conducted this study, the
BSI changed their recommendations substantially in the area
of PCPs. We will thus refer to their recommendations that
were present during our study as “old”, and the revised BSI
recommendations as “new”.

NIST published very specific recommendations, for exam-
ple, regarding the minimum number of characters a password
should have (minimal length), the minimum number of charac-
ters a password should be allowed to have (minimal maximal
length), the number of character classes covered in a pass-
word (complexity), the time after which a password needs to
be reset (maximal age), which characters should be allowed
as part of the password (allowed characters) and which ele-
ments should be prohibited from usage (blocklist). On the
other hand, both BSI recommendations consciously keep the
recommendations vague to leave room for interpretation, for
example, by stating that passwords of suitable quality should
be chosen, without defining “quality”. The BSI guidelines use
as a basis the ISO 270012 and can be used as a help to imple-
ment it [12]. Additionally to the guideline, the BSI published
implementation notes [11] with examples on how the policies
could be built. The examples are based on a combination of
minimal length and character classes, e.g., length of 20 to
25 and two character classes, or length of 8 to 15 and four
character classes.

3 Methodology

To investigate the current state of password composition poli-
cies in German companies, we conducted a survey in late
2019 using Qualtrics [10].

The survey aimed at people who are responsible for PCPs in
German companies. The questionnaire was offered in German
and English since employees at this level can be from an
international context.

3.1 Survey Design

Since our target audience is usually very busy and extremely
hard to recruit for research purposes, we paid special attention
to keeping the survey as short as possible. Thus, our survey
was designed to take around ten minutes. Since the PCP
is a sensitive piece of information and we were concerned
that companies would not share them with us, we did not
collect any information that could identify the company and
any personal data from the person taking part in the study.
While this would have been interesting data, we did not want
to jeopardize either the company or our participants if our
systems were breached.
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Our survey, which can be found in Appendix A, was struc-
tured into three sections.

The first part asked whether the company uses a company-
wide account per user that is centrally managed, e.g., for log-
ging onto workstations, email, communications platforms,
and the like. If this was the case, we asked for the authen-
tication method(s) with which this account is secured, e.g.,
passwords, biometrics, or tokens. For those companies that
did not have such central accounts, we opted to study the
authentication methods for the company email accounts as
we were fairly certain that most companies would have such
a service. This way, we were able to include these companies
and observe possible differences in these application areas.

The second section included questions regarding the au-
thentication method(s) details, e.g., if a password composition
policy is used, who created the PCP, and asked for the PCP
itself. We encouraged participants to copy and paste their
policy if they were allowed. Further, we asked for our partici-
pants’ opinions on the authentication methods’ security and
usability.

The last section contained general information and demo-
graphic questions. As noted above, we collected only very
minimal demographic information.

3.2 Survey Testing

Since we set ourselves a strict time limit for the survey, it
proved challenging to formulate short enough questions to not
slow down the survey but also unambiguous enough to gather
useful data. The survey underwent five internal iterations, and
we conducted a pilot study with the VP of Security of a large
multi-national company and an administrator responsible for
a small organization. We integrated the feedback from the
pilot study into the final version of the survey.

3.3 Recruitment

We recruited our participants through several channels. The
most effective channel by far was a newsletter sent by the
BSI (n = 69 valid data sets of 83 valid data sets in total).
We also recruited via contacts of two german digital associa-
tions (Bitkom [1] and Cyber Security Cluster Bonn [4]) and
personal contacts.

Our survey was targeted at the person within the company
responsible for the authentication system and the PCP. Since
we had no way of contacting them directly, we clearly stated
that only these people could fill out the survey and requested
that the survey link be passed on to this person within the
company. As we offered opt-out options, we believe that an
accidental non-decision maker would have to have had mali-
cious intent to affect the results negatively. In total, 110 par-
ticipants took part. The participants were not compensated
for their time.

3.4 Data Quality

Since we expected a heterogeneous set of PCPs and asked
questions that are either sensitive or broad and thus may not
apply to every participant, we included “Other”, “I do not
wish to make a statement”, and “I do not know” options to
questions (see also Section 3.6 and Section 6). This way, we
wanted to prevent that the participants leave after facing a
question that they could or did not want to answer.

Before analyzing the data, we checked for duplicate com-
panies by using the company demographics and policies. We
saw nothing to suggest that one company participated more
than once. We also manually went through all the complete
answers and excluded one participant who gave answers in
the open texts, which led to the conclusion that they had not
understood the previous questions. We also excluded 25 par-
ticipants who had a completion rate lower than 50%. Most
(21) of them closed the survey after answering whether there
is a centrally managed account and, if so, what authentication
methods can be used to log in.

In the end, we were left with 83 complete, valid data sets,
and 77 policies.

3.5 Data Analysis

In our analysis, we separated the 77 password policies by
their usage for a centrally managed account (n = 64, in the
following called PWA for “Password Account”) and those
applying for email accounts (n = 13).

To analyze the PCPs, we used open coding as described
by Corbin et al. [19]. Even though the policies mainly were
enumerations of several elements and did not allow much
room for interpretation (with few exceptions like “no easy
passwords”), two researchers independently coded the poli-
cies to reduce errors. As suggested by Campbell et al. [16],
we developed a code book by separately coding a small set of
policies (n = 10) and comparing the codes. This then served
as a base for future codes. After coding all the remaining
policies independently, the codes were compared, and the
inter-coder agreement was calculated using Cohen’s kappa
coefficient (κ) [18]. Our agreement was 81.48. A value above
0.75 is considered a good level of coding agreement [20]. We
were able to resolve all conflicts.

We found a large set of possible properties concerning
a PCP which we used to categorize each PCP based on its
attributes (e.g., minimal length = 8 characters, minimal age =
1 day, maximal age = 90 days). We opted against calculating
the strength of the PCPs as done by Florêncio et al. [21], and
Mayer et al. [28], which only describes the theoretical size of
the possibilities. It is also acknowledged by Florêncio et al.
and Mayer et al. themselves that this is not a good metric to
calculate the resulting password strength.

However, we discuss compliance with recommendations
regarding PCPs from related work.
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This study contributes data with an exploratory approach
guiding to further research themes. Trends and interesting
data were only very rarely tested on statistical significance to
reduce the problems of multiple comparisons analysis.

When looking for statistical significance, we corrected the
results with the Bonferroni–Holm method, also taking tests
into account that we did but do not report. In the following
sections, the stated p is that after correction. Percentages are
reported rounded.

3.6 Ethics
The companies were asked details of their authentication
methods and policies, which could give indications of vulner-
abilities. To keep risks of exposure low, we did not collect
any information that could identify a company or individual.

If participants included their company’s name in one of the
free text fields, we anonymized the answer before analyzing
it. Additionally, the respondents were given an explicit option
to answer questions with “I do not want to answer”. Before
the survey began, there was an introduction to the study, and
participants had to consent.

The Research Ethics Board of our university reviewed and
approved our study.

4 Results

In the following section, we will present the results of the
survey. First, we present the demographics and the authenti-
cation methods used by the participating companies. This is
followed by an analysis of the present password composition
policies and their different components that respect to Table 2.
We conclude this section with an overview of the potential
impacts different authentication methods have.

4.1 Demographics
Table 3 (Appendix) shows the size (number of employees)
of the participating companies (n = 83) and the number of
desktop clients the participants had to handle.

We asked the participants what situations regarding their
emails apply to their companies. 60 (72%) stated that em-
ployees can access their emails outside the company network.
In 51 (61%) companies, emails can be accessed through a
web login. In 28 (34%) cases, the employees do not need to
know their password to access their emails, e.g., because of
pre-configured mail clients.

On average, it took the participants 11 minutes to complete
the survey.

4.2 General Authentication Setting
Of our 83 participants, 68 (81.93%) reported the use of com-
pany wide accounts of which all were secured at least with

passwords. Ten (12%) companies additionally made use of
biometric authentication (two face recognition, seven finger-
print and one palm vein recognition). One mentioned that
face recognition is allowed on mobile devices. 29 (35%) par-
ticipants stated that they use hardware tokens in addition to
passwords. Eight (10%) participants reported they offer au-
thentication with passwords, biometrics and tokens. Apart
from this, two (2%) participants mentioned (device) certifi-
cates.

15 (18%) of the surveyed participants do not use company-
wide accounts. These participants answered questions regard-
ing their companies’ email passwords. We will take a closer
look at these policies in Section 4.3.2.

4.3 Password Composition Policies

In the following, all presented results only refer to PCPs used
for the companies’ user accounts (for regular employees),
unless stated otherwise (n = 68).

63 (93%) of the participants stated that users are allowed
to set their own account password. Two (3%) mentioned that
the password is given to the user and cannot be changed by
themselves. We could not find any standing out property
of these two participants. In two (3%) cases, it is explicitly
mentioned that an initial password is generated by the system
and is changeable later; one company directly demands a
change.

From the 68 participants who use company-wide accounts,
we were able to extract 64 password composition policies.
The remaining participants did not define a policy but gave a
general description of how a policy could look. 59 (92%) of
the policies get enforced technically. In two of the four com-
panies, where this is not the case, participants mentioned that
they use awareness trainings for their employees to counter
the problem of common passwords.

Twenty-nine (45%) participants were part of the password
policy creation process and 15 (23%) stated that the PCP was
created by their predecessor.

As was expected based on the recruiting procedure, many
(55%) participants who were part of the creation process
of the password composition policy relied on the BSI as an
influence in the PCP creation process. Figure 4 (Appendix)
shows which other inspirations were used by our participants
who were part of the creation process. Some other sources
mentioned were ANSSI (French National Agency for the
Security of Information Systems), ISO 27001, or PCI DSS
(Payment Card Industry Data Security Standard). The option
“Expert Panels” did not concern any specific panel but was
given as a non-explicit, “consulting with experts”.
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Figure 1: Minimal character length of passwords (PWA). “n.a.”
means no answer was given

4.3.1 PCP Components

In the following section, we present which elements were
present in the PCPs that refer to companies’ user accounts.
For this, we follow the policy elements mentioned by official
recommendations, as summarized in Table 2. An overview
of the elements “minimal length”, “password age” and “com-
plexity” can be found in Table 4 in the Appendix.

Length Sixty-one (95%) companies use length require-
ments to ensure a secure password. While a minimum length
is widespread (54 companies, 84%), some participants also
mentioned fixed lengths (11%). However, the data for max-
imal and fixed length was not always clear, for example, in
case of participants who stated: “Password length 8. [...]”. In
these cases, we count them as minimal and maximal length. In
33 (52%) companies, the participants mentioned eight char-
acters to be their minimal password length. Eleven (17%)
companies require 10 characters and 9 (14%) participants
stated their minimal length to be 12 characters. Figure 1 gives
an overview of how many participants mentioned which min-
imal length.

Password Complexity The complexity of a password de-
pends on the number of character classes being used to create
the password. For this, five different character classes can be
used: uppercase letters (A-Z), lowercase letters (a-z), numbers
(0-9), special characters including the space character, as well
as the remaining Unicode characters that are alphabetic but
not uppercase or lowercase (e.g., Chinese symbols). The latter
one was only mentioned by one participant who indicated the
complexity to be “Windows Password complexity”, which
includes all Unicode characters; so in the following, we will
concentrate on the first four character classes.

Overall, 57 (89%) companies give constraints regarding the
complexity. Seventeen (27%) companies require their users
to build passwords using characters from all four classes. In
one case, two characters of each class were demanded, one
company requires a mixture between one or two characters
per class, and in the other companies, one character of each
class was sufficient.

Thirty-two (50%) participants mentioned that in order to
fulfill their policy, characters from 3 of the four classes need
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Figure 2: Password rotation cycle in days (PWA). “no” indi-
cates participants who explicitly mentioned not using expiring
passwords. “n.a.” means no answer was given

to be present in a password. Fifteen (23%) specified which
classes need to be covered, while 17 (27%) accepted a pass-
word as long as any three classes were present.

In five (8%) cases, participants stated that a complexity re-
quirement is in place but did not specify, how this requirement
looks.

Seven (7%) of our participants did not mention any require-
ments regarding complexity. However, none of them explicitly
mentioned not using one.

Password Age and Password History As suggested by
the BSI during the time of our study, 45 (70%) of our partic-
ipants stated to force their users to change their passwords
regularly. The top three rotation cycles were 90 days (34%),
180 days (14%) and 365 days (11%). Two participants ex-
plicitly mentioned not using a password expiration. While
the percentage for 90 days (34%) is similar to what Habib et
al. [24] found (28%), our peak at 180 and 365 days cannot
be found in their sample. All password rotation cycles can be
seen Figure 2.

Thirty (47%) participants reported a password history
to prevent users from reusing previously used passwords.
Twenty-seven (42%) of them check whether the passwords are
identical, whereas three (3%) companies require significant
changes, where it is, for example, not sufficient to increase a
number within the old password to be accepted. Most men-
tioned was a history of 10 passwords (14 %) and 24 or 5
passwords (6% each). Figure 3 shows how many participants
mentioned which number of previous passwords are stored.

When presented with the need to change their password
and not be allowed to reuse a certain amount of their last
passwords, users might counter this by changing their pass-
word several times in a row until they are allowed to use
their original password again [7]. Because of this, companies
use a minimal password age, as mentioned by 15 (23%) par-
ticipants, so that users cannot change their password within
this time period [7]. The minimal ages range from 24 hours
(eleven companies) to 14 days (one company).

Allowed Characters NIST [22] recommends allowing all
printing ASCII characters, the space character, and Unicode
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Figure 3: How many previously used passwords are not al-
lowed to be reused (exact match). (PWA) “n.d.” means no
detail was given but a password history was mentioned.

characters for user-chosen passwords. As most participants
only mentioned which characters are not allowed or which
classes should be covered, it is hard to draw reasonable con-
clusions about the allowed character sets. However, one partic-
ipant mentioned that a password needs to cover the “Windows
Password complexity”, which includes Unicode characters,
e.g., “from Asian languages” [9].

Blocklists Twenty-six (41%) participants affirmed the ques-
tion whether passwords were checked against common or
leaked passwords. However, we did not ask for details, so
we do not know how the comparison is made technically or
which lists are used for this purpose.

Rarely Encountered We also found several constraints,
which were only mentioned in at most three policies and were
constraints to particular cases. We believe some of these are
used since certain characters might break backend processing
or serve as substitute for blocklists (e.g., to prevent passwords
consisting of personal information such as nicknames). The
atypical constraints included: (1) No colloquial language of
any language, (2) No words of any language written back-
wards, (3) Certain special characters like e or umlauts, (4)
Not more than 2 characters or sequences in series, (5) The
last 20 passwords need to differ significantly from the new
password, (6) Not more than 2 characters which appear in the
same series in your name, (7) Not your license plate number.2

4.3.2 Additional Policies

In addition to PCPs, that define the user’s chosen passwords
on company accounts, some participants also mentioned ad-
ditional PCPs, such as those for administrator accounts.

All participants who do not use company-wide accounts
answered the questions regarding their email accounts.

We will present both extra sets of PCPs in the following
paragraphs. Be reminded that both sets are excluded from the
analysis above.

2While this was only mentioned by two participants, it is in fact mentioned
in the implementation notes offered by the BSI [11].

General Three participants mentioned two different pass-
word composition policies. Two of them applied stricter rules
if an account belonged to an administrator. In both cases,
the minimal length was increased to 16 characters (while
the regular accounts were required to use 12 respectively 10
characters).

One company requires its employees to use at least 20
character long passphrases for SSH and PGP/GPG keys.

Email Passwords Companies that do not use company-
wide accounts for their employees were asked about their
email passwords. We received 15 (18% of all responses) an-
swers and were able to extract 13 password composition poli-
cies. Though we did not ask whether the PCPs are given by
an email provider, six (46%) indicated that they were part
of the creation process. The primary influence was the BSI,
own knowledge, and expert panels (each one mentioned three
times).

The median minimal length mentioned by participants in
this group was 10 characters (range from 8 to 30 characters).
Three participants mentioned very large minimal lengths:
One (8%) needed 20 characters, and one (8%) only accepts
passwords if they are 30 or more characters long. Additionally,
the modes of the complexity were 3 and 4 character classes,
and the median of the rotation cycle was 180 days (range
from 180 to 365 days).

Interestingly, three of the email participants mentioned that
employees generate their passwords with a password genera-
tor, whereas only one participant from the account group said
so.

We also found one company that differentiated between reg-
ular and administrator accounts. They increased the minimal
length from 12 to 16 characters and decreased the maximum
age from 90 days for regular employees to 45 days for admin-
istrator accounts.

4.4 Effects of Authentication Methods
We asked participants how they rated password, biometric
and token authentication concerning their security and usabil-
ity impact and how often they encounter problems with the
systems (e.g., forgotten passwords or lost hardware token).
Additionally, we asked for their overall satisfaction with all
used authentication methods combined. Following related
work (Section 2), we assumed that unusable policies would
lead to more problems and eventually to a lower satisfaction
of the responsible person.

4.4.1 Influence on Security and Usability

Figure 5 (Appendix) shows what influences the use of the
PCPs (n=64), biometrics (n=10), and hardware token (n=29)
has on the sensed security and usability of the authentication
system as well as how often problems arise for each method.

USENIX Association Seventeenth Symposium on Usable Privacy and Security    23



It can be seen, according to the participants, passwords lead
to problems more often and form the lower bound of usability
and security.

However, when comparing the scores, one has to keep in
mind that biometrics and token were never used alone but
always in combination with passwords. As we first asked for
details about the password policies and only later for details
of biometrics and token, the observed scores of biometrics
and token may be compared to the security and usability of
passwords. When looking at the number of problems arising
from the authentication methods, tokens seem superior to bio-
metrics and passwords. This is similar to the results of Abbott
and Patil [13], who found token to have the second-highest
UX rating when comparing different 2FA mechanisms.

We could identify a negative correlation between the re-
ported impact on the security of the policy and the problems
with passwords (Spearman−ρ = −0.41294, p = 0.00938),
so the better the perceived security, the fewer perceived prob-
lems. The connection of the perceived user-friendliness and
the problems is not statistically significant after correction
(Spearman−ρ =−0.3339, p = 0.05125).

4.4.2 Satisfaction of Authentication Methods

We asked participants how satisfied they are with the present
overall authentication system. Figure 6 (Appendix) shows
the observed scores depending on whether a company offers
passwords alone or in combination with a token. Due to small
numbers, we excluded those participants using passwords,
biometrics, and token (n = 8 ) and participants making use of
passwords and biometrics (n = 2). It seems that participants
using passwords in combination with tokens are more satisfied
than participants using only passwords.

When concentrating on passwords, participants who stated
that they created the password composition policy on their
own had a median satisfaction of 4.00 (average: 3.41, sd:
0.95), while participants who were not part of the pass-
word policy creation had a median satisfaction of 3.00 (av-
erage: 2.94, sd: 0.92). This was not statistically significant
(Mann–Whitney U test: U = 624.5, p = 0.21824).

However, a negative correlation can be reported between
the number of problems with passwords and the satisfac-
tion with the overall authentication system (Spearman−ρ =
−0.38639, p = 0.01409); the fewer the problems, the more
satisfied were the participants.

4.5 2-Factor Authentication (2FA)

If the participants stated to use more than one mechanism
to authenticate accounts, we asked whether the methods are
used in combination, for example, for 2-factor authentication.
Of the 35 participants whose companies allow other meth-
ods than passwords, 18 stated that the methods are used as

multiple factors and five companies leave the decision which
method to use for authentication up to the employees.

5 Discussion

In the following section, we discuss the results. For this, we
first compare the PWA PCPs to recommendations given by
organizations like the BSI or NIST. This is followed by com-
paring the PCPs to recommendations and lessons learned
from related work. After this, we analyze factors that might
have influenced the PCPs when being created.

5.1 Compliance with Recommendations and
Usability

5.1.1 NIST and BSI

In the following section, we discuss and compare the pass-
word composition policies and their elements with recom-
mendations by NIST and the BSI, as seen in Table 2. We can
only compare elements that are concretely covered by the
corresponding guideline. The old BSI [5] recommendations
do not make concrete recommendations regarding the length,
complexity, or minimal password age and only require them
to be “sufficient”, or “appropriate”. The same applies to the
element “Quality”, which was introduced with the new BSI
recommendations [6] and is expected to be “appropriate”. As
the implementation notes [11] give concrete examples we
compare those to the policies.

We again want to point out that the old BSI recommenda-
tion included a password expiration period and a complexity
requirement during the time of the study. At the same time,
NIST did not have such requirements.

Anecdotally, one participant mentioned following guide-
lines given by the PCI DSS (Payment Card Industry Data
Security Standard) but does not consider it reasonable.

Length NIST recommends at least 8 characters for user cho-
sen passwords. Thirty-three (52%) policies exactly fulfill this
part and 57 (89%) require 8 or more characters. Three (5%)
companies go against this recommendation and require only
six characters.

We cannot make any statement on the minimal maximal
length of 64 characters mentioned by NIST. No participant
mentioned fulfilling this, but again, this does not mean that
the companies only allow shorter passwords.

Complexity NIST recommends not setting complexity re-
quirements in the form of character classes, while the old BSI
recommendation suggested using a “sufficient” complexity.
Fifty-seven (89%) participants mentioned complexity require-
ments, most often with the necessity to include three character
classes in the password, so the vast majority of the companies
were more in line with the old BSI recommendations than
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with NIST. In the newer BSI [6] recommendation, the explicit
mentioned need to establish mandatory rules of the require-
ment of some complexity was removed,3 and only included
that a password needs to have some level of “quality”. We
thus believe that our dataset can serve as a baseline for future
studies observing the development of policies in companies.

Independent of what a policy requires, Tan et al. [35] found
that users tend to include more character classes in their pass-
words.

Length and Complexity As mentioned before, the imple-
mentation notes of the BSI [11] give examples of how to com-
bine length and complexity requirements. There are two we
can use: First, a length requirement of 8 to 12 and 3 character
classes. Twenty-seven (42%) participants match this. Second
a length requirement of 20 to 25 and 2 character classes. None
of the reported policies is equal to that example.

Password Age At the time the study was conducted,
the BSI recommended regular password changes. Forty-
five (70%) companies follow this recommendation and force
users to change their passwords regularly. In contrast, NIST
updated their recommendations in 2017, in line with results
from research [39], and since advised against regular pass-
word change. Instead, a change should be forced whenever
there is evidence of a compromise [22]. The new BSI recom-
mendations are in line with this, but still recommend regu-
lar password changes, in case password cannot be checked
against compromises [11].

Two (3%) participants explicitly mentioned foregoing pass-
word rotation.

Regular password changes cause users to develop mecha-
nisms to make these changes less painful. These mechanisms,
in turn, can lead to new rules added to the policies. One exam-
ple of this are password histories, meaning users cannot reuse
a certain number of their passwords. While most companies
mentioned that the passwords as a whole are not allowed to
be reused, three (4.69%) participants mentioned that signifi-
cant changes are necessary. We did not ask for details of the
technical implementation. The naive solution for this would
be to store all passwords in plain text. This is obviously not a
good idea, and systems that can be used to mitigate this issue
have been proposed [17].

Another example of added rules due to a regular password
change are minimal ages for passwords where users are not
allowed to change their passwords within a specific period, to
prevent them from cycling through and going back to their
old password right away. However, this rule has the negative
side-effect that users cannot change their passwords even if
they assume it was compromised. Most likely, administrators
could still make changes to the users’ passwords instead of the

3Although the newer BSI [6] recommendations do not mention the com-
plexity requirement as a mandatory rule, rules making use of complexity and
length are used in the examples of the implementation notes [11].

users themselves, but it adds an additional step to the process.
Minimal ages were mentioned by 15 (23%) participants.

Since regular password changes can cause a number of
follow-up problems, it seems good that NIST and BSI no
longer recommend this, and it will be interesting to see how
and when companies adopt this change.

5.1.2 Recommendations from Related Work

As summarized in Section 2, Shay et al. [34] tested 15 PCPs
with over 20,000 participants. Tan et al. [35] tested 21 policies
with over 6000 participants. Both research projects examined
the strength of the policies by measuring the password guess-
ability and the usability by looking at the user sentiment, the
dropout rates, creation, and recall. Based on their findings,
they gave recommendations for service providers at which we
will have a detailed look in the following. It has to be noted
that their recommendations are based on only two studies,
and thus, further research is needed to explore the discov-
ered aspects further. Additionally, not all elements that we
discovered in the policies were studied or mentioned in the
recommendations.

Avoid Using Length-Only Requirements Some of the
tested policies by Shay et al. [34] only included length require-
ments. These policies seemed to be usable, and while some of
the resulting passwords were quite strong, many others were
very weak. Therefore, the authors suggest introducing further
requirements, even if the minimal length is high. When look-
ing at the three elements “minimal length”, “complexity” and
“maximum age”, we only found two participants who only
made statements about the length. One requested a minimal
length of 6 characters but demanded the password not to in-
clude parts of the username or character/number sequences.
The other company uses a minimal length of 12 characters and
also forbids easy-to-guess passwords. It has to be researched
what effect these additional elements have on the resulting
passwords.

Do not Concentrate on Character Classes Tan et al. [35]
included three policies that only contained length and com-
plexity requirements. They found that the resulting passwords
could be cracked with equal success rates, independent of
the number of character classes required in the password.
The authors conclude that users, at least when seeing a pass-
word meter, tend to choose longer and more complex pass-
words than required. When using a large blocklist, additional
character class requirements do not seem to have any pos-
itive effect. The authors also found that with the use of a
minimum-strength requirement, it is more usable to increase
the length requirement or minimum-strength threshold com-
pared to requiring more character classes to defend against
offline attacks. In our sample, 61 of the 64 companies that
also use a centrally managed user account and reported a pol-
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icy mentioned using a character class requirement. Twenty-
eight (46%) of them additionally mentioned to use blocklists.

If You are Using Comp8, Replace It. The PCP “comp8”
included at least 8 characters, a complexity of 4, and no dic-
tionary words. When testing this very common policy against
others, Shay et al. [34] found three other PCPs to be more
usable and more secure at the same time: “2class12” (minimal
length of 12 characters, complexity 2), “3class12” (minimal
length of 12 characters, complexity 3), and “2word16” (mini-
mal length of 16 characters, at least 2 words). Looking at our
sample, we find 10 (16%) participants who mentioned poli-
cies that match the “comp8” policy. Contrary, only four (6%)
participants make use of “3class12” and no policy matches
“2class12” or “2word16”. It is interesting to see that while re-
search offers good alternatives, many companies do not seem
to adopt them.

Blocklists Some of the policies tested by Shay et al. [34]
prohibited passwords from containing substrings from a pre-
specified list. They noted that this seemed to make creating
a new password more difficult. However, this did not apply
to the recall of passwords. Thus, they argue that including
substring blocklists in the PCP is suitable if passwords do
not expire too often. Tan et al. [35] found differences be-
tween different wordlists and matching algorithms (e.g. case-
insensitive). They recommend not combining blocklist and
character class requirements, especially when any password
is rejected that exactly matches one included in a public leak.

Of the participating companies, 32 (50%) either confirmed
whether they check the user-chosen passwords against com-
monly used passwords or mentioned to prohibit users from
using certain sequences in their passwords as, for example, the
company name, character/numerical sequences or dictionary
words. Twenty-five (78%) of them additionally require regular
password changes, that Shay et al. consider as an unfavorable
combination [34].

Twenty-eight (46%) companies used a blocklist in combina-
tion with complexity requirement, which is not recommended
by Tan et al. [35]. We do not have further insight into (a) what
lists were used nor (b) how the comparison takes place (are
numbers and digits included in a full string comparison / is
the comparison case-insensitive?). Since different implemen-
tations seem to affect the security of the resulting passwords,
but also on the time needed to create passwords, as found
by Tan et al. [35], we believe future work should look at the
actual implementation of blocklists within companies.

Minimum-Strength Requirements According to Tan et
al. [35], minimum-strength requirements (i.e., number of
guesses needed) are beneficial for password creation and,
at the same time, result in strong and easy to remember
passwords overall. When needing protection against offline
attacks, the authors recommend their so-called “1c12+NN10”

policy. In comparison to blocklist requirements, minimum-
strength policies seem to combine better protection with
improved usability.
None of our participants explicitly mentioned checking the
passwords against a guessing attack. 5 participants required
not to use “easy to guess” passwords. However, they did
not specify if and how this is checked. It could thus be that
the user is not supported fulfilling this rule. It remains to
be seen if and how this relatively new knowledge about
minimum-strength requirements will be applied in PCPs
within the following years.

Ur et al. [37] recommended supporting users in developing
good approaches for creating passwords and teaching them to
correctly judge their decisions regarding password strength
instead of creating PCPs that focus on character-class struc-
tures. Two of the participants explicitly mentioned awareness
trainings for their employees regarding passwords. We did
not ask about this explicitly, so there are probably more par-
ticipants who, in fact, use awareness trainings.
Inglesant et al. [25] studied the effect of the PCP of two dif-
ferent companies, from which one had a very complex policy.
It required their employees to use passwords consisting of
7 to 8 characters, a complexity of 3, no dictionary words,
not exchanging o with 0 or i with 1, an expiration of 120
days, and significant changes to the 12 previous passwords.
Many participants from this company expressed frustration
and negative feelings towards password creation and recall.
The authors note that the unusability arises from the com-
bination of complexity, regular password changes, and the
necessity to make significant changes to a previous password.
Even though they conducted the study 10 years ago, we still
saw many policies that have the potential to create user frustra-
tion as they consist of many elements that all have to be kept
in mind when creating the password (cf. section 4.3.1). We
hope that the revised BSI recommendations help in creating
more user-friendly password composition policies.

5.2 Factors
Before conducting the survey, we had two themes that we
assumed would influence the PCPs in companies:(1) com-
pany size: Tiefenau et al. [36] showed a significant difference
between small and large organizations regarding formal up-
date processes. We thus hypothesized that this difference
could also be seen in other areas. (2) the consulted recom-
mendations (e.g., BSI or NIST), as they differ in details (cf.
Section 2.3).

5.2.1 Size of Company

Table 3 shows that the amount of clients managed by the par-
ticipant grows with the company size based on the number of
employees. The amount of participants reporting a company-
wide account does not increase with the number of employees.
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Although the percentages at the two poles are clearly different,
the small number of companies per bin does not allow us to
draw conclusions. But we find that the use of a company-wide
account does not seem like something extraordinary, even for
small companies.

When separating the small and medium-sized companies
(G_small, n=23) from the big companies (G_big, n=40) ac-
cording to the definition from the EU [3], we do not see a
big difference in the PCPs. They do not vary much in terms
of the mean length (G_small = 9.8 vs. G_big = 8.95) or the
mean maximum age (G_small = 156.8 vs G_big = 141). We
also found no difference in the modes of the complexity when
simplified to only the number of required character classes
(1,2,3,4): G_small = 3 vs. G_big = 3.

5.2.2 Consulted Recommendations

As already touched in Section 4.3 and can be seen in detail in
Figure 4, the participants reported using different sources as a
basis for their policies. In 19 out of 29 cases, the participants
listed more than one source of information besides ’Own
Knowledge’, statements from the ’Other’ text field included.
2 participants reported only one institution besides ’Own
Knowledge’.

Slightly more than half of the participants who took part
in the creation of the PCP (16, 55%) used the BSI as a basis
for the policy. Fourteen of those were recruited via the BSI
newsletter, so that we might see a recruitment bias here.

When looking at the minimal length, we could not identify a
big difference between those who use the BSI as an inspiration
and were part of the creation process (G_BSI, n = 16) and
those who do not (G_nBSI, n = 13): We found a mean minimal
length of 10.5 characters for G_BSI and of 9.7 characters
for G_nBSI. Nevertheless, we saw deviating means for the
maximum age of passwords (225.00 days for G_BSI, 135
days for G_nBSI). The BSI guidelines suggested a regular
password change. The high number could be based on the
will to mitigate this measure but does not explain why the
mean number of days for G_nBSI is so low.

Potentially, this points to the need to further separate the
participants into groups classified by aspects like industrial
sector or based on a risk evaluation.

The mode of the complexity is 3 for both groups.

5.2.3 Self-Made Policies

During analysis of the data, we found that a higher amount
of policies that require a minimal length of 8 characters were
mentioned by participants who were not part of the creation
process. (31% in selfmade vs. 69% in not-selfmade). Overall,
the mean minimal length of the not-self-made PCPs is also
slightly lower (10.1 characters vs. 8.5 characters). A possible
explanation might be the time a policy was created and official
recommendations during those times.

Most (24 of 29) of the participants who helped create the
policy reported having based the policy on ’Own Knowledge’.
Future research should investigate this further as it is open to
discuss whether this is a situation of “writing your own crypt
library” or not. It should be noted that the used Software often
provides options for policies, and so this probably heavily
influences the policies (e.g., through default values).

PCPs of participants who were part of the creation process
contained more elements when compared to the PCPs of
participants who stated that they were not involved. This
mainly included forbidden password elements as not using
the username or license plate numbers. This may be an artifact
of the methodology (e.g., recall bias).

While it is tempting to see a causal relationship here, be
aware that the hypotheses around the self-made aspect are
build from the data, so this phenomenon should be investi-
gated in a separate study.

5.3 Heterogeneity
One of the main observation we made is that there is large
heterogeneity in the landscape of PCPs, that we reported in
Section 4.3. All PCPs used for company-wide accounts ar-
range in the area of 6-15 characters minimum (with a clear
peak at a minimal character length of 8, Figure 1), an expi-
ration range from 30 to 365 days (with two peaks at 90 and
180 days, Figure 2) and a password history of 3 to 24 pass-
words (with a peak at a history of 10, Figure 3). Yet we only
found two PCPs that were identical concerning all mentioned
elements as password history, forbidden words, etc. As this
could be an artifact of our methodology, as discussed in sec-
tion 6, we focused on the most common combinations of the
three elements “complexity requirement”, “minimal length”
and “password rotation” as well as the number of PCPs that
mentioned this combination (cf. Table 1). As mentioned in
Section 4.3.1, some participants specified which character
classes need to be covered in case they had the complexity
requirement “3 out of 4”. We merged all of them for Table 1
and only looked for the number of required character classes.
Using the three elements, we found 41 out of 540 (9 different
minimal lengths * 10 different maximum ages * 6 different
numbers of required character classes (1 to 4, not stated, un-
specific) possible combinations in the PWA policies

6 Limitations

Our study, like most surveys, has several important limita-
tions.

The participants were invited over the newsletter sent by
the BSI. Therefore, most of our participants are likely to be
already interested in security-relevant topics. As the partici-
pation was voluntary and not remunerated, this effect is even
heightened. As already stated in Section 3.3, we do not know
for sure whether the participants were responsible for the
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Complexity Min. Max. Age Policies
At least one char Length

3 classes 8 90 days 7
4 classes 8 90 days 5
3 classes 10 90 days 4
4 classes 8 n.a. 3
3 classes 8 180 3
4 classes 12 n.a. 2
4 classes 10 90 2
3 classes 8 60 2
3 classes 8 365 2
3 classes 8 n.a. 2
3 classes 12 365 2

Sum: 34 of 64

Table 1: Most common PCP element combinations of com-
plexity (at least one character of each class), minimal length
and maximal age.
Policies gives the number of policies that showed this element
combination. All other combinations only occurred once in
the data set.

PCPs. It is also possible that multiple participants come from
the same company. We searched the data for evidence but
could not identify such.

As with any survey, participants may have selected the
first answer that seemed appropriate without deeply thinking
about their true beliefs and behavior. We tried to mitigate this
the answers were randomized wherever meaningful. We also
designed the survey to an expected time of 10 minutes.

The self-report and the recall bias has most likely affected
our results. It is possible that participants answered in an effort
to be more socially desirable. To reduce this bias, we kept
the surveys anonymous and asked for as little demographic
data as possible. It is also reasonable that they did not answer
the free text answers in full detail, not because of bad faith
but because they forgot it, misremembered parts, or because
a detailed answer would have taken too much time to answer.
This might have influenced the heterogeneity within the PCPs.
To compensate for this in our analysis, we thus separated not
mentioning something and explicitly excluding something.
We believe this leads to a more optimistic estimation of the
policies.

Due to differences in company structures, there are likely
questions that are not in the direct area of responsibility of
the participants among the diverse set of questions asked. We
tried to mitigate this with a clear statement at the start of the
survey to ensure that at least password policies are present
in this area. If the participant did not know the answer, there
was the answer option “I do not know”.

As a consequence of the heterogeneity of the PCPs, it is
difficult to compare them. Many of our comparisons happen
on large groups, only taking a few possible elements into
account, disregarding their combination.

7 Conclusion

We conducted a survey to evaluate the current status quo of
password composition policies in German companies. Our
main finding is that there is high heterogeneity in the PCPs.
While we cannot draw causal conclusions, it seems likely that
the clashing nature of the national (BSI) and international
guidelines (NIST) and the vague nature of the national BSI
guidelines contribute to this heterogeneity. There is also a
high prevalence of PCP elements that the research commu-
nity, as well as NIST consider harmful, such as password
expiry and character class requirements. When comparing the
PCPs to recommendations made by related work, we found
many that are very likely to be user-unfriendly. While the new
BSI guidelines might fix the latter issue, they still require an
analysis of the companies situation and leaf room for inter-
pretation. Thus we do not believe that they will reduce the
heterogeneity. While heterogeneity itself is not necessarily
harmful and could even have security advantages, we doubt
that the policy differences are based on conscious decisions
and believe that they are more likely the product of a best-
effort process. We recommend further research in this area
and test whether more concrete recommendations lessen the
burden on decision-makers within companies, who currently
have to make many decisions that require a high level of
domain knowledge.

8 Future Work

As mentioned in Section 2.3, the BSI changed their recom-
mendation after the first survey was conducted. In future work,
we will monitor how this guideline change affects the PCPs
of companies.

Most of our findings indicate trends that need further re-
search with other methodologies to validate them. We encoun-
tered several PCP elements that can not easily be enforced
technically. We plan to examine whether custom enforce-
ment mechanisms were implemented or whether the hope is
that users follow the instructions even though they are not
enforced. It is also open how users perceive the difference.
While most policies were found to be similar in the big pic-
ture, they differed in their details. While this may be for good
reasons, it also shows how diverse the landscape is, and fur-
ther research is needed to see whether this is needed or if the
benefit of one usable policy is higher.

The surveyed participants were all employees of German
companies. Further research has to be conducted to validate
the findings across cultures and study the influence of different
local recommendations.

We were able to show a difference in the PCPs reported by
their creators compared to PCPs created by somebody else
than the participant. Still to be researched is the process of
creating this policy, how big the personal factor is (and should
be), and what role official recommendations play.
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Appendix

A Survey

Consent

Welcome!
Thank you for taking time to participate in our study. The

study is conducted by the team of Prof. Dr. Matthew Smith at
the University of Bonn.

In this Study we want to find out more about the current
state of authentication methods, in particular password poli-
cies in various companies. We will not ask for any personal
information or data that could identify your company. Further,
we will only report anonymous aggregated information. The
goal of our research is to identify the needs of industry and
develop supporting measures to increase IT-security. With
your participation you will make an valuable contribution to
this goal.

The survey is addressed to persons who are responsible
for authentication and password policies in companies.

The survey will take 5-10 minutes, is voluntary and can
be canceled at any time. If you have any questions, please
contact -mail-.

By continuing with the study, you confirm that you are
at least 18 years old and consent to your data being used
anonymously. As the data is collected anonymously, it is not
possible to delete any data after taking the survey.

Accounts

• Is there a company-wide account per user, that is man-
aged centrally? (E.g., for logging into the workstation,
communication platform, email or the like.)
Yes / No

– If yes:

∗ What can this account be used for? (Multiple
answers possible.)
Email / Workstations / Communication plat-
form (SharePoint, Slack etc.) / VPN into cor-
porate network / Access to shared corporate
data (e.g., Active Directory) / Other: [Free
text]

∗ Which methods can be used to log in? Please
check the applicable.
Password or PIN / Biometrics (e.g., Finger-
print, Face recognition) / Hardware Token (e.g.
Smartcard, Token, Smartphone)

∗ In there any other method in use that it not
listed?
Yes, the following: [Free text]/ No

∗ You stated, that there are several methods in
use which enable your employees to log in.
Are the methods used in combination (e.g.,
2FA)?
Yes, the methods are used in combination
(2FA) / No, the employees can choose one of
the methods / Other: [Free text]/ I do not know
/ I do not wish to make a statement

Passwords

You stated that there is no company-wide account with
wich the employees can log into several services.
The following questions regard the email accounts of
your employees and their passwords (Webmail, imap,
pop, etc.).
Or
You stated, that your employees use passwords/PINs
to log in. The following questions regard these pass-
words/PINs.
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• How are passwords handled?
Users can choose them themselves / Passwords are cre-
ated by a system, and users cannot change them / I don’t
want to make a statement / Other: [Free text]

• What specification (also called password policy) do pass-
words need to fulfill (e.g., at least x characters, new pass-
word needs to be selected after x days, etc.)

This question is the main focus of our research. Please
be as detailed as possible. If possible and allowed, please
copy your specification into the following text box. At
this point we want to remind you, that the data is man-
aged anonymously. It will not be possible to identify
your company.
[Free text]

• Are these specifications enforced by the system?
Yes / No / There are no specifications / I do not know / I
do not wish to make a statement / Partially:[Free text]

• Optional: What reasons spoke against the introduction
of a password policy?
[Free text]

• Are users prevented from picking passwords that belong
to the most common passwords?
Yes / No / Other:[Free text] / I do not know / I do not
wish to make a statement

• Who created the specifications (password policies) for
the passwords?
Myself / My predecessor / Somebody else: [Free text]/ I
do not know / I do not wish to make a statement / There
are no specifications

• What are the specifications based on? (Multiple answers
possible.)
Own knowledge / Expert panels / Exchange with other
companies / NIST (National Institute of Standards and
Technology) / BSI (Bundesamt für Sicherheit in der In-
formationstechnik) / OWASP (Open Web Application
Security Project) / Other: [Free text]/ I do not know / I
do not wish to make a statement

• How do the password policies impact the user-
friendliness of the authentication system?
1: Very negative – 5: Very positive

• How do the password policies impact the security of the
authentication system?
1: Very negative – 5: Very positive

• How often do passwords cause problems in your com-
pany (e.g., forgotten passwords, etc.)?
1: Very rarely – 5: Very often

• Is there a policy which specifies how the passwords are
stored in the system (hash function, length of the salt,
etc)?
Yes / No / I do not know / I do not wish to make a state-
ment

• Is there a process which initiates an update of the policy
on how to store passwords?
Yes / No / I do not know / I do not wish to make a state-
ment

• Optional: How are stored passwords protected? We are
particularly interested in the hash and salt functions
which are used.

We want to remind you that the data is gathered
anonymously and we are not able to link it to your
company.
[Free text]

Biometrics

You stated, that your employees use biometrics to log in.
The following questions regard this method.

• What kind of biometrics are in use?
Fingerprint / Iris / Face recognition / Other: [Free text]/
I do not wish to make a statement

• How does the biometric authentication impact the user-
friendliness of the authentication system?
1: Very negative – 5: Very positive

• How does the biometric authentication impact the secu-
rity of the authentication system?
1: Very negative – 5: Very positive

• How often does the use of biometric authentication cause
problems?
1: Very rarely – 5: Very often

• Optional: Do you wish to provide us with additional
information about this topic?
[Free text]

Hardware Token

You stated, that your employees use a hardware token to
authenticate. The following questions regard this token.

• Does the token support FIDO2?
Yes / No / I am not sure / I do not wish to make a statement

• How does the token impact the user-friendliness of the
authentication system?
1: Very negative – 5: Very positive
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• How does the token impact the security of the authenti-
cation system?
1: Very negative – 5: Very positive

• How often does the usage of the token cause problems?
1: Very rarely – 5: Very often

• Optional: Do you wish to provide us with additional
information about this topic?
[Free text]

Demographics

• Please check the conditions which apply to your com-
pany. (Multiple answers possible.)
There are employees who can access their emails outside
the company network /
There are employees who can access their emails using
a weblogin /
There are employees who do not need to know the pass-
word for accessing their emails, e.g., as the email-client
is pre-configured

• Is there any additional security for emails? (e.g., encryp-
tion in combination with a smartcard)
Yes, obligatory / Yes, voluntary / No / I do not wish to
make a statement

• How many employees work in your company?
1-9 / 10-49 / 50-249 / 250-499 / 500-999 / 1000 or more
/ Not sure / I do not wish to make a statement

• How many desktop clients do you manage?
1-9 / 10-49 / 50-249 / 250-499 / 500-999 / 1000 or more
/ Not sure / I do not wish to make a statement

• How many employees in your company work full time
on IT-security topics?
0 / 1 / 2-5 / 6-10 / 11-20 / 21 or more / Not sure / I do
not wish to make a statement

• How satisfied are you with your authentication system?
1: § – 5: ©

• Has this questionnaire motivated you to update parts of
your authentication system in the near future? If yes,
which parts?
Password Policies / Security measures for stored pass-
words / Adding biometrics / Adding hardware token / No
/ Other: [Free text]
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Figure 4: Sources of inspirations for the password composi-
tion policies reported from participants who took part in the
creation (n=29, PWA). Multiple answers were possible.

Figure 5: Impact of the different authentication methods: to-
ken (n= 29), the PCP (n= 64) and biometrics (n= 10) on the
perceived user-friendliness, security and frequency of prob-
lems. Only PWA policies are used for the figures.

Figure 6: Satisfaction of participants with their overall au-
thentication system, depending on methods in use: Passwords
only (n = 33) and passwords in combination with token (n
= 20). Numbers on the x-axis are percentages. Only PWA
policies are used for this figure.
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Policy Elements NIST (2020) [22] BSI Old (2019) [5] BSI New (2020) [6]
Quality - - Appropriate

Minimal length 8 Sufficient -
Minimal maximal length 64 - -

Complexity Advised against Sufficient -
Maximal age Advised against Appropriate -

Allowed characters All ASCII & Unicode characters - -
Blocklist At least: - - Easy to guess

- Leaked passwords - Common passwords
- Dictionary words - Reused passwords

- Repetitive or sequential characters
- Context-specific words

Table 2: Recommendations for password policies by different organizations, split by their elements. The BSI revised their
recommendation in 2020.

No. of Participants No. of Participants per No. of Managed Clients
Company-wide Email 0-9 10-49 50-249 250-499 500-999 >= 1000 n.a.

C
om

pa
ny

si
ze

1- 9 5 3 6 1
10 - 49 7 5 2 9 1
50 - 249 12 1 11 1 1
250 - 499 7 2 1 7 1
500 - 999 6 1 6 1
>= 1000 30 3 2 5 23 3
No answer 1 0

Table 3: Number of participants depending on the Company Size and Number of Managed Clients. Empty fields indicate 0. n.a.
= No answer
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Account Policies Mail Policies Additional Policies
Element n= 64 n= 13 n = 4

M
in

im
al

L
en

gt
h

6 3 2 -
8 33 4 -
9 1 - -
10 11 2 -
12 9 1 -
14 2 1 -
15 1 - -
16 - - 3 (Admin)
20 - 1 1 (Passphrases)
30 - 1 -
Unspecific 1 - -
N.A. 3 1 -
Any minimal length 61 12 4

M
ax

im
al

A
ge

(D
ay

s)

30 2 - -
42 - 1 -
45 - - 1 (Admin)
56 1 - -
60 3 - -
90 22 4 -
120 1 - -
180 9 2 -
360 1 - -
365 6 1 -
Explicitly not 2 - -
N.A. 17 5 3
Any maximal age 45 8 1

C
ha

ra
ct

er
C

la
ss

es
(>

=
1

ea
ch

)

Special character 1 - -
2 (Letter, Digit) - 1 -
2 (Digit, Special) 2 - -
3 (Capital, Digit, Special) 3 - -
3 (Capital, Lowercase, Special) 3 - -
3 (Capital, Lowercase, Digit) 7 1 1 (Admin)
3 (Letter, Digit, Special) 2 - -
Any 3 out of 4 16 2 -
Any 3 out of 5 (incl. Unicode) 1 - -
4 (Capital, Lowercase, Digit, Special) 15 3 1 (Admin)
4 (at least 2 each) 1 1 -
4 (Capital and Lowercase: at least 1;
Digit+Special: at least 2) 1 - -
Unspecific 5 1 1 (Admin)
N.A. 7 4 1
Any character class requirement 57 9 3

Table 4: Number of policies with the different elements of “minimal length”, “maximal age” and “character classes”. The four
standard character classes are: Lowercase, Capital, Digit, and Special character.
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Using a Blocklist to Improve the Security of User Selection of Android Patterns
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Abstract
Android patterns remain a popular method for unlocking
smartphones, despite evidence suggesting that many users
choose easily guessable patterns. In this paper, we explore the
usage of blocklists to improve the security of user-chosen pat-
terns by disallowing common patterns, a feature currently un-
available on Android but used by Apple during PIN selection.
In a user study run on participants’ smartphones (n = 1006),
we tested 5 different blocklist sizes and compared them to
a control treatment. We find that even the smallest blocklist
(12 patterns) had benefits, reducing a simulated attacker’s
success rate after 30 guesses from 24 % to 20 %. The largest
blocklist (581 patterns) reduced the percentage of correctly
guessed patterns after 30 attempts down to only 2 %. In terms
of usability, blocklists had limited negative impact on short-
term recall rates and entry times, with reported SUS values
indicating reasonable usability when selecting patterns in the
presence of a blocklist. Based on our simulated attacker per-
formance results for different blocklist sizes, we recommend
blocking 100 patterns for a good balance between usability
and security.

1 Introduction

Restricting access to smartphones is critical for security, as
these devices play an important role in our daily lives. A
common method to secure smartphone access is unlock au-
thentication, such as using a PIN or password, that the user
enters to unlock the device. On Android devices, users can
also choose to select a graphical method in the form of unlock
patterns, where users enter a previously selected pattern by
swiping on a 3x3 grid of points.

Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
without fee.
USENIX Symposium on Usable Privacy and Security (SOUPS) 2021.
August 8–10, 2021, Virtual Conference.

While user-selected passwords and PINs for mobile authen-
tication have been shown to be more resilient to guessing
attacks compared to Android patterns [20], patterns remain
popular among a large group of Android users. Our study
finds that about 27 % of participants use patterns, matching
inquiries from prior work [4,14,17,20]. Even though 3x3 pat-
terns allow for 389,112 options, more than the 10,000 choices
offered by 4-digit PINs, users select from a much smaller sub-
set of patterns that are easily predicted and would be guessed
by an informed attacker, even after just 30 attempts [4, 29].

There have been several proposals in the past to improve
the security of Android patterns. Some suggest using ad-hoc
strength meters [2, 25, 26], feedback during selection [12],
rearrangement of the contact points [28, 29], or expansion
from a 3x3 to a 4x4 grid [4]. However, these suggestions all
have their drawbacks. For instance, increasing the grid size
has proven not to increase security significantly for an online
attacker with a few guesses [4]. Other proposals, including
the rearrangement of the grid, change the simple interface
that makes Android patterns so popular in the first place.

To address these challenges, we propose using blocklists
during pattern selection. This feature, which is used by Apple
iOS devices during PIN selection, disallows common options
so that users select more diversely. Recent research on mobile
authentication PINs [20] and Knock Codes [22] indicates that
a well sized blocklist can have significant improvements on
security with limited impact on usability. In this paper, we
ask (a) what is the security and usability impact of blocklists
on Android unlock patterns, and (b) what is the "right" sized
blocklist that balances security and usability?

To answer these questions, we carried out an online survey
on Amazon Mechanical Turk with n = 1006 participants. Par-
ticipants were assigned to 1 of 6 treatments, a control as well
as 5 blocklist-enforcing treatments. For the latter, we varied
the size of the blocklists with patterns chosen based on prior
studies [4, 19, 29, 31]. In the course of the survey, participants
created and recalled a pattern, answered questions about the
general usability and described their strategies for selecting
their pattern. Participants that encountered a blocklist were

USENIX Association Seventeenth Symposium on Usable Privacy and Security    37



additionally asked about changes to their selection strategy
while those that did not were asked if their strategy would
change upon encountering a blocklist warning.

We evaluated the security of unlock patterns selected across
different treatments using guessability metrics. We primarily
considered a throttled attacker scenario as it is the most rel-
evant for mobile authentication where an attacker only has
10–30 guesses before a lockout or at least significant delays
(> 1 hr) occur on the device. We find that that 24 % of pat-
terns in the control treatment are guessed after 30 guesses.
In contrast, the smallest blocklist reduces the attacker’s per-
formance to 20 %, and with the largest blocklist in place, the
attacker only guesses 2 % of the patterns within 30 attempts.

For usability, blocklists had minimal impact on short-term
recall rates. While the average selection time increases due to
the interaction with the blocklist (a one time cost), changes in
entry times are negligible. Participants in the largest blocklist
treatments only took, on average, an additional 0.26 seconds
to enter their patterns. Participant responses evaluated using
the System Usability Scale (SUS) support these findings, with
scores ranging from 78.6 for the control to 71.6 for the largest
blocklist treatment, indicating that the addition of blocklists
improves security while appearing not to have meaningful ef-
fects on the usability of unlock patterns. However, additional
work is required to explore long-term recall rates.

To summarize, we make the following contributions:
1. We study the effects of blocklists on Android unlock pat-

terns, showing that they are able to significantly increase
security even for small blocklist sizes. Patterns selected
in the blocklist treatments are harder to guess for both a
simulated and a perfect knowledge attacker.

2. We show that blocklists might not have meaningful ef-
fects on the usability of unlock patterns. The SUS scores,
entry times, and short-term recall rates across all 5 block-
list treatments are comparable to the control treatment.

3. We provide guidance to improve the existing implemen-
tation of unlock patterns, with our results suggesting that
a blocklist containing the 100 most common patterns
improves the security of user-chosen patterns while ap-
pearing to minimally impact their short-term recall rates.

2 Related Work

Android unlock patterns, first introduced in 2008 as a mod-
ification of the Pass-Go scheme [27], are one of the most
widely used knowledge-based authentication mechanisms on
smartphones today. Despite being less secure than PINs [1,
4, 10, 20, 29, 32] or passwords [9, 23], 27 % of participants
in our study use patterns to secure their smartphones, which
matches inquiries from prior work [4, 14, 17, 20].

Some of the security limitations of patterns were first
demonstrated by Uellenbeck et al. [29]. Through a large scale
user study measuring users’ actual choices of patterns, Uel-
lenbeck et al. found that selection strategies for patterns are

biased, including a preference to start from the top left corner
and end in the bottom right corner of the grid. Loge et al. [19]
found that personal traits of a user influence the strength of
unlock patterns they select. Other studies have shown patterns
to be vulnerable to smudge attacks [6, 11], shoulder surfing
attacks [5, 8, 23], sensor attacks [7], video attacks [33], and
physical attacks [3].

As a workaround, there have been several proposals to
improve the security of Android unlock patterns. Some of
these suggestions include the use of strength meters dur-
ing pattern selection [2, 25, 26], rearrangement of the grid
points [28, 29], use of background images during pattern se-
lection [31], modification of the pattern size to prevent vari-
ous attacks [13, 18, 24, 30] , forcing users to choose certain
points during pattern selection [12], or the use of Double
Patterns [14]. However, all these suggestions have their draw-
backs. For instance, increasing the grid size has been shown
not to improve security [4] and strength meters are constrained
by the inaccuracy of their underlying algorithms [15]. It is also
unclear if methods that fundamentally change pattern entry,
like Double Patterns [14] or Pass-O [28], will have widespread
user support or adoption, despite security benefits.

Here, we propose using blocklists, which do not change
the input interface, and have evidence of positive security
effects, such as by Markert et al. [20] for PINs, Samuel et
al. [22] for Knock Codes, and Forman and Aviv [14] for Dou-
ble Patterns. Markert et al. [22] found that a small, enforcing
blocklist would have large effects on PIN guessability, and
that a blocklist of approximately 1000 PINs would properly
balance usability and security. Forman and Aviv [14] found
that small blocklists of first-pattern selection for Double Pat-
terns had a similarly outsized effect on security, and Samuel
et al. [22] found that blocklists significantly improve the se-
curity of Knock Codes. While our study similarly explores
the security and usability of blocklists on smartphone au-
thentication, it differs from the above studies by focusing on
traditional, unmodified Android unlock patterns. In the end,
we find that blocklists, even relatively small ones, can signif-
icantly improve the security of unlock patterns, inline with
prior results [14, 20, 22].

3 Methodology

In the following, we describe our methodology. We start by
outlining the design of the user study and giving a detailed
description of the 6 treatments, and following, we discuss the
recruitment process, limitations, and ethics.

3.1 Survey Structure

We conducted an online survey on Amazon Mechanical Turk
(MTurk), and to ensure ecological validity of selecting and
entering patterns on a mobile device, the survey was designed
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to be taken on mobile browsers only, as checked via the user-
agent. Our study was open to both pattern and non-pattern
users, with pattern users free to select patterns they already
use unless blocked as part of a blocklist treatment. Participants
were assigned 1 of 6 treatments for selecting and recalling
a pattern: 5 blocklist-enforcing treatments with blocklists of
various sizes and 1 control treatment without any blocklist
intervention. We will discuss those treatments in more detail
in Section 3.2. The average time to complete the survey was
6 minutes and participants were compensated $1.00.

We will now outline the structure of the survey; for a de-
tailed description, please refer to Section A in the Appendix.

1. Informed Consent: Participants were informed about the
purpose, structure, and anticipated duration of the study
as well as the compensation.

2. Device Usage: Participants were asked about the number
of smartphones they use, the device brands, and their
authentication methods. Details regarding device usage
can be found in Table 7.

3. Background Information: Because we could not expect
all participants to be familiar with Android patterns, we
provided background information including how to cre-
ate a valid pattern. We further showed them an image
with the Android unlock pattern interface, but not an
entered pattern to avoid priming.

4. Practice: Participants were asked to practice creating a
pattern before proceeding, serving as a hands-on intro-
duction to patterns. The patterns selected here are not
used in our analysis.

5. Instructions/Scenario-Priming: After familiarizing with
Android unlock patterns, participants were informed that
they should now create a pattern that they would use to
secure their primary smartphone. Participants were also
informed that they would have to recall the pattern they
selected and therefore, it would need to be both secure
and memorable. Participants were additionally instructed
not to write down or use any aids to help them remember
their pattern. To proceed, participants had to confirm that
they understood all of the mentioned instructions.

6. Selection/Blocklist-Intervention: Participants selected
(and confirmed) a pattern as they would use to secure
their primary smartphone. During selection, participants
in the blocklist treatments saw the warning depicted in
Figure 1 if they entered a disallowed pattern and were
asked to select a different pattern.

7. SUS: After selecting a pattern, participants answered
questions from the System Usability Scale (SUS) to
determine their perceived usability of pattern selection.

8. Post-Entry: In addition to the SUS questions, participants
were asked whether they felt they created a pattern that
provides adequate security and whether it was difficult
for them to select the pattern.

9. Strategy: To understand how users select and change
their patterns, we asked participants that encountered a

Figure 1: Blocklist warning used in the study.

blocklist for their selection strategy prior to the warning
and how their strategy changed after seeing it. Partici-
pants that did not encounter a blocklist were asked to
imagine how their strategy would change if they encoun-
tered the blocklist warning.

10. Recall: Participants attempted to recall their pattern
within 5 attempts.

11. Security Comparison: After recall, participants were
asked about the security of patterns in general and in
comparison to 3 other unlock methods: 4-digit, as well
as 6-digit PINs, and alphanumeric passwords.

12. Real World Usage: To better understand whether the
patterns created in the study would actually be used, we
asked participants if they would select the same unlock
pattern on their smartphones along with their reasons for
that decision.

13. Demographics: Participants were asked to provide demo-
graphic information, such as age, identified gender, domi-
nate hand, education, and technical background. We also
included a second attention check question on this page.
To ensure that the demographic backgrounds of the par-
ticipants do not interfere with the rest of the study [21],
we asked these questions at the very end of the study.

14. Honesty: Finally, we asked participants if they had hon-
estly participated in the survey and followed instructions
completely. We paid all participants who completed the
study but discarded participants from the analysis if they
indicated dishonesty at this point.

3.2 Treatments

Participants were randomly assigned to either a control treat-
ment or 1 of the 5 blocklist-enforcing treatments. To deter-
mine the common patterns to block, we combined data from
von Zezschwitz et al. [31], Aviv et al. [4], Uellenbeck et
al. [29], and Loge et al. [19], for a total of 4,637 patterns.
Blocklists were generated by selecting patterns that appeared
at least a certain number of times in the data set, e.g., at least
2 times for BL-2 (the largest blocklist with 581 patterns) or at
least 32 times BL-32 (the smallest blocklist with 12 patterns).1

The treatments are described below:

1To foster future research on this topic, we share the described blocklists.
Please contact the authors for this purpose.
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• Control (n = 169): Participants received no interven-
tions when selecting a pattern.

• BL-2 (n = 166): The blocklist in this treatment com-
prised 581 patterns, with these patterns appearing at least
twice in prior work.

• BL-4 (n = 172): The blocklist in this treatment com-
prised 239 patterns, with these patterns appearing at least
4 times in prior work.

• BL-8 (n = 161): The blocklist in this treatment com-
prised 105 patterns, with these patterns appearing at least
8 times in prior work.

• BL-16 (n = 165): The blocklist in this treatment com-
prised 54 patterns, with these patterns appearing at least
16 times in prior work.

• BL-32 (n = 173): The blocklist in this treatment com-
prised 12 patterns, with these patterns appearing at least
32 times in prior work.

Participants in the blocklist treatments received the warn-
ing message in Figure 1 when they selected a blocked pattern,
which is based on the iOS blocklist warning [14, 20]. Block-
lists were enforcing, i.e., could not be ignored, and participants
were required to select a pattern that was not blocked.

3.3 Recruitment and Demographics

We recruited n = 1006 participants on Amazon Mechanical
Turk (MTurk), after excluding 65 responses due to failed at-
tention checks or dishonesty. As expected when recruiting
from MTurk, our surveyed population was comprised primar-
ily of younger (59 % between 18–34), male-identifying (62 %
male, 36 % female, and 2 % other gender, or prefer not to say)
participants with semi- or full college education (28 % some
college or Associate’s, 60 % Bachelor’s or above). Table 1
depicts the full demographic information.

3.4 Limitations

Our study has a number of limitations. Due to the nature of
online surveys, it is not possible to tell whether participants
fully and completely followed the instructions provided in
the survey. We tried to mitigate this by including 2 atten-
tion check questions in the survey and asking participants
whether or not they answered honestly, highlighting that they
would be paid irrespective of their answer. Additionally, we
reviewed all participant responses and removed participants
from our analysis whose responses were inconsistent. As with
other studies, participants on MTurk tended to be younger
and more educated. We do not make any claims about our
results being representative of the general population. As our
study was relatively short, the recall rates reflect short-term
memorability of unlock patterns; future work is needed to
explore long-term memorability of these patterns. However,
this approach has been used with a lot of success by many

Table 1: Demographic information of participants.

Male Female Other Total

No. % No. % No. % No. %

Age 624 62 % 367 36 % 15 1 % 1006 100 %

18–24 80 8 % 46 5 % 1 0 % 127 13 %
25–29 150 15 % 84 8 % 3 0 % 237 24 %
30–34 137 14 % 79 8 % 1 0 % 217 22 %
35–39 106 11 % 69 7 % 4 0 % 179 18 %
40–44 54 5 % 25 2 % 0 0 % 79 8 %
45–49 48 5 % 27 3 % 0 0 % 75 7 %
50–54 27 3 % 11 1 % 0 0 % 38 4 %
55–59 9 1 % 11 1 % 0 0 % 20 2 %
60–64 5 0 % 6 1 % 0 0 % 11 1 %

65+ 8 1 % 9 1 % 0 0 % 17 2 %
Prefer not to say 0 0 % 0 0 % 6 1 % 6 1 %

Education 624 62 % 367 36 % 15 1 % 1006 100 %

Some High Sch. 0 0 % 2 0 % 0 0 % 2 0 %
High School 56 6 % 29 3 % 0 0 % 85 8 %

Some College 119 12 % 66 7 % 1 0 % 186 18 %
Trade 17 2 % 9 1 % 0 0 % 26 3 %

Associate’s 51 5 % 44 4 % 1 0 % 96 10 %
Bachelor’s 288 29 % 168 17 % 5 0 % 461 46 %

Master’s 74 7 % 41 4 % 1 0 % 116 12 %
Professional 10 1 % 5 0 % 0 0 % 15 1 %

Doctorate 9 1 % 3 0 % 0 0 % 12 1 %
Prefer not to say 0 0 % 0 0 % 7 1 % 7 1 %

Background 624 62 % 367 36 % 15 1 % 1006 100 %

Technical 266 26 % 87 9 % 1 0 % 354 35 %
Non-Technical 335 33 % 265 26 % 4 0 % 604 60 %

Prefer not to say 23 2 % 15 1 % 10 1 % 48 5 %

other researchers in the community to study mobile authenti-
cation [3, 4, 14, 19, 20, 29].

This survey may have been participants’ first exposure to
unlock patterns (27 % of participants were pattern users), and
as a result, the non-pattern users’ selection may vary in a real-
world setting. To test for this, we asked non-pattern users if
they would use the pattern they created to secure their primary
smartphone. The results show that 40 % would use the pattern
they created, 26 % were unsure and 34 % would not. Most
participants who indicated that they were unsure or would not
use their pattern argued that they would use it, had it not been
recorded in the survey. This suggests that the patterns of the
participants who have not previously used this unlock method
closely match up to pattern selection in the real world.

3.5 Ethical Considerations

The study was approved by our Institution’s Review Board
(IRB), and participants were fully informed about the purpose
and structure of the study. All participants were paid regard-

40    Seventeenth Symposium on Usable Privacy and Security USENIX Association



Freq=12 Freq=4 Freq=4 Freq=3 Freq=3 Freq=3 Freq=3

Control

Freq=5 Freq=4 Freq=3 Freq=3

BL-32

Freq=4 Freq=3 Freq=3 Freq=3 Freq=3 Freq=4 Freq=3 Freq=3 Freq=3

BL-16 BL-8

Freq=2 Freq=2 Freq=2 Freq=2 Freq=2 Freq=2 Freq=2 Freq=3

BL-4 BL-2

Figure 2: Most frequent patterns observed in treatments. Green circles depict start of a pattern, red squares indicate the end.

less of the quality of their submitted data. This includes cases
where we removed submissions from our analysis for fail-
ing attention checks as well as situations where participants
indicated dishonesty in answering the survey questions.

Another aspect to consider is the risk associated with the
login information participants share with us through the study.
As described earlier, some participants said they would use
the unlock patterns they created in the study and others even
confirmed that they do use the very same pattern to secure
their smartphone. While a targeted attacker could potentially
use this information to harm users, the implied risk is minimal.
There is no identifiable connection from the selected unlock
patterns to individual participants. On the other hand, this
research offers much benefit as the outcomes of improved
blocklists assist future selection of Android unlock patterns.

4 Features of Collected Patterns

In this section, we discuss pattern properties including the
most frequent patterns, lengths of the patterns as well as com-
mon start and end points of patterns selected by participants
across treatments. Figure 2 shows the most frequent patterns
selected across the different treatments. The start point of
each pattern is a green circle while the end point is a red
square. An arrow indicates the direction of the pattern from
the start point to the end point.

The most common patterns in the control treatment directly
depict letters such as Z (n = 12), L (n = 4), and W (n = 3),
along with patterns that resemble letters such as X (n = 4) or
V (n = 3). The latter is also popular in the BL-32 treatment
along with a small U (n = 3), but the most popular are 2 pat-
terns which start in the upper left, move through the central
point, and end in the lower right. In BL-16, flipped letters
including G (n = 4), U (n = 3) and the number 2 (n = 3) are
more common. The number 2 (n = 5) is the most frequent
pattern in BL-8, followed by the letter V (n = 3). We also
observe modifications to letters in this treatment, including
addition of lines to the letter M (n = 3). Patterns in the BL-4
treatment are notably more diverse, with the common patterns
only appearing twice at most, including more advanced modi-
fication of letters such as U (n = 2), Z (n = 2), and number
2 (n = 2). Similarly, patterns in BL-2 are more diverse, with
a more advanced modification to letter Z (n = 2) being the
only pattern appearing at least twice.

Many patterns in the control treatment appear to use shapes
including numbers or letters in their exact form factor, while
shapes are altered by flipping, mirroring or adding extra lines
in the blocklist treatments. This is further confirmed through
our qualitative analysis of users’ pattern selection strategies:
most participants initially select their patterns based on shapes
such an initial of their name for memorability, but add com-
plexity, such as extra lines, when they encounter a blocklist.

USENIX Association Seventeenth Symposium on Usable Privacy and Security    41



Table 2: Properties of selected patterns.

Patterns Unique Patterns Blocklist Hits Participants with Hits Length Stroke Length
Treatment No. No. % No. Average No. % Average Std. Dev. Average Std. Dev.

Control 169 130 77 % 0 0.00 0 0.0 % 6.1 1.5 5.4 1.7
BL-32 166 142 86 % 41 0.25 32 19.3 % 6.1 1.5 5.4 1.7
BL-16 172 151 88 % 98 0.57 61 35.5 % 6.1 1.7 5.4 1.8
BL-8 161 141 88 % 129 0.80 66 41.0 % 6.0 1.6 5.4 1.7
BL-4 165 158 96 % 202 1.22 86 52.1 % 6.3 1.7 5.7 1.9
BL-2 173 155 90 % 368 2.13 127 73.4 % 6.2 1.5 5.4 1.6

Total 1006 724 72 % 838 0.83 372 37.0 % 6.1 1.6 5.5 1.7

Control BL-32 BL-16 BL-8 BL-4 BL-2

Control BL-32 BL-16 BL-8 BL-4 BL-2

Figure 3: Frequency of start and end points. The top row shows the start points while the bottom shows the end points.

Figure 3 shows the most common start and end points for
patterns, with the top row depicting start points and the bottom
row depicting end points. As reported in prior work [3, 4, 29],
most patterns start in the top left corner of the grid and end
in the bottom right. However, this becomes less prevalent
for patterns selected in blocklist treatments, with 36.0 % to
44.6 % of these patterns starting in the top left corner, instead
of 49.1 % in the control treatment. For the end points, 15.7 %
to 22.3 % of patterns in the blocklist treatments end in the
bottom right corner compared to 32.5 % in the control group.
While there was no significant difference in starting at the
top left corner, a chi-square test showed significant difference
in ending at the bottom right corner (χ = 17.65, p < 0.01)
across treatments. This suggests that blocklists likely pushed
participants to change their end points more as compared to
their start points when encountering a blocklist.

We also considered the lengths of patterns, both in terms
of number of contact points used (i.e., length) and the length
of the strokes within the pattern (i.e., stroke length) (see Ta-
ble 2). The stroke length is calculated by taking the Carte-
sian difference with the origin mapped to the center point
and unit distances between points. We find no significant
differences for length ( f = 0.639,p = 0.66) or stroke-length

( f = 0.937,p = 0.45) between treatments. Participants select
patterns of similar lengths, but varied other properties after
encountering blocklists.

Finally, we compared the number of unique patterns across
different treatments. As shown in Table 2, the percentage of
unique patterns selected by participants increases with the
blocklist size. While only 77 % of the patterns were unique in
the control treatment, 90 % were in BL-2, the largest blocklist
size, and even 96 % in the second largest blocklist BL-4. We
performed a χ2 test on the prevalence of unique patterns,
finding there is a significant difference (χ = 11.04, p = 0.05).
Post-hoc analysis (Bonferoni-corrected) revealed that only
BL-2 and Control were significantly different, where BL-2
had the highest rate of unique patterns.

5 Security Analysis
In this section, we describe the security analysis of patterns
selected with and without a blocklist. First, we introduce the
the attacker model for a perfect knowledge and simulated at-
tacker, and then we discuss the success rates of the 2 guessing
attacks. Lastly, we discuss an analysis of selecting a blocklist
size that balances the security and usability of patterns.
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Attacker Model. We make a number of assumptions for
our attacker model. Foremost, the attacker is generic and
does not have additional information about individual users to
perform a targeted attack. Such an attacker could use tailored
techniques, for example, shoulder surfing [5,8,23] or smudge
attacks [6], which may increase the success rate for a given
victim, but be less successful in general.

We also consider 2 variations of the generic attacker, a per-
fect knowledge and a simulated attacker. The perfect knowl-
edge attacker provides an upper bound performance of the
generic attacker since it assumes the attacker knows the exact
distribution of frequencies of patterns, and always guesses the
next most frequent pattern. On the other hand, a simulated at-
tacker utilizes a set of training data to guess an unknown set of
the authentication. For the simulated attacker, we also assume
that the attacker has knowledge of the blocklist and optimizes
the guessing order by skipping patterns which could not be
selected. This is because an attacker would have access to the
best training material, including the blocked patterns. For the
perfect knowledge attacker, this assumption is always implied
as the attacker is aware of the distribution.

5.1 Perfect Knowledge Attacker

The perfect knowledge attacker results are presented in Ta-
ble 3. To control the different sizes of our treatment groups
and allow for a fair comparison, we randomly down-sampled
all larger data sets to 161, i.e., the size of the BL-8 treatment.
For the strength estimations of the perfect knowledge attacker,
we use two metrics, β-success-rate and α-guesswork, as de-
fined by Bonneau [9].

First, for an attacker that is limited in the number of guesses
as is the case with unlock patterns, β-success-rate describes
the percentage of the dataset guessed after β guesses. Re-
ported as λβ in Table 3, it is evident that blocklists greatly
reduce the success rate of such a throttled attacker. BL-4, the
second largest blocklist size, appears to reduce the attacker
performance the most across the scenarios we investigated.
After 3 guesses, BL-32 (the smallest blocklist) reduces the
attacker performance from 13.1 % down to 9.0 % of patterns
successfully guessed, as compared to the control treatment.
BL-4 reduces the attacker performance even further, with
only 4.6 % of patterns guessed after 3 attempts. After 10
guesses, BL-32 reduces the attacker performance from 22.9 %
to 18.0 % compared to the control group. BL-4 further reduces
the attacker success rate to only 10.9 % of patterns guessed
after 10 attempts. After 30 guesses, the attacker can guess
41.1 % of patterns in the control group, but only 33.1 % in
BL-32 and 22.3 % in BL-4. This suggests that even small
blocklists can improve the security of user-selected patterns.

The second metric, α-guesswork, measures an attacker who
is not constrained by the number of attempts to guess an au-
thentication, otherwise known as an unthrottled attacker. Us-
ing bits of entropy, it measures how much “work” is required

Table 3: Guessing metrics for a perfect knowledge attacker.

Throttled Attack (%) Unthrottled Attack (Bits)
Treatment λ3 λ10 λ30 H∞ G̃0.1 G̃0.3 G̃0.5

Control 13.1 % 22.9 % 41.1 % 3.75 4.66 6.00 6.93
BL-32 9.0 % 18.0 % 33.1 % 5.01 5.82 6.65 7.26
BL-16 7.3 % 15.6 % 29.9 % 5.33 6.04 7.00 7.45
BL-8 8.0 % 17.1 % 31.9 % 5.33 5.89 6.81 7.33
BL-4 4.6 % 10.9 % 22.3 % 6.33 6.64 7.34 7.61
BL-2 5.1 % 13.1 % 27.9 % 5.75 6.31 7.00 7.43

to guess an α fraction of the data set. A higher entropy implies
more work for the attacker and ultimately shows the authenti-
cation is stronger. These results are indicated by G̃α in Table 3.
Across all cases, the attacker is less successful when guessing
patterns in the blocklist treatments compared to the control
group. Just like in the throttled setting, patterns selected in
the BL-4 treatment are stronger, with the α-guesswork being
higher compared to the other groups for all guessing scenarios
evaluated. When guessing 50 % of the data, BL-32, the small-
est blocklist increases the guessing entropy by 0.33 compared
to the control treatment. BL-4 further increases the entropy
by 0.68 as compared to control. This again advocates that
blocklists increase security of unlock patterns.

5.2 Simulated Attacker

A simulated attacker guesses a set of unknown authentica-
tions based on a set of training data. Using published data
of Android patterns from von Zezschwitz et al. [31], Aviv et
al. [4], Uellenbeck et al. [29], and Loge et al. [19], we first
created a training data set where we ordered the patterns by
their frequency of occurrence, starting from the most common
patterns. Our training set consisted of a total of 4,637 patterns
of which 581 are unique. In cases where multiple patterns had
a similar number of occurrences, we used a Markov Model
to order them based on their probability of occurrence. Us-
ing data of all possible unlock patterns from Aviv et al. [4],
we trained our model to compute the transition probabilities,
using Laplace smoothing to ensure no zero probability transi-
tions existed for valid transitions not appearing in the training
data. Using the Markov Model once more, we extended our
initial training set by adding all other possible Android un-
lock patterns based on their likelihood of occurrence. Our
final training data set was comprised of 389,112 patterns, the
total possible number of Android unlock patterns.

Figure 4a and Figure 4b show the results of a simulated
guess for up to 30 and 1000 patterns respectively. As can
be seen from both graphs, blocklists reduce the fraction of
patterns guessed. After 30 guesses, the simulated attacker can
guess 23.7 % of patterns in the control treatment, 20.5 % in
BL-32, 11.6 % in BL-16, 7.5 % in BL-8, 4.8 % in BL-4, and
2.3 % in BL-2. After 1000 guesses, the attacker can guess
68.7 % of patterns in the control group, 64.5 % in BL-32,
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Figure 4: Success rates of a simulated attacker.
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Figure 5: Effect of blocklist size on simulated guessing.

63.4 % in BL-16, 56.5 % in BL-8, 47.3 % in BL-4, and 31.8 %
in BL-2. Hence, we can conclude that similar to perfect knowl-
edge guessing, even the smallest blocklists reduce the simu-
lated attacker’s success rate.

5.3 Appropriate Blocklist Size
While a large blocklist is beneficial for security, it is important
to have an appropriate blocklist size to limit negative effects
on the user experience. As shown in Table 2, chances of
users encountering a blocklist are higher as the blocklist size
increases. Hence, we now discuss an appropriate blocklist
size to balance the security and usability of unlock patterns.

Our experiment allowed us to collect not just the final pat-
terns but also all other patterns selected by participants that
were rejected due to a blocklist. With knowledge of each par-
ticipant’s pattern selection attempts, we simulated different
blocklist sizes to determine the pattern they would have se-
lected given a certain blocklist size. Finally, we performed a
simulated guessing attack to determine the fraction of patterns
that would be guessed for the different simulated blocklist
sizes after a varied number of guessing attempts.

Figure 5 shows our simulation results. Initially, a lot of
patterns can be guessed when there is no blocklist in place,
i.e., when the blocklist size is 0. As the blocklist size increases,
the fraction of patterns guessed also decreases through a series
of dips and peaks, caused by participants settling again on
popular patterns after encountering a blocklist warning on
their previous choice. By entering the first dip for instance,
the attacker is most disadvantaged as it is no longer possible
to solely rely on guessing first choice patterns; but more and
more second choice patterns need to be considered as well.
Ultimately, the blocklist restricts all first choices and therefore,
the attacker can now guess popular second choices which
results in a peak.

These series of dips and peaks suggest that a properly sized
blocklist should be based on one of the dips as this is where
the attacker is most disadvantaged. To achieve this while
having minimal effect on usability, the first dip for 30 to 60
guesses that translates to a blocklist size of about 100 patterns
appears to be the most ideal. This is most similar to the BL-8
treatment which blocked 105 patterns.

6 Pattern Selection Strategies

In this section, we discuss the strategies that participants used
to select patterns when encountering a blocklist. Participants
were asked about both their initial strategy for selecting a
pattern and how that strategy changed when they encountered
a blocklist. Those who did not encounter a blocklist, were
asked to imagine how they would change strategies. We quali-
tatively coded a random sub-sample of 309 responses (about a
third of the sample space), split comparably across treatments.
Two coders independently coded the responses and met to
collaboratively review discrepancies until agreement was met.
We settled on 11 primary codes that describe participants’
selection strategies. A full description of the codes can be
found in Table 5 in Appendix B.
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Figure 6: Changes to pattern selection strategies upon encountering a blocklist.

Initial Strategies. To understand the initial selection strate-
gies, participants were asked about how they selected their
unlock pattern, with participants that encountered a blocklist
specifically asked about their strategy prior to encountering
the blocklist warning. The vast majority of participants in-
dicated selecting a pattern that would be easy to remember
(70.6 %). This matches inquiries from prior work [14].

Other common strategies mentioned by participants in-
cluded patterns that would be “difficult to guess” (15.1 %) and
“complex” (10.0 %). There was a roughly equal split between
participants who valued complexity and simplicity in their
patterns, with another 10.0% of responses being tagged as
“simple.” 9.1 % of participants indicated that they chose their
pattern to be “unique” or “uncommon” while 8.7 % mentioned
selecting a pattern that would be “easy to enter”.

These results indicate that prior to encountering a block-
list, most users are more concerned about selecting a pattern
that would be easy to remember rather than secure. This has
also been demonstrated in other studies whereby most users
choose convenience over security or privacy [17].

Post-Blocklist Strategies. Participants that encountered a
blocklist warning were asked how their strategies changed
upon encountering the blocklist while those that did not were
asked to describe how they imagine their strategies would
change upon encountering such a warning. The greatest per-
centage of participants indicated choosing “complex” patterns
(49.5 %) after encountering a blocklist, while 28.2 % changed
their patterns to be “difficult to guess”. A further 20.7 % of
participants indicated that they would change their strategy in
some way but did not specify exactly how they would do so.

Only 17.8 % of participants chose “easy-to-remember”
patterns following a blocklist warning, a significant reduc-
tion compared to participants that used this strategy prior to
encountering a blocklist. About 13.9 % of participants’ re-
sponses were tagged as “long” or “many-points”, meaning

that they wanted their patterns to cover many contact points
for a longer pattern, indicating a desire for complexity or a
pattern that is harder to guess. A small percentage (5.5 %)
of participants stated that they chose their pattern at random
after the blocklist encounter.

These results show the positive security effects of block-
lists, with a majority of users indicating using strategies that
are more security minded, either making their patterns more
complex or harder to guess.

Changes of Strategy. Figure 6 shows how participants’ pat-
tern selection strategies changed after they encountered a
blocklist, with their strategies prior to a blocklist on the left
and their strategies after encountering a blocklist on the right.

The most significantly changed strategies were “easy-to-
remember” and “complex”, with the number of participants
who selected their pattern to be easy to remember decreasing
by about 74.8 %. The participants who selected complex pat-
terns increase by 393.5 %, after encountering a blocklist. The
number of participants whose responses indicated security in
general (complex, difficult-to-guess, long, secure) increased
by 190 %. Additionally, before encountering a blocklist, only
4.2 % of participants indicated that they wanted their patterns
to be long. In contrast, 13.9 % of participants increased their
pattern length after encountering a blocklist warning.

Our results suggest that when users are not primed to think
about the security of their patterns, they tend to prefer memo-
rability and convenience. However, after they encountered a
blocklist, the most common strategies were to make their pat-
terns complex (49.5 %) and difficult to guess (28.2 %). This
shows that blocklists can meaningfully encourage users to
consider security just as much as they consider convenience
when selecting patterns to secure their smartphones.
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Table 4: Usage statistics for the control and the 5 blocklist treatments.

Control BL_32 BL_16 BL_8 BL_4 BL_2 Hit BL No BL Total

Mean Selection Time 13.64s 13.41s 16.67s 19.27s 25.52s 34.24s 34.50s 12.31s 20.52s
Median 7.38s 9.12s 12.34s 13.88s 17.48s 26.70s 27.99s 7.74s 13.38s

Standard Deviation 26.91s 12.17s 15.98s 17.04s 25.25s 29.23s 24.14s 18.34s 23.27s

Mean Entry Time 1.53s 1.46s 1.53s 1.73s 1.87s 1.79s 1.75s 1.59s 1.65s
Median 1.27s 1.19s 1.33s 1.46s 1.53s 1.62s 1.52s 1.32s 1.40s

Standard Deviation 1.10s 0.94s 0.83s 1.00s 1.35s 0.91s 1.04s 1.04s 1.04s

Mean Recall Attempts 1.33 1.35 1.27 1.35 1.52 1.52 1.53 1.31 1.39
Median 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

Standard Deviation 0.87 0.82 0.64 0.78 1.03 1.03 1.00 0.79 0.88

Recall Success Rate 100.00% 99.55% 100.00% 99.54% 100.00% 99.62% 99.82% 99.76% 99.78%

Mean SUS Score 78.64 78.77 78.01 76.96 76.47 71.62 71.40 79.84 76.72
Median 82.5 80.0 80.0 80.0 77.5 75.0 72.5 82.5 77.5

Standard Deviation 17.37 16.51 16.47 16.84 16.80 17.82 17.74 15.95 17.12

7 Usability

In this section, we discuss the usability of patterns selected
across treatments. We begin by discussing the amount of time
participants took to select and enter their patterns followed
by short-term recall rates across treatments. Afterwards, we
discuss System Usability Score (SUS) before reporting on a
series of Likert-based responses regarding usability.

Selection Time. Our study recorded the amount of time
participants took to select and enter their patterns. As can
be seen in Table 2, participants in the control group took on
average 13.64 seconds to select a pattern, compared to 34.24
seconds on average in the largest BL-2 treatment. The 151 %
increase in selection time is likely due to users encountering
the blocklist multiple times as well as the extra time needed to
develop more complex patterns. Among the smaller blocklist
treatments, the average selection time varied by a few seconds,
with participants requiring on average 5.63 more seconds to
select a pattern in BL-8 compared to the control group. Using
a one-way analysis of variance (ANOVA), we find significant
difference ( f = 22.06, p < 0.05) for selection time across
treatments. By performing a post-hoc pairwise analysis (with
Holm-Sidak correction), we find that the control treatment is
not significantly different from the small blocklist treatments
i.e. BL-32 (p = 0.99), BL-16 (p = 0.99) and BL-8 (p = 0.76)
but significantly differs from the large blocklist groups (p <
0.05) i.e. BL-4 and BL-2. Further, Cohen’s effect size values
suggest a medium effect size between the control group and
BL-4 (d = 0.46), but a fairly large effect size between the
control group and BL-2 (d = 0.73). These results indicate
that larger blocklists can significantly increase the time used
to select a pattern, showing the need to appropriately size
blocklists to preserve the usability of unlock patterns.

Entry Time. The average entry times remained mostly un-
affected by the blocklists. In the control, participants took
on average 1.53 seconds. The only notable changes can be
seen for the large blocklist treatments where entry times rose
marginally to 1.87 seconds for participants in the BL-4 treat-
ment and 1.79 seconds for BL-2. A one-way ANOVA found
significant difference ( f = 4.10, p < 0.05) for entry time
across treatments. However, after performing a post-hoc pair-
wise analysis (with Holm-Sidak correction) we do not find sig-
nificant difference between any of the treatments, suggesting
that blocklists have limited impact on entry time of patterns.

Recall. The vast majority of participants were able to recall
their patterns later in the survey as shown in Table 4 regardless
of their treatment. Recall rates, albeit short-term, were not
significantly different across treatments nor between those
that hit and those that did not hit a blocklist. However, the
average number of attempts needed to recall their patterns
did vary across treatments. In the control group, users needed
1.33 attempts while BL-2 treatment participants required 1.52
attempts on average. The users who did not hit a blocklist
within any treatment took 1.31 attempts and those who did
took 1.53 attempts on average. While these results suggest
that patterns selected after encountering a blocklist tend to be
slightly less memorable compared to those selected without a
blocklist, we do not find any significant difference (H = 9.40,
p = 0.09) across the treatments using the Kruskal-Wallis test.
Note the recall rates captured in our experiment were short-
term due to our focus on the immediate impact of blocklists;
exploring long-term recall is a promising area of future work.

Usability Perceptions. We used the System Usability Scale
(SUS) to measure the perceived usability of the pattern
scheme in presence of different blocklists. As shown in the
last row of Table 4, the SUS scores are acceptable across all
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Security Difficult
SD D NAND A SA SD D

BL-2 1.16% 11.56% 19.08% 52.02% 16.18% 17.34% 31.21%
BL-4 1.21% 7.27% 15.76% 50.30% 25.45% 24.24% 40.61%
BL-8 3.11% 4.97% 21.12% 44.72% 26.09% 26.71% 42.24%
BL-16 3.49% 7.56% 15.12% 48.26% 25.58% 36.63% 36.05%
BL-32 3.61% 12.05% 19.88% 46.39% 18.07% 31.33% 39.76%
Control 2.96% 11.83% 18.34% 42.60% 24.26% 32.54% 39.05%
Hit Blocklist 1.88% 5.65% 18.82% 50.81% 22.8% 20.16% 33.87%
No Blocklist 3% 11.36% 17.82% 45.43% 22.3% 32.81% 40.54%
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Figure 7: Agreement with Likert-scale questions relating to security and usability perceptions of unlock patterns.

the treatments. Apart from BL-2 where users recorded an
SUS score of 71.6, all other blocklist treatments had SUS
scores that were comparable to the control treatment, ranging
from 76.5 to 78.6. We anticipate the lower but acceptable
SUS score in BL-2 was due to users getting frustrated due to
the large blocklist size. Therefore, it is important to use an
appropriate blocklist size in order to have minimal impact on
the usability of unlock patterns.

Security vs. Usability Tradeoffs. Participants were asked
a series of Likert-scale questions on the perceived security
and usability of their patterns (cf. Figure 7). First, participants
were asked if they felt that they “created a pattern that provides
adequate security” for their primary smartphone. Across all
treatments, ∼70 % of participants agreed that they chose a
secure pattern regardless of blocklist encounters. This could
be due to social desirability bias, where participants over-
report the security of their patterns to seem more favorable
in a security-focused study. However, a Mann-Whitney U
test showed significant difference (U = 110674.5, p < 0.05)
in perceived security for participants that did and did not
encounter a blocklist, suggesting that encountering a blocklist
marginally increases (η2 = 0.003) users’ perception of the
security of their patterns.

Participants were also asked if it was difficult to select an
unlock pattern that they would use to unlock their primary
smartphone. The percentage of participants who agreed with
the statement increased as the blocklist size grew, meaning
that strict blocklists made it harder for people to select usable
patterns. BL-2 (20.0 %) and BL-4 (37.0 %) treatments had the
largest percentage of participants agreeing with this statement.
Using a Mann-Whitney U test, we find that participants that
encounter a blocklist think it is more difficult (U = 90388.5,
p < 0.05) to select a pattern compared to participants that
do not. We anticipate that this small increase (η2 = 0.038) is
likely caused by user frustration with large blocklists, further

reinforcing the need to appropriately size blocklists.
When prompted about their agreement with the statement

“my initial strategy caused the display of this warning” over
80 % of participants that encountered a blocklist agreed. In
contrast, less than 35 % of participants that did not hit a block-
list agreed that their initial strategy would cause the display
of the warning. The control group participants were split
roughly evenly with slightly more people agreeing with the
statement. As the blocklist size increased, more participants
agreed that their strategy caused the warning, with 70 % of
BL-2 participants agreeing. A Mann-Whitney U test showed
significant difference (U = 43562.0, p < 0.05) in agreement
with the statement for those who encountered the blocklist
versus those who did not. This suggests that after encounter-
ing a blocklist, users are 27.8 % more likely (η2 = 0.278) to
think critically about the security of their patterns

Our findings on the usability of Android patterns with
blocklists seem to support our hypothesis. While large block-
lists do increase users’ perception of the security of their
patterns, they also make patterns less memorable and less
usable. Moderate blocklists such as BL-8 and BL-16 seem to
improve security without the huge usability trade-off incurred
by BL-2. This further shows the need to select an appropriate
blocklist size to avoid user frustration during pattern selection.

8 Discussion

Android unlock patterns continue to be a popular mobile
authentication mechanism, 27 % of respondents in our study
use them, matching similar reported usage in prior studies [17,
20]. This makes Android patterns the second most commonly
used authentication on mobile devices after PINs. However,
despite their popularity, patterns are comparatively less secure
than both PINs and passwords [4, 20, 29], and have remained
largely unchanged since they were first launched in 2008, with
no significant security updates.
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Our work suggests that the usage of blocklists, even quite
small in size, can have dramatic improvements on the security
of user-chosen unlock patterns. The blocklist warnings also
primed participants to be more security conscious of their pat-
tern choices, and had limited impact on short-term recall and
entry times. Our results indicate that a blocklist with around
100 patterns would balance the security and usability needs
sufficiently and could be deployed quickly and efficiently with
minimal changes to Android’s existing pattern interface.

Compared to most suggestions proposed to improve the
security of unlock patterns such as rearrangement of points
on the grid [28], use of strength meters [2, 25, 26] or pro-
viding guidance during selection [12], blocklists require the
least updates to the simple interface that makes patterns so
popular. In fact, existing warnings such as the one in use on
Apple iOS can easily be adapted. Further, while blocklists
have already been shown to improve security on other mo-
bile authentication schemes such as PINs [20] and Knock
Codes [22], suggestions such as increasing the grid size have
proven not to have meaningful security benefits [4]. While
proposals such as Double Patterns [14] improve security, it
remains unclear if they will be widely adopted because unlike
blocklists, they alter both the selection and entry procedure
of unlock patterns.

Our qualitative results demonstrated how users do not have
a good sense of the security of their pattern choices, with
most users (even those that selected easily guessable patterns)
indicating their patterns to be secure. While this may be due
to social desirability bias, we do observe that encountering a
blocklist forces users to think about security of their patterns,
with users resorting to patterns that are either complex or diffi-
cult to guess. In contrast, most users are primarily concerned
about memorability of their patterns prior to encountering a
blocklist. This suggests that the usage of blocklists can force
users to consider security when selecting unlock patterns.

The biggest challenge with deployment of blocklists is ask-
ing participants to update their pattern if the one they currently
use is on the blocklist. Research on password reuse notifica-
tions may be of benefit in solving this problem. For example,
Golla et al. [16] investigate different notifications for pass-
word reuse which could be adapted to encourage participants
to update their pattern to one not on the blocklist, including
forcing a password reset. Since non-enforcing blocklists have
been shown to have limited security benefits on user-chosen
PINs [20], we recommend using enforcing blocklists that
would force users to select patterns more diversely.

Long term memorability of patterns selected in the pres-
ence of blocklists could pose another challenge to the adop-
tion of blocklists on Android patterns. While short-term recall
times and attempts only varied marginally for participants in
the blocklist treatments compared to the control group, our
study design did not allow us to measure recall over an ex-
tended duration of time, which can be explored further in
future work. However, similar approaches have been success-

fully used in prior work [4, 20, 22] in the security community.
Additionally, blocklists have successfully been used on other
mobile authentication schemes such as PINs [20].

While we primarily focus on a simulated and perfect knowl-
edge attacker for our analysis, further work is needed to deter-
mine how other attackers including a targeted attacker would
perform in guessing patterns, particularly if they are aware
of the blocklist used. While we observe positive change of
strategies from simple to complex after encountering a block-
list, this very information could further improve the guessing
performance of an informed attacker. On the other hand, this
change of strategy is likely to make it harder for attacks such
as shoulder surfing [5].

Future work may also analyze pattern strategies used by
participants in real time in order to provide more tailored
blocklist warnings. For instance, if a user selects a shape such
as a letter, the blocklist warning could inform the user that
their pattern is a letter and can therefore be easily guessed.
Other areas for more work include investigating whether dif-
ferent blocklists are needed for different communities. Our
blocklists were constructed using common patterns observed
in prior work, with these patterns primarily collected from
users in Western countries. This might explain the reason for
most users starting their patterns from the upper left corner
as Western writing begins from the top left. Other work could
also explore whether the blocklists would need to be updated
over time as this was outside the scope of our study.

9 Conclusion

In this paper, we studied the security and usability of block-
lists on user-selected unlock patterns, a feature currently un-
available on Android but used by Apple’s iOS to improve
the security of user-selected PINs. We conducted an online
survey where n = 1006 participants selected patterns across 6
treatments: a control treatment and 5 blocklist-enforcing treat-
ments. We find that even small blocklists improve the security
of unlock patterns. For a simulated attacker that must guess
patterns based on some training data, the attacker’s perfor-
mance is reduced from 24 % to 20 % of patterns successfully
guessed after 30 guesses; the largest blocklist reduces the
attacker’s performance further down to only 2 % after a simi-
lar number of guessing attempts. For usability, blocklists had
minimal impact on short-term recall rates and entry times,
with SUS scores indicating good usability when selecting pat-
terns even in the presence of a blocklist. From our results, we
recommend a blocklist size of about 100 patterns to balance
the security and usability of patterns. Adding this feature to
the existing implementation of Android patterns can be done
easily and does not require changes to the original interface.
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Appendix

A Survey Material
Purpose of Study and Task Description
You are being asked to participate in a research study focused
on the effectiveness of mobile authentication on an Android
device. Androids implement pattern locks rather than tra-
ditional security parameters, for example, numeric PINs or
alphanumeric passwords.

You will be asked to complete a short survey that requires
you to generate a set of Android patterns under a security
scenario, such as locking your device. Your eventual choices
will be used in the final evaluation, as well as your responses
to a set of security and usability questions.

The expected completion time of the survey is 8–10
minutes, and no more than 1 hour. You will be compensated
$1.00 for your participation.

Device Usage Questions
When referring to "mobile devices" throughout this survey,
consider these to include smartphones and tablet computers.
Traditional laptop computers, two-in-one computers, like the
Microsoft Surface, or e-readers, like the Amazon Kindle, are
not considered mobile devices for the purposes of this survey.

1. How many mobile devices do you use regularly?
◦ 0 ◦ 1 ◦ 2 ◦ 3 ◦ 4+

2. What brands of smartphone do you use for personal use?
(Select all that apply)
� Apple � Samsung � LG � Motorola
� Google/Pixel/Nexus � Huawei � ZTE � Other

3. What biometric method do you use most often to unlock
your primary personal smartphone?
◦ I do not use a biometric ◦ Fingerprint ◦ Face
◦ Iris ◦ Other Biometric ◦ I do not use a smartphone
◦ Prefer Not to Say

If participants indicated to use a biometric:
4a. You have indicated that you use a biometric on your

smartphone. Please answer the following question
related to your response. How do you unlock your
primary personal smartphone when you reboot the
device or if your biometric fails?
◦ Pattern Unlock ◦ 4-Digit PIN ◦ 6-Digit PIN ◦ PIN
of other length ◦ Alphanumeric Password ◦ I use an
unlock method not listed ◦ I do not use a smartphone
◦ Prefer Not to Say

Figure 8: User interface for entering patterns.

If participants indicated not to use a biometric:
4b. You have indicated that you do not use a biometric on

your smartphone. Please answer the following question
related to your response. What unlock method do you
use on your primary personal smartphone?
◦ Pattern Unlock ◦ 4-Digit PIN ◦ 6-Digit PIN ◦ PIN
of other length ◦ Alphanumeric Password ◦ I use an
unlock method not listed ◦ I do not use a smartphone
◦ Prefer Not to Say

What are Android Pattern Locks?
Pattern Locks are used to unlock your smartphone, like a
PIN. Patterns require you to “draw” a shape that connects
at least four of the contact points without lifting your finger
or repeating a contact point. Displayed below is the Pattern
Lock interface on a Samsung Android mobile device.

A Little Bit of Practice
On the next page, you will have a chance to practice entering
an Android unlock pattern before proceeding with the rest of
this survey, where we will ask you to select your own pattern
that you would utilize on your primary smartphone.

Practice Entering an Android Unlock Pattern

Interface as shown in Figure 8

Instructions
For this survey, you will be asked to create an Android
unlock pattern you would likely use to secure your primary
smartphone.
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You will need to recall this unlock pattern later in the survey,
so choose something that is secure and memorable as you
may use on your primary smartphone.
We ask that you DO NOT write down your patterns or use
other aids to help you remember.
I understand that I should not write down my unlock pattern
or use other aids to assist in the survey. ◦ I understand
I understand that I will be asked to create an unlock pattern
that I would use on my primary smartphone. ◦ I understand

Selection
Interface as shown in Figure 8

Simple Usability Scale
Select your agreement/disagreement with the following state-
ments. Please note that the term “system” refers to the selec-
tion of the Android unlock pattern.

5. I think that I would like to use this system frequently.
◦ Strongly Agree ◦ Agree ◦ Neither Agree Nor Disagree
◦ Disagree ◦ Strongly Disagree

6. I found the system unnecessarily complex.
◦ Strongly Agree ◦ Agree ◦ Neither Agree Nor Disagree
◦ Disagree ◦ Strongly Disagree

7. I thought the system was easy to use.
◦ Strongly Agree ◦ Agree ◦ Neither Agree Nor Disagree
◦ Disagree ◦ Strongly Disagree

8. I think that I would need the support of a technical person
to be able person to be able to use this system.
◦ Strongly Agree ◦ Agree ◦ Neither Agree Nor Disagree
◦ Disagree ◦ Strongly Disagree

9. I thought there was too much inconsistency in this sys-
tem.
◦ Strongly Agree ◦ Agree ◦ Neither Agree Nor Disagree
◦ Disagree ◦ Strongly Disagree

10. I found the various functions in this system were well
integrated.
◦ Strongly Agree ◦ Agree ◦ Neither Agree Nor Disagree
◦ Disagree ◦ Strongly Disagree

11. I would imagine that most people would learn to use this
system very quickly.
◦ Strongly Agree ◦ Agree ◦ Neither Agree Nor Disagree
◦ Disagree ◦ Strongly Disagree

12. Select Agree as the answer to this question.
◦ Strongly Agree ◦ Agree ◦ Neither Agree Nor Disagree
◦ Disagree ◦ Strongly Disagree

13. I found this system very cumbersome to use.
◦ Strongly Agree ◦ Agree ◦ Neither Agree Nor Disagree
◦ Disagree ◦ Strongly Disagree

14. I felt very confident using this system.
◦ Strongly Agree ◦ Agree ◦ Neither Agree Nor Disagree
◦ Disagree ◦ Strongly Disagree

15. I needed to learn a lot of things before I could get going
with this system.
◦ Strongly Agree ◦ Agree ◦ Neither Agree Nor Disagree
◦ Disagree ◦ Strongly Disagree

Thinking about the Android unlock pattern you just chose:

16. I feel I created an Android unlock pattern that provides
adequate security for unlocking my primary smartphone.
◦ Strongly Agree ◦ Agree ◦ Neither Agree Nor Disagree
◦ Disagree ◦ Strongly Disagree

17. It was difficult for me to select an Android unlock pattern
that I would use to unlock my primary smartphone.
◦ Strongly Agree ◦ Agree ◦ Neither Agree Nor Disagree
◦ Disagree ◦ Strongly Disagree

For participants who received a blocklist warning:
We noticed that you received the following warning while
choosing your pattern:

Warning as shown in Figure 1

18a. Prior to seeing the warning above, what was your strategy
for choosing your unlock pattern? [Open Text]

19a. After receiving the warning message, please describe
how or if your strategy changed when choosing your
unlock pattern. [Open Text]

20a. My initial strategy caused the display of this warning.
◦ Strongly Agree ◦ Agree ◦ Neither Agree Nor Disagree
◦ Disagree ◦ Strongly Disagree

For participants who did not receive a blocklist warning:
18b. What was your strategy when choosing your Android

unlock pattern? [Open Text]

Imagine you received the following warning message after
choosing your pattern:

Warning as shown in Figure 1

19b. Please describe how or if your strategy would change as
a result of the message. [Open Text]

20b. My strategy would cause this warning message to appear.
◦ Strongly Agree ◦ Agree ◦ Neither Agree Nor Disagree
◦ Disagree ◦ Strongly Disagree

Recall Android Pattern
Recall the Android Unlock Pattern you created previously to
secure your Primary Smartphone.

Interface as shown in Figure 8
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Security Comparison
Select your agreement/disagreement with the following
statements.

Questions 21-24 were shown in randomized order.

21. Unlock patterns are a secure way to unlock my primary
smartphone.
◦ Strongly Agree ◦ Agree ◦ Neither Agree Nor Disagree
◦ Disagree ◦ Strongly Disagree

22. Unlock patterns are more secure than alphanumeric pass-
words for unlocking my primary smartphone.
◦ Strongly Agree ◦ Agree ◦ Neither Agree Nor Disagree
◦ Disagree ◦ Strongly Disagree

23. Unlock patterns are more secure than 4-digit PIN codes
for unlocking my primary smartphone.
◦ Strongly Agree ◦ Agree ◦ Neither Agree Nor Disagree
◦ Disagree ◦ Strongly Disagree

24. Unlock patterns are more secure than 6-digit PIN codes
for unlocking my primary smartphone.
◦ Strongly Agree ◦ Agree ◦ Neither Agree Nor Disagree
◦ Disagree ◦ Strongly Disagree

Use Unlock Pattern from Survey
25. If you were using an unlock pattern on your primary

smartphone, would you use the unlock pattern you se-
lected in this survey, or would you select a different one?
◦ Yes, I would use the unlock pattern I created here on
my primary smartphone.
◦ No, I would not use the unlock pattern I created here
and instead create a new one to use on my personal de-
vice.
◦ Unsure, I may or may not use the unlock pattern I
created here on my personal device.

26. [You have indicated that you would use / You have indi-
cated that you are unsure if you / You have indicated that
you would not use if you would use] the unlock pattern
that you created in this survey on your personal mobile
device. Please expand on why you [would / are unsure
if you would / would not] use the unlock pattern you
created here. [Open Text]

Demographics
Please enter your demographic information.

27. Select your age:
◦ 18-24 ◦ 25-29 ◦ 30-34 ◦ 35-39 ◦ 40-44 ◦ 45-49
◦ 50-54 ◦ 55-59 ◦ 60-64 ◦ 65+ ◦ Prefer Not to
Say

28. With which gender do you most identify?
◦ Female ◦ Male ◦ Non-Binary/Third Gender ◦ Not
Described Here ◦ Prefer Not to Say

29. What is your dominant hand?
◦ Left Handed ◦ Right Handed ◦ Ambidextrous
◦ Prefer Not to Say

30. Where you live is best described as
◦ Urban ◦ Suburban ◦ Rural ◦ Prefer Not to Say

31. What is the shape of a red ball?
◦ Red ◦ Blue ◦ Square ◦ Round ◦ Prefer Not to
Say

32. What is the highest degree or level of school you have
completed?
◦ Some high school ◦ High school ◦ Some college
◦ Trade, technical, or vocational training ◦ Associate’s
Degree ◦ Bachelor’s Degree ◦ Master’s Degree
◦ Professional degree ◦ Doctorate ◦ Prefer Not to
Say

33. Which of the following best describes your educational
background or job field?
◦ I have an education in, or work in, the field of computer
science, computer engineering or IT.
◦ I do not have an education in, nor do I work in, the
field of computer science, computer engineering or IT.
◦ Prefer Not to Say

One More Thing...
Please indicate if you’ve honestly participated in this survey
and followed instructions completely. You will not be penal-
ized/rejected for indicating ’No’ but your data may not be
included in the analysis:
◦ Yes ◦ No
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B Additional Figures and Tables

Table 5: Codebook Pattern Select Strategy: “Prior to seeing the warning above, what was your strategy for choosing your unlock
pattern?”

Code Frequency Sample Quote

easy-to-remember 218 “I wanted to pick a pattern that I knew I would be able to remember.”
difficult-to-guess 47 “I just started drawing something that I didn’t think someone would be able to guess.”

complex 31 “I tried to make a somewhat complicated pattern that I could remember."
simple 31 “Something extremely basic that I’ve not personally used prior to this.”
unique 28 “Try to get a pattern that wasn’t used a lot.”

easy-to-enter 27 “I chose a pattern that would be quick and easy to use everyday.”
secure 19 “I wanted something that would feel secure to lock my phone.”

random 17 “I just made a random pattern that came to my mind."
many-points 13 “I tried to think of a pattern that used as many dots as possible.”

∗ Note that each quote can be assigned multiple codes.

Table 6: Codebook Post-Blocklist Strategy “After receiving the warning message, please describe how or if your strategy changed
when choosing your unlock pattern.”

Code Frequency Sample Quote

complex 153 “Yes I changed it to include diagonals in a more complex manner.”
difficult-to-guess 87 “Choosing a pattern that I think others would be less likely to use or guess.”
different-strategy 64 “I would choose a different pattern.”

easy-to-remember 55 “Didn’t want to create something I’d forget quick.”
long 28 “I would choose a longer one.”

random 16 “I tried to think of an extremely random pattern. Something that a lot of people wouldn’t select.”
many-points 15 “I would use more points of the grid.”

secure 13 “Make it secure.”
∗ Note that each quote can be assigned multiple codes.
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Table 7: Usage of devices and unlock methods.

Male Female Other Total

No. % No. % No. % No. %

Number of Devices 624 62 % 367 36 % 15 1 % 1006 100 %

0 0 0 % 1 0 % 0 0 % 1 0 %
1 369 37 % 225 22 % 9 1 % 603 60 %
2 213 21 % 112 11 % 6 1 % 331 33 %
3 33 3 % 24 2 % 0 0 % 57 6 %

4+ 9 1 % 5 0 % 0 0 % 14 1 %

Device Brand 624 62 % 367 36 % 15 1 % 1006 100 %

Apple 86 9 % 72 7 % 2 0 % 160 16 %
Samsung 231 23 % 147 15 % 6 1 % 384 38 %

LG 37 4 % 26 3 % 1 0 % 64 6 %
Motorola 39 4 % 29 3 % 0 0 % 68 7 %

Google 57 6 % 20 2 % 1 0 % 78 8 %
Huawei 9 1 % 2 0 % 0 0 % 11 1 %

ZTE 4 0 % 1 0 % 0 0 % 5 0 %
Other 161 16 % 70 7 % 5 0 % 236 23 %
None 0 0 % 0 0 % 0 0 % 0 0 %

Biometric Method 624 62 % 367 36 % 15 1 % 1006 100 %

No biometric 152 15 % 117 12 % 4 0 % 273 27 %
Fingerprint 387 38 % 183 18 % 5 0 % 575 57 %

Face 72 7 % 49 5 % 2 0 % 123 12 %
Iris 3 0 % 1 0 % 0 0 % 4 0 %

Other 7 1 % 12 1 % 0 0 % 19 2 %
No smartphone 0 0 % 0 0 % 0 0 % 0 0 %

Prefer not to say 3 0 % 5 0 % 4 0 % 12 1 %

Unlock Method 624 62 % 367 36 % 15 1 % 1006 100 %

Pattern unlock 165 16 % 95 9 % 8 1 % 268 27 %
4-Digit PIN 289 29 % 166 17 % 3 0 % 458 46 %
6-Digit PIN 100 10 % 62 6 % 3 0 % 165 16 %

Other PIN 9 1 % 8 1 % 0 0 % 17 2 %
Alphanumeric Password 33 3 % 6 1 % 0 0 % 39 4 %

Other 23 2 % 23 2 % 0 0 % 46 5 %
No smartphone 0 0 % 0 0 % 0 0 % 0 0 %

Prefer not to say 5 0 % 7 1 % 1 0 % 13 1 %
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User Perceptions of the Usability and Security of
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Abstract
The FIDO2 standard aims to replace passwords with public-
key cryptography for user authentication on the web. Doing so
has benefits for both usability (e.g., not needing to remember
passwords) and security (e.g., eliminating phishing). Users
can authenticate with FIDO2 in one of two ways. With plat-
form authenticators, users authenticate to trusted hardware
on the same device on which they are accessing a website.
However, they must re-register for each website separately
on each device. With roaming authenticators, such as USB
security keys, they only need to register once, transferring the
security key across devices. However, users might not be will-
ing to pay for a USB security key, carry it around, or figure
out how to plug it into different devices. These drawbacks
have driven recent efforts to enable smartphones to serve as
roaming authenticators. We conducted the first user study
of FIDO2 passwordless authentication using smartphones as
roaming authenticators. In a between-subjects design, 97 par-
ticipants used either their smartphone as a FIDO2 roaming
authenticator (via a prototype called Neo) or a password to
log into a fictitious bank for two weeks. We found that par-
ticipants accurately recognized Neo’s strong security benefits
over passwords. However, despite Neo’s conceptual usability
benefits, participants found Neo substantially less usable than
passwords both in objective measures (e.g., timing to accom-
plish tasks) and in perception. Their critiques of Neo included
concerns about phone availability, account recovery/backup,
and setup difficulties. Our results highlight key challenges
and opportunities for spurring adoption of smartphones as
FIDO2 roaming authenticators.

Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
without fee.
USENIX Symposium on Usable Privacy and Security (SOUPS) 2021.
August 8–10, 2021, Virtual Conference.

1 Introduction

For decades, the standard method of online authentication
has involved a username and password [7, 21]. Unfortunately,
password-based authentication on the web has key weak-
nesses. For instance, most online data breaches are caused
by weak or reused passwords [48]. As a result, for decades
researchers and practitioners have attempted to develop al-
ternative authentication schemes that are more secure than
passwords, yet no harder to use or deploy [7]. Consider, for
example, federated identity systems like single sign-on (SSO).
In concept, SSO eases the burden of remembering numer-
ous passwords while also being more secure by reducing
password reuse. Nonetheless, it has seen limited adoption out-
side organizational contexts due in part to users’ privacy con-
cerns [5,40,42]. Similarly, password managers have gained in
popularity due to recommendations from security experts [36].
They help users generate, store, and enter unique passwords
for each online account, reducing instances of password reuse
or weak passwords [31]. However, adoption rates of password
managers have also remained low [41].

In this line of attempts to replace passwords for web au-
thentication, the recent FIDO2 standard [3] is a particularly
promising approach that leverages public-key cryptography
in place of passwords. When a user registers on a website,
instead of entering a username and password, they use an
authenticator (dedicated hardware or software following the
FIDO2 specification) to generate a public-private keypair.
Their client then shares the public key with the web appli-
cation. FIDO2 has key benefits. In terms of usability, users
no longer have to remember a password. In terms of security,
users are protected from remote attacks like credential stuffing
and phishing. In terms of privacy, FIDO2 does not have the
centralized privacy risks of federated identity systems [13].

Major browsers Chrome, Firefox, Edge, and Safari all al-
ready support FIDO2 [33], as do a growing number of web-
sites [47]. To use FIDO2, a user must have an authenticator,
of which there are two key types. Platform authenticators are
integrated with a broader-purpose client device and enable
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authentication only on that device. For example, one can use
Apple’s Touch ID as a FIDO2 platform authenticator to log
into websites from an iPhone or Mac laptop, or Windows
Hello as a FIDO2 platform authenticator from a Windows
laptop. Unfortunately, the user must re-register for a given
website separately on each of their devices. In contrast, roam-
ing authenticators, like USB security keys, are portable. A
single roaming authenticator can be used across all of a user’s
devices [44]. While roaming authenticators offer usability
benefits, such as enabling users to authenticate on different
devices, prior work has shown users are reluctant to carry
around USB security keys for authentication [10, 26]. Addi-
tionally, users may not be willing to pay for a security key.

This scenario has driven recent technical efforts to enable
smartphones to be used as roaming authenticators. Over 81%
of Americans own a smartphone [32], so using smartphones
as roaming authenticators is likely to overcome key barriers
faced by USB security keys. To this end, several proposed
modifications to the FIDO2 specification are in progress, in-
cluding caBLE (cloud-assisted Bluetooth Low Energy) and
the closely related Network Transport [28]. Similarly, Duo Se-
curity is experimenting with a software-based mobile authen-
ticator that we refer to as Neo. Because these implementations
are recent, there has yet to be a usable security evaluation of
the use of smartphones as FIDO2 roaming authenticators.

To understand user perceptions of the security and usability
of Neo relative to passwords, we conducted a longitudinal
user study. In a between-subjects design, participants were
assigned to use either a password (termed Password partici-
pants) or their own smartphone as a FIDO2 roaming authenti-
cator via the Neo prototype (termed Neo participants) to log
into a fictitious bank from their own computer daily for two
weeks. A total of 97 participants completed the full protocol
and all daily tasks. We asked a series of research questions:

• RQ 1: Neo involves non-trivial setup relative to pass-
words. How difficult do users find Neo’s initial setup?

By both objective and subjective measures, participants
found Neo’s setup process difficult. More than half of Neo
participants dropped out of the study before completing the
setup process, whereas under 10% of Password participants
did so. Even among those who did complete setup, it took the
median Neo participant over fifteen minutes to configure the
software. While some of this difficulty was due to Neo being
a research prototype, other aspects were inherent in using
smartphones as roaming authenticators. Even beyond one-
time setup costs, the recurring steps in account creation took
longer for Neo participants than for Password participants.

Neo participants also perceived the setup process as less
usable than Password participants. In particular, Neo partici-
pants rated the setup process 20 points lower on the 100-point
system usability scale (SUS) than Password participants.

• RQ 2: In daily authentication, how does the usability of
Neo compare to passwords (after Neo has been set up)?

Passwords can be forgotten or mistyped, whereas Neo sim-
ply requires access to a smartphone. Thus, we expected daily
authentication to be easier for Neo than for passwords. We
found the opposite, however. Neo participants were more
likely than Password participants to be unsuccessful at log-
ging in, typically because they could not authenticate to
their phone (e.g., with their fingerprint sensor) or their phone
seemed not to receive the push notifications that are part of
the protocol. Unsurprisingly, then, Neo participants were less
likely to rate daily sign-ins as easy than Password participants.

• RQ 3: Overall, how do users perceive the security and
usability of Neo relative to passwords? Are they correct?

Overall, participants perceived Neo as both secure and us-
able. Notably, participants correctly perceived Neo as more
secure than passwords. However, they also perceived Neo as
less usable than passwords even beyond their direct experi-
ences with setup and authentication. Nonetheless, over half
of the participants who used Neo reported being “likely” or
“very likely” to use Neo over passwords for five of the six
account types (all except banking) that we asked about.

• RQ 4: Collectively, what are the barriers to user adoption
of smartphones as FIDO2 roaming authenticators?

Neo participants frequently expressed concerns about not
having their phone available or accessible when they hoped
to log in. Notably, one-third of participants reported misplac-
ing their phone at least once a day. They also worried about
account recovery and losing access to their account, whereas
they could simply write their password down somewhere safe.
As a result, many participants expressed reluctance to adopt
Neo for their own accounts even after using it.

• RQ 5: Does a user’s prior experience with two-factor
authentication (2FA) influence their perceptions of Neo?

We found that Neo participants who had prior 2FA experi-
ence rated its usability more highly (in terms of SUS score)
than those who had never used 2FA.

Collectively, our work contributes the first user-centered
understanding of smartphones as FIDO2 roaming authentica-
tors. We uncovered a number of usability drawbacks, both in
actuality and in perception, that will likely hamper the adop-
tion of systems like Neo even as they move from research
prototypes to being directly integrated with browsers. We
thus highlight key challenges and opportunities for spurring
adoption of smartphones as FIDO2 roaming authenticators.

Our paper proceeds as follows. We first detail how FIDO2
works (Section 2) and then present our user study’s method-
ology (Section 3). Next, we present our study’s results (Sec-
tion 4). We then discuss these results (Section 5), compare
them with related work (Section 6), discuss both limitations
and future work (Section 7), and finally conclude (Section 8).
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Figure 1: FIDO2 authentication with WebAuthn and CTAP2.
This diagram is taken from Lyastani et al. [26].

2 Background

In this section, we further detail FIDO2 and its constituent
protocols on a technical level. We particularly focus on efforts
to support smartphones as roaming authenticators. Figure 1
summarizes the FIDO2 authentication process.

2.1 FIDO2: WebAuthn and CTAP2
The FIDO2 standard includes two key protocols. The Web Au-
thentication API (WebAuthn) is a standard jointly developed
by the FIDO Alliance and the W3C [33]. The WebAuthn API
enables web applications (termed relying parties) to lever-
age public-key cryptography to authenticate users. Instead
of a password, a unique public/private key pair is generated
for each website registration using an authenticator. The pri-
vate key is stored on the user’s authenticator. The public key,
along with a randomly generated credential ID, is stored on
the web application’s server. Credentials are scoped to the
web application through the use of a relying party identifier
that identifies the server. The user can then authenticate to
that web application by interacting with their authenticator.

The other half of FIDO2 is CTAP2, a protocol being devel-
oped by the FIDO alliance. It is used when a relying party is
interacting with a roaming authenticator [3], such as mobile
devices like smartphones. The two salient parts of the protocol
are the Authenticator API and the transport-specific bindings,
referred to as transports, that can be used. The Authenticator
API details how an authenticator should interact with a relying
party when making a credential (i.e., public/private key pair)
and creating assertions that provide proof of an authentication
and a user’s consent. The protocol defines how each of these
operations should take place given the capabilities of the au-
thenticator. The transports are how messages are conveyed
from the host to a roaming authenticator. Currently, the modes
that are supported are USB, NFC, and Bluetooth. The next
section details implementations using these transports.

2.2 Mobile Roaming Authenticator Efforts
Next, we summarize three recent efforts that enable mobile
devices to be used as FIDO2 roaming authenticators.

simFIDO is an implementation of FIDO2 by Chakraborty
et al. [8] that uses a SIM-card-based Trusted Platform Module
(TPM) called simTPM [9] to allow Android devices to serve
as hardware authenticators. The authors introduced a new
Android system service called External FIDO Request Re-
ceiver Service (XFRR) that forwards CTAP commands to the
simTPM. Unlike typical implementations where credentials
are bound to a particular device and cannot be removed, a
SIM card (the authenticator) can be moved across devices.

caBLE (Cloud-Assisted BLE) is a proposal by Google
that would extend CTAP2. It attempts to overcome some of
the disadvantages of system BLE pairings, such as client-
implemented preference syncing. The caBLE proposal allows
mobile devices to serve as a roaming mobile authenticator
by establishing a secure channel to pass CTAP2 messages
between the authenticator and the client (e.g., the Chrome
browser) [28]. The latest version of this proposal, caBLEv2,
permits both temporary and permanent pairings between de-
vices. The latter is appropriate for a personal device.

Neo is a prototype developed by Duo Security that allows
mobile devices to serve as roaming authenticators. To use
Neo, the user first pairs their mobile device with a Chrome
browser with the aid of a mobile application and Chrome
extension. The pairing process between the mobile device
and the client takes place through a QR code generated by the
extension. The QR code contains a shared secret. After the
successful pairing, the client communicates with the mobile
device through proxying of the WebAuthn API actions via the
Chrome Extension to an intermediary server. Whenever the
user attempts to authenticate on a website, they will receive a
push notification to their smartphone that they can accept or
reject after unlocking their device (if their phone is locked).
Ongoing work aims to add an HTTPS-based transport (Net-
work Transport) to the list of CTAP2 transports [2, 28]. With
the addition of Network Transport to the CTAP2 specifica-
tion, the Chrome extension would no longer be necessary
during assertion or pairing for Neo or similar efforts; CTAP2
authenticators could communicate with the client directly.

There is debate about when user presence, versus user ver-
ification, should be required for authentication. Yubico rec-
ommends presence for 2FA and verification for passwordless
authentication (like Neo) [46]. Since simple possession of a
device is insufficient for authentication, we predict that similar
schemes will (like Neo) require users to unlock their device
before responding to an authentication push request; not do-
ing so facilitates many attacks. Account sharing is easy with
FIDO2 — simply register multiple phones with one account.
Shared phones would be a security risk and potentially not
possible if biometric user verification is required.

3 Methodology of Our User Study

To understand users’ initial perceptions of the security and
usability of using a smartphone as a FIDO2 roaming authen-
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ticator, as well as how those perceptions might change after
extended use, we conducted a longitudinal, between-subjects
study. We compared the relative usability of passwords and
Neo using both qualitative and quantitative methods. This
study was conducted between May 2020 and July 2020.

3.1 Recruitment
We recruited participants on Amazon Mechanical Turk
(MTurk), an online crowdsourcing platform that has been
frequently used in usability studies. Redmiles et al. found
that MTurk users are often more diverse in terms of age, in-
come, education level, and geography than traditional social
science pools [34]. Because of the requirements for using Neo
(Chrome extension and Neo app), we required participants
to have an Android mobile phone, access to a computer, and
Google Chrome installed on that computer. Participants had
to complete a screening survey verifying that they met the
requirements for participating in the study, including 1) hav-
ing an Android mobile phone running Android version 9+,
2) being located in the US, 3) using Google Chrome, and
4) having a fingerprint scanner on their phone. We used a free
web service to validate the location of participants, following
techniques outlined by Kennedy et al. [22]. Participants also
had to have a 95% approval rating on MTurk.

3.2 Study Design
Eligible participants (n=247) were randomly split into two
groups, with each group assigned one authentication method
(Password or Neo). We informed participants that they were
participating in a study about online authentication and that
they would perform a series of ten tasks on a fictitious bank-
ing application over the course of two weeks. The banking
application we used was a fork of the one used by Reese et
al. [37] in a prior study [38], modified to support FIDO2.

We then instructed each group on how to register for an
account with our web application using their assigned au-
thentication method. Participants assigned to the Password
condition were instructed to choose a username and password.
We required that the password chosen contain at least 8 char-
acters, without any further restrictions. Similar to Lyastani et
al. [26], we chose this password-composition policy, which is
the simplest NIST-recommended password policy, to avoid
skewing usability perceptions with a potentially frustrating
password-composition policy [43]. Choosing a more com-
plex password-composition policy may have led to different
perceptions of both the security and usability of passwords.
Furthermore, to replicate participants’ current approach to
passwords, we neither encouraged nor prohibited the use of a
password manager. Participants assigned to the Neo condition
were given instructions on how to install the mobile appli-
cation and Chrome extension needed for the Neo prototype
to work, how to complete the pairing process between the

Figure 2: A screen shot of the simulated banking application
to which participants authenticated throughout the study.

mobile phone and the Chrome Extension, and how to register
for an account on the banking website.

After successfully registering for their account and logging
into the web application, participants were then instructed to
complete one of the ten required tasks by using their assigned
method to log into the banking application. Participants then
completed the System Usability Scale (SUS) [16], evaluat-
ing the usability of setting up their assigned authentication
method. In addition, they answered questions concerning their
experience with setup and provided demographic information.

Over the two-week period, participants were sent a daily
reminder to complete one of the ten required tasks by au-
thenticating to the banking application. Full participation in
the study required completing these ten tasks within 14 days.
At the conclusion of the study, participants in both groups
completed an exit survey where they completed another SUS
questionnaire and answered open-ended questions about their
authentication experience during the two weeks.

3.3 Attrition

During the development of the study protocol, we expected
participant attrition in both the Password and Neo groups
because of the longitudinal nature of the study. For partici-
pants in Neo, specifically, we hypothesized that there were
steps that could prove to be challenging, causing additional
attrition. Two such steps were app installation and fingerprint
enrollment. For participants to install the Neo prototype on
their Android, they would have to sideload the application.
Depending on their version of Android, doing so necessitated
enabling a setting to install unknown applications. While we
detailed this process in our onboarding instructions, it is pos-
sible that participants did not feel comfortable enabling the
setting. To use Neo, participants would also have to register a
fingerprint if they had not already done so. This fingerprint
was used to authenticate to their phone, thus instructing their
phone to use their private key to authenticate to the banking
application. Given common misconceptions about biomet-
rics [6, 25], we anticipated that some participants assigned to
Neo would not feel comfortable enrolling a fingerprint. Not
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enrolling a fingerprint would prevent them from completing
onboarding and participating in the remainder of the study.
Sections 4.2–4.3 detail the attrition rates observed in practice.

3.4 Data Collected
We hypothesized that one of the barriers to the adoption of
FIDO2 in general, and specifically a roaming mobile authenti-
cator, would be a poor setup experience. For Neo participants,
there are several steps where a participant could get stuck or
have difficulty, such as installing the Chrome extension or
pairing the Chrome extension and the mobile application. To
understand which steps proved to be the most problematic,
we collected detailed timing data on the following parts of the
setup process for Neo: 1) downloading the Chrome extension,
2) enrolling a fingerprint, 3) downloading the mobile applica-
tion, 4) pairing the Chrome extension and mobile application,
and 5) registering a credential on the experiment platform.
Since password-based authentication is something that Pass-
word participants would be familiar with, we only collected
timing data for the account creation step. We attempted to
capture each participant’s initial impressions of the usability
of their assigned authentication method through both the SUS
questionnaire and a series of open-ended questions.

During the longitudinal portion of the study, we had three
goals. First, we wanted to understand how long and error-
prone the login experience was over time. To do so, we col-
lected data on how long it took participants to authenticate
during each of the ten sessions, recording failed authentication
attempts (whether due to timeouts/cancellations in the Neo
condition or incorrect password entries in the Password condi-
tion). Second, we wanted to understand how participants felt
in the moment after each authentication. We accomplished
this by implementing a diary-style Likert item where we
asked participants to rate their agreement (“strongly disagree”
through “strongly agree’) that “logging into this application is
easy.” Lastly, we wanted to understand how participants’ opin-
ions of their assigned authentication method changed over
time. Thus, we again asked participants to complete an SUS
questionnaire and answer relevant open-ended questions.

3.5 Data Analysis Methods
We conducted both qualitative and quantitative data analyses.
For free-response data, we conducted qualitative content anal-
ysis. In particular, two researchers independently read through
the full survey data, each making a broad list of topics par-
ticipants raised. They discussed the list and jointly created
a code book combining topics under closely related themes.
They iterated on this code book and reached consensus on
the codes they would use. Using these codes, they both in-
dependently coded one-third of the responses. Cohen’s κ, a
measure of inter-coder agreement [11], was 0.85 between the
two researchers. Fleiss et al. [19] consider values of κ over

0.75 as excellent agreement. If the two researchers disagreed
on a code, they subsequently discussed the disagreement and
reached consensus. After observing this acceptable value of κ,
one researcher independently coded the remaining responses.

Many of our quantitative analyses were comparisons be-
tween the Neo and Password groups, such as in timing or
SUS scores. Because most of this data was not normally dis-
tributed, we typically used the Mann-Whitney U test (MWU,
also known as the unpaired two-samples Wilcoxon test). We
also sought to understand how participants’ success at authen-
ticating, time required to authenticate, and Likert-scale re-
sponses both changed over time (across the ten authentication
sessions) and varied between the Neo and Password groups.
Because this data was not independent, we built mixed-effects
regression models with the participant as a random effect.
Based on the outcome data types of these three longitudinal
models, we respectively built mixed-effects logistic, linear,
and ordinal regression models. For all statistics, α = .05.

3.6 Ethics
While Duo Security is not an academic institution and does
not have a formal IRB, the study protocol and mechanisms
used to conduct the study underwent an internal privacy re-
view. As part of the screening process, participants had to
consent to their data potentially being published externally. To
conduct the study, we needed to store usernames and hashed
versions of participants’ passwords, but that data was dis-
carded at the conclusion of the study. Participants were eli-
gible for up to $30 in compensation based on whether they
completed the survey that followed the setup process, the ten
daily authentication tasks, and the exit survey. We chose that
number to compensate participants at roughly $15/hr.

3.7 Pilot Study
Prior to conducting the study on MTurk, we conducted an in-
ternal, eight-person pilot to uncover potential problems in our
study setup (e.g., survey questions, mobile app user interface,
time allocated, bugs in the experiment platform), as well as
to identify additional questions to ask. At the conclusion of
the pilot, we corrected bugs in the code for the experimental
platform. We also made our setup instructions more clear.

4 Results

In this section, we describe our participants and then report
our results, grouped chronologically and by research question.

4.1 Participants and Their Demographics
Overall, 97 participants completed all parts of the protocol:
onboarding, initial survey, ten daily tasks, and the exit sur-
vey. While the initial assignment to groups was randomized
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Table 1: The demographics of the 97 participants who com-
pleted all surveys and parts of the full longitudinal protocol.

Password Neo

Gender
Female 31 10
Male 28 17
No Answer 7 4

Age
18–24 years old 2 5
25–34 years old 26 12
35–44 years old 26 7
45–54 years old 8 4
55–64 years old 1 2
No Answer 3 1

Race
American Indian or Alaska Native 0 1
Asian 5 5
Asian, White 1 0
Black or African American 2 2
Black or African American, Hispanic 1 0
Hispanic 6 1
Hispanic, White 3 1
White 45 20
No Answer 3 1

Education
High School Diploma/GED 3 3
Some College But No Degree 13 6
Associate’s Degree 10 5
Bachelor’s Degree 24 12
Professional Degree 13 4
No Answer 3 1

CS Background
Yes 4 8
No 59 22
No Answer 3 1

TOTAL 66 31

and approximately equal, 66 participants in Password and
31 participants in Neo completed all parts of the protocol.
We discuss this unequal attrition between groups further in
Sections 4.2–4.3. All analyses other than those of participant
attrition report on these 97 participants.

Table 1 summarizes participants’ demographics. Partici-
pants in both conditions were more educated than the broader
United States population, with 59% of Password participants
and 53% of Neo participants having attained a bachelor’s
degree or higher. We also asked which of five 2FA methods
(SMS, TOTP, pre-generated codes, push-notification based,
and security keys) participants had used before; we included
example images of these different methods to make them
easily identifiable. Among participants, 94% had used SMS,
54% had used TOTP, 45% had used push notifications, 26%
had used pre-generated codes, and 3% had used security keys.
The proportions of each were similar between conditions.

Table 2: Summary of the time (in seconds) to set up Neo.

10th 90th
Step %-ile Median Mean %-ile

Install Chrome Extension 30.4 56.7 283.5 155.4
Enable Fingerprint 5.5 12.1 73.8 162.5
Install Phone Application 48.1 96.6 220.9 414.1
Pair Device 52.7 148.2 218.0 505.0
Create Account 17.9 105.3 139.4 233.9

Total Time 432.9 1000.1 1488.9 2316.3

4.2 Initial Setup (RQ 1)

As mentioned in Section 3.4, we measured the time it took for
Neo participants to complete each step in the setup process.
The timing data was collected through Qualtrics as partici-
pants progressed through the setup guide. The median time
to complete setup for Neo was 1,000.1 seconds (16 minutes
and 40.1 seconds). The step with the highest median time
was pairing the participant’s mobile device with the browser,
which took 148.2 seconds. The step that took the least time
was enabling fingerprint authentication for participants who
did not already have it enabled. The majority (23/31) of partic-
ipants in Neo reported that they already had their fingerprints
enrolled on their smartphone prior to beginning the study.
Additional timing results for Neo can be found in Table 2.

The only step in the setup process that Neo and Password
both shared was account creation. The median time for ac-
count creation was 74.4 seconds for Password and 105.3
seconds for Neo, though this difference was not statistically
significant (MWU, U = 1269, p = .142). In addition to the
timing data, we analyzed the SUS scores that participants sub-
mitted after they completed setup. The median SUS score for
Password was 88.6, while for Neo it was 66.6. This difference
was significant (Mood’s median test, p < .001).

Of the 31 Neo participants who completed the setup pro-
cess, 11 nonetheless described challenges they encountered.
They described it as too complex, particularly the process of
downloading the mobile app and pairing the phone with the
browser. P5 managed to get it working, but expressed frustra-
tion with the process: “I never really understood exactly what
I was doing or what was required when logging in. I figured
out the steps to make it work but don’t understand the meaning
or process.” Five participants said the installation and setup
process should be simpler. One participant suggested adding
video instructions to the text ones provided, while another
suggested that the additional app download and the extension
should be eliminated entirely, if possible. Those steps could
indeed be eliminated if Neo were supported natively in future
web browsers, though usability challenges would remain.

An important usability finding is that we observed a high
rate of participant attrition and drop-out, particularly among
Neo participants during the setup phase. To control access
to the study, we utilized MTurk qualifications. After assign-
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ing groups randomly among eligible participants from the
screening survey, there were 123 participants in the Password
condition and 115 participants in the Neo condition. At the
conclusion of the setup phase, only 45% (52) of the partici-
pants assigned to Neo remained. Comparatively, 91% (112)
of the participants assigned to Password remained. This dif-
ference in attrition during onboarding across conditions was
significant (χ2(1) = 64.596, p < .001).

At each stage of the setup process for Neo, we saw par-
ticipants leave the study. The two steps that resulted in the
worst attrition were installing the application (16 participants
dropped out) and creating an account (15 participants dropped
out). As mentioned in Section 3.3, we posited that installing
the application would cause problems. However, we did not
predict that account creation would trail so closely. It is pos-
sible that participants did not have a compatible device to
complete the credential creation process, or they could have
reached a threshold of frustration with the entire onboarding
process. In Section 4.1, we detailed that our final sample for
Neo consists of 31 participants who completed all phases of
the study. The remaining attrition occurred longitudinally.

4.3 Daily Authentications (RQ 2, RQ 5)
In the longitudinal phase, participants authenticated ten times
over 14 days. We measured the additional participant attrition,
errors logging in, the time authentication took, and partici-
pants’ perceptions of the usability of logging in.

Attrition: During the longitudinal portion of the study, par-
ticipants left the study at similar rates across the Password and
Neo groups (χ2(1) < .001, p = 1.000). Among participants
who successfully completed the setup process, 60% of Neo
participants and 59% of Password participants completed all
remaining parts of the full protocol.

Authentication Errors: Participants attempted to log into
the banking application ten times in 14 days, and we recorded
each time whether they successfully authenticated using their
assigned mechanism. Although we provided no training for
the Neo condition, Figure 3’s jump in authentication success
rate from Day 1 to Day 2 demonstrates quick learning. Across
authentication attempts for all days, 98% of attempted Pass-
word authentications were successful, while 87% of attempted
Neo authentications were successful.

To quantify how authentication failures varied across
groups and changed over time, we created a mixed-effects
logistic regression model. Authentication success was the
dependent variable, while the assigned group, the day in the
study, and the interaction of those terms were the independent
variables. As this data is not independent, the participant was
modeled as a random effect. Table 3 presents our model. As
suggested above, we found that Neo participants were less
likely than Password participants to authenticate successfully
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Figure 3: The success rate of authentication attempts over the
ten authentication sessions, split by condition.

(OR = 0.222, p = .028). We observed a marginally signifi-
cant effect in that a participant was more likely to authenticate
successfully the further the participant was in the fourteen-
day longitudinal protocol (OR = 1.179, p = .056). Figure 3
shows that the lowest rate of successful Password authentica-
tions (94%) occurred during the first authentication session
of the study. Comparatively, the authentication success rate
was 64% for Neo. We defined an authentication session as all
authentication attempts that occurred in a 10-minute span.

Fingerprint scans were one cause of errors for Neo partic-
ipants. Participants noted that the reliability of a fingerprint
scanner varies, and they may not work in certain scenarios
(e.g., when one’s finger is wet). A few participants mentioned
that they did not use biometrics on their phone before this
study, and others mentioned issues with their fingerprint scan-
ners during the study. P11 described how they “had to add
extra finger scans into [their] phone in order to get it to work
better.” Some participants brought up reliability issues with
the Neo platform prototype itself, saying that they sometimes
had to try multiple times to receive push notifications.

Timing Data: For each authentication attempt, we logged
when the user landed on the login page and when they com-
pleted authentication (pressing submit or approving the push).
The average times to authenticate for Neo and Password were
20.9 seconds and 8.1 seconds, respectively. In our mixed-
effects linear regression model (Table 4), we found that Neo
participants took significantly longer to authenticate than Pass-
word participants (β = 13.708, p < .001). We also observed a
marginally significant result that authentication took slightly
less time as the study progressed (β =−0.217, p = .083).

Ease of Authentication: After each authentication, partic-
ipants responded on a Likert scale (“strongly disagree” to
“strongly agree’) to the statement “logging in to this applica-
tion is easy.” We again built a model, this time a mixed-effects
ordinal regression model (Table 5). We found that Neo par-
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Factor Baseline / (Type) Odds Ratio 95% CI σσσ zzz ppp

Group: Neo Password 0.222 [0.058, 0.850] 0.685 -2.198 .028
Day in Study (Continuous variable) 1.179 [0.996, 1.397] 0.086 1.914 .056
Group: Neo * Days in Study (Interaction effect) 0.909 [0.745, 1.108] 0.101 -0.947 .344

Table 3: A mixed-effects logistic regression model of participants’ success (1) or failure (0) logging in on each day of the
longitudinal study. The independent variables (IVs) were the participant’s assigned group and how many days into the longitudinal
study they were, as well as the interaction between the two. We report the odds ratio and 95% confidence interval of the odds
ratio (95% CI). We also note the baseline (for categorical predictors) or the data type of the IV, as applicable.

Factor Baseline / (Type) βββ 95% CI SE DF ttt ppp

Group: Neo Password 13.708 [8.574, 18.841] 2.627 168.773 5.219 <.001
Day in Study (Continuous variable) -0.217 [-0.462, 0.028] 0.125 910.706 -1.734 .083
Group: Neo * Days in Study (Interaction effect) -0.219 [-0.673, 0.235] 0.232 907.666 -0.943 .346

Table 4: A mixed-effects linear regression model of the time it took participants to authenticate on each day of the longitudinal
study. The IVs and terminology are the same as in Table 3.

ticipants consistently had lower agreement that logging in
was easy compared to Password participants (OR = 0.012,
p < .001). As the study progressed, participants had higher
agreement that logging in was easy (OR = 1.134, p = .002),
even more so in the Neo group (OR= 1.140, p= .022). When
examining the data over time for Neo, we found that the lowest
percentage of responses agreeing or strongly agreeing that log-
ging in was easy (73%) occurred on the first day of the study.
Across the entire study, 90% of the Neo responses agreed or
strongly agreed that logging in was easy. This number was
99% for Password.

Usability: At the study’s conclusion, we asked participants
to complete an additional SUS questionnaire to understand if
their perceptions of the usability of Neo had changed over the
course of the study. Figure 4 summarizes the results from the
exit SUS. The average Neo SUS score was 81.3 in the exit
survey, compared to 66.6 in the initial survey. When trans-
forming those scores using the adjective scale from Bangor
et al. [4], Neo received an “OK” rating in the initial survey
and a “Good” rating in the exit survey. Comparatively, pass-
words received an “Excellent” rating in both surveys, with
average SUS scores of 88.6 and 90.4 for the initial and exit
surveys, respectively. Exit survey SUS scores for Password
were higher than for Neo (MWU, U = 1393.5, p = .002).

SUS scores for Neo were also higher in the exit survey than
in the initial survey (Paired Wilcoxon, W = 636.5, p = .003).
As P12 said, “While [Neo] may seem unfamiliar, it is quick
to set up and easy to learn, and it makes getting into your
account quick and straightforward.” Although Neo received
lower SUS scores than passwords, 23 of 31 Neo participants
nonetheless described Neo as “simple,” “easy-to-use,” or
“straightforward” in free-response data. We also found that
participants with prior experience with push notifications for
2FA found Neo more usable (MWU, U =−1.965, p = .050).
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Figure 4: SUS scores from exit survey by condition

4.4 General impressions of Neo (RQ 3, RQ 4)
Security: All Neo participants expressed a belief that Neo
was secure or trustworthy because of either its requirement
for physically possessing one’s phone or the use of biometric
fingerprint scans.

P31: “I definitely think this authentication method
makes online accounts safer. The fact that it sends
a notification to your phone and requires your fin-
gerprint makes me feel that my account is safe and
secure because only I can authenticate the logins.”

P27 even mentioned that they believed Neo protected them
from “the problem of SIM card hacking.”

Availability: Participants mentioned a number of concerns
about using Neo for authentication. The most common con-
cern was phone availability (18 participants). Some partici-
pants described needing to have your phone physically nearby
as annoying: “It’s a minor annoyance to try to log in when
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Factor Baseline / (Type) Odds Ratio 95% CI σσσ zzz ppp

Group: Neo Password 0.012 [0.002, 0.064] 0.832 -5.270 <.001
Day in Study (Continuous variable) 1.134 [1.045, 1.230] 0.042 3.024 .002
Group: Neo * Days in Study (Interaction effect) 1.140 [1.019, 1.275] 0.057 2.298 .022

Table 5: A mixed-effects ordinal regression model of participants’ agreement (5 = “strongly agree”; 1 = “strongly disagree”) that
“logging in to this application is easy” on each day of the study. The IVs and terminology are the same as in Table 3.

your phone is across the room or in another room charging”
(P4). Participants also described other availability challenges,
such as a phone running out of battery, not having internet ac-
cess, or being broken. For example, P24 wrote, “If the phone
breaks or is forgotten somewhere (I know this is probably
uncommon), I didn’t really see an alternative way to log in or
secure your account.” When asked at the end of the study how
frequently they were generally unable to access their mobile
device when they needed it, 10 participants said “once a day,”
while the rest said at most “once a week.” Notably, 10 other
participants said that this “almost never” happened.

Related to availability challenges, participants raised con-
cerns about account recovery or a backup authentication
method. They pointed out how Neo lacked an obvious recov-
ery/backup method, and this could cause them to be locked
out of their accounts. For example, P32 wrote, “If I can’t
authenticate with my phone and there is not a backup login
procedure, then I can’t login to my account.”

Privacy: Three participants were concerned about the pri-
vacy implications of using Neo. Regarding fingerprints, P13
wrote, “[Neo] requires a thumbprint on the phone currently
to use it, so people concerned about the privacy of that can-
not use it.” One participant mentioned that they feel like Neo
gives the banking institution too much information, while
another said they would not be comfortable setting up Neo on
someone else’s client while away from their computer.

Deployment: Fifteen participants offered concrete sugges-
tions for improving Neo. Participants mentioned wanting
alternatives to using a fingerprint for locally authenticating to
their smartphone (as part of the process of the phone serving
as a roaming authenticator). They suggested facial recogni-
tion, a PIN, or behavioral authentication. P15 wrote, “This is
probably far-fetched but maybe in the future . . . it just knows
you are the one holding the phone. Instead of giving me a
popup to select an action, it simply registers your fingerprint
when holding the phone and logs you in.” Participants voiced
the need for account recovery/backup methods to be available.
Finally, some participants commented that the UI was plain
and should be improved.

Adoption: Eight participants mentioned (unprompted) that
they would use Neo if it were widely available for authentica-
tion. One additional participant said they would use it for 2FA,

but not as their primary form of authentication. P24 wrote,
“For relatively unimportant account (like dating or streaming
services), this is already enough for me to use it as long as
I feel like Neo is a trustworthy and secure company.” Four
participants explicitly stated that they believe the benefits of
Neo outweigh the additional effort it requires. For example,
P27 wrote, “It is a little more ‘difficult’ than just entering
a password, since it involves another step (grabbing your
phone and opening up the authentication app), but the added
security makes it worth it.”

When asked how likely (“very likely” to “not likely”) they
would be to use Neo over passwords for six different account
types (dating services, streaming services, social media, health
care services, banking, and email), over half of Neo partici-
pants said they were “likely” or “very likely” to use Neo over
passwords for all account types except for banking. Streaming
services ranked the highest with 61%. Banking ranked the
lowest, with less than half (39%) of Neo participants being
likely to use Neo over a password.

4.5 Comparisons with Alternatives (RQ 4)
Some Neo participants made comparisons between Neo and
other authentication schemes they had used. Thirteen partici-
pants described benefits they perceived Neo as having relative
to passwords. These benefits (in order of decreasing preva-
lence) included not having to remember/store passwords, the
security benefits of using biometrics (instead of a password
that might be cracked), and ease of use. For example, P13
wrote, “It’s also very easy to use because you just have to
use your thumbprint to verify that it’s you rather than taking
the time to type out a password and guessing which password
you used for which account.” Individual participants also
mentioned that they found Neo easier to use than password
managers or email/SMS PINs. Conversely, one participant
described Neo as frustrating relative to alternative schemes:

P11: “I didn’t really like it. I thought it was a bunch
of extra unnecessary steps just to log in and do
some simple tasks. It got easier to use, but was still
clunky and I really didn’t like it . . . There are easier
and better ways to do authentication that aren’t as
frustrating or unnecessary.”

Some participants described Neo as being similar to 2FA. For
example, P18 wrote, “It provides authentication like 2FA. I
feel it makes things somewhat safer.”
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Password participants confirmed findings from prior work
on passwords [7], including that they found passwords sim-
ple, familiar, and easy to use. Some participants specifically
called out how learnable passwords are, even for people with
little technical expertise: “The authentication was easy to use
and not too complex . . . It is easy to use for those with very
little computer knowledge or skills” (P49). A few Password
participants mentioned that they liked that they did not need a
second device to authenticate. Others described the historical
resiliency of passwords as a sign of its strength as an authen-
tication scheme: “It’s been proven to be quite secure (when
done properly) over decades of use” (P95) and “No one has
yet come up with something worth the trade-offs” (P91).

When asked about disadvantages of passwords, Password
participants overwhelmingly mentioned security. Their con-
cerns regarding password security included weak passwords,
others learning one’s passwords, password reuse, and the risks
of browsers’ auto-fill login if someone gains access to their
devices. Several participants said that our fictitious banking
application’s password policy should have been stronger to
ensure they created secure passwords. One participant also
discussed the lack of a CAPTCHA on the login page, mention-
ing how bots could hack accounts. Several participants raised
the lack of multi-factor authentication (MFA) as a weakness
of our implementation of password authentication:

P40: “Nowadays, it feels a little vulnerable for
something like banking not to require a two-step
validation process using a texted or emailed valida-
tion code. . . . If there was no second step to verify
the user generally, I might be a little concerned.”

Participants suggested different forms of MFA that could im-
prove passwords, including an email/SMS code, security ques-
tions, physical presence, and biometrics (facial recognition,
fingerprints). As P76 wrote, “I still think two-factor authen-
tication can protect the safety of online accounts better on
top of the traditional password authentication method. [Add]
face recognition, SMS/email/app authentication, physical au-
thentication assure the users that they’re more protected.”

5 Discussion

In this section, we discuss our results’ implications for efforts
to spur adoption of smartphones as roaming authenticators.

5.1 Separating Setup and Day-to-Day Use
Reynolds et al. recommended that researchers study setup
and day-to-day authentication separately when evaluating au-
thentication schemes so that problems during the setup phase
would not impact participants’ perceptions of usability for
day-to-day use [39]. In our initial study plan, we intended to
help participants set up Neo in-person. However, the COVID-
19 pandemic shifted our study online and changed plans such

that participants had to set it up themselves. Given the im-
provement in SUS scores for both conditions between our
initial and final surveys, we believe that the overall experi-
ence for participants in both condition was impacted by their
setup experience. This is specifically evident in the significant
portion of participants who dropped out of the study before
completing the setup process. In our analysis of the longitudi-
nal data and initial SUS scores, we found that Neo participants
had comparatively worse experiences authenticating at the
beginning of the study. However, as the study progressed, par-
ticipants found authenticating somewhat easier, authenticated
somewhat faster, and made somewhat fewer authentication
errors. Moreover, Neo participants found the scheme more
usable at the conclusion of the study than at the beginning.
Separating setup and daily use also enabled us to disentan-
gle perceptions of Neo from general perceptions of using
smartphones as roaming authenticators. As different techni-
cal approaches develop for using smartphones as roaming
authenticators, their implementations may have significantly
different setup processes. To better understand perceptions of
smartphones as roaming authenticators after continued use,
researchers will need to evaluate the day-to-day use of FIDO2
implementations like Neo separately from setup.

5.2 Security vs. Usability

Timing data showed that Password participants authenticated
more quickly than Neo participants at every point in the study.
We attribute the authentication speed for Password partici-
pants to both familiarity and the use of auto-fill capabilities by
password managers and browsers. 25% of Password partici-
pants reported that they used a password manager, browser, or
other tool to generate new passwords. These timing results are
similar to the findings of Farke et al. [18]. Neo’s consistent
underperformance relative to passwords raises the question
of whether highlighting an authentication method’s security
benefits is enough to encourage adoption.

Unlike in prior work on security keys, in which partici-
pants did not fully understand the potential benefits of secu-
rity keys [14, 26], participants in our study reported that Neo
was substantially more secure than passwords, yet found pass-
words more usable. Nonetheless, the majority of participants
who used Neo during the study reported being likely to use
Neo over passwords for all account types we asked about
other than banking accounts. It is possible that users of pass-
word managers already receive FIDO2’s best non-security
related attributes (e.g., memorylessness, decreased cognitive
load during registration). To counter similar arguments and
spur adoption, implementers will need to underscore the flaws
of passwords, such as the threat of phishing, credential stuff-
ing, and data breaches, highlighting how FIDO2 avoids them.
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5.3 Availability/Account Recovery

The most common concern for Neo participants was phone
availability. For people to feel comfortable adopting smart-
phones as roaming authenticators, system designers must
solve availability issues that arise from using a smartphone
to authenticate. That is, if the user’s smartphone is their only
authenticator and their smartphone is inaccessible for any of
the reasons detailed below, the user will not be able to log
into any websites. Lyastani et al. and others have identified
analogous problems for USB security keys, particularly the
difficulty of account recovery and revocation if the key is
lost or stolen [1, 10, 26]. Smartphones, just like security keys,
can be stolen or lost, temporarily or permanently. Identify-
ing appropriate methods for recovering from authenticator
loss is still an open problem, although FIDO2 recommends
registering multiple authenticators to avoid being completely
locked out [20]. As participants mentioned, though, smart-
phones raise additional availability issues. Unlike security
keys, phones can run out of battery, making it impossible for
the owner to authenticate without charging the phone. Phone
availability can also be impacted by limited wireless reception.
Finally, phones are also higher-value targets for theft.

Shortcomings in accessibility can also present availability
challenges. For example, schemes that require biometrics to
verify user identity (e.g., as might be required after confirming
a push notification as we did for Neo) could cause problems
for people who cannot touch a security key’s capacitor, who
cannot use a fingerprint scanner, or for whom facial recog-
nition is not reliable. It is important for system designers to
consider a variety of ways for users to verify their identity,
potentially including some that could cause their systems to
lose some of their security benefits (e.g., PINs).

When asked at the end of the study how frequently they
were generally unable to access their mobile device when
they needed it, a third of participants said “once a day,” a third
said “almost never,” and the other third was “once a week” or
less frequently. The variety of these results make it difficult to
provide general recommendations regarding these challenges.
Currently, the best approach to availability challenges may be
nudging or requiring users to register multiple authenticators.

Another potential way to allow users to enjoy the security
benefits of authentication methods like Neo while also con-
sidering account recovery is to enable email-based account
recovery, as is typical for passwords. If a user breaks or no
longer has their registered authenticator, they could receive a
link in their email account to register another type of authen-
ticator. Of course this means users have to remember at least
one password, similar to using a password manager. Of course
they would need to not be using Neo on their email account,
and they would need to have a strong password for their email
account. However, if they have backup unregistered authen-
ticators at hand (e.g., old phones or platform authenticators
on desktop devices), this approach could provide the usabil-

ity benefits of password managers while providing the secu-
rity benefits of using smartphones as roaming authenticators
within FIDO2 passwordless authentication.

6 Related Work

Oogami et al. [29] conducted the first study evaluating the
usability of smartphones as WebAuthn-enabled platform au-
thenticators. In 2018, their website (yahoo.co.jp) was the first
commercial portal to let users choose to log in from their
smartphones using WebAuthn with a fingerprint. Conversely,
we evaluated the use of smartphones as roaming authentica-
tors. Out of their 10 participants, only three were able to com-
plete the registration process without assistance. Although
their registration process was significantly different than ours,
participants in our study similarly struggled with setup.

Lyastani et al.’s [26] between-subjects lab study (N = 94)
evaluated the usability of security keys with FIDO2 password-
less authentication. The authors sought to understand users’
perceptions, acceptance, and concerns when using security
keys for FIDO2 passwordless authentication. They found
that passwordless authentication with security keys was seen
as both more usable and more acceptable than passwords.
Our study builds on this work, but focuses on using smart-
phones (instead of security keys) as roaming authenticators.
While participants in their study preferred passwordless au-
thentication with a security key to passwords, they were also
concerned about account recovery and account revocation.
Our participants raised these same concerns. Farke et al. [18]
conducted a similar experiment in the context of a small com-
pany. Like us, they found that participants were concerned
about the availability of their authenticators (security keys) in
terms of physical location (e.g., losing the authenticator) and
functionality (e.g., a malfunctioning authenticator).

Owens et al. [30] presented a framework for evaluating au-
thentication schemes that use smartphones as FIDO2 roaming
authenticators. They specifically highlighted user perceptions
of phone availability and account recovery challenges as po-
tential focus areas for researchers. The data we collected
included the types suggested by their framework. Bonneau
et al. [7] proposed a framework for evaluating web authen-
tication schemes. This framework used 25 properties to rate
35 password-replacement schemes on usability, deployability,
and security. Their expert evaluation found that no scheme
analyzed offered the same benefits as passwords. Prior work
has evaluated WebAuthn using this framework [13,18,26,27].

To address the challenge of account recovery, Conners and
Zappala [13] proposed the Let’s Authenticate alternative to
FIDO2 based on certificates instead of keys. Certificates are
issued after users prove ownership of an account with a user-
name and password, facilitating re-issuance if an authenti-
cator is lost. Credential recovery and revocation problems
are critical for roaming authenticators like security keys and
smartphones. While Let’s Authenticate eliminates the burden
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of registering an authenticator with every web service, it also
introduces a new trusted third party.

Klieme et al. [23] proposed an extension to
FIDO2/WebAuthn that would allow continuous au-
thentication over BLE. They created a proof-of-concept
Android application to serve as a roaming authenticator and
implemented a custom relying party that supported their
extension. Due to browsers’ lack of support for custom
FIDO2/WebAuthn extensions, they simulated (rather than
tested) extension processing by adding functionality to their
custom relying party. We work around this current browser
support challenge by using a Chrome browser extension to
simulate Network Transport functionality.

A number of researchers have studied the usability of
mobile phones as a second factor for authentication, in-
cluding via SMS codes, TOTP codes, and push notifica-
tions [12, 15, 24, 38, 45]. Weidman and Grossklags [45] stud-
ied a transition from token-based 2FA to a push-notification
2FA system, finding that employees preferred the token-based
system to the Duo app. Colnago et al. [12] studied the deploy-
ment of 2FA via the Duo app at their university. They found
that 2FA adopters found it annoying, yet easy to use. Neo uses
a similar push notification mechanism for authentication.

7 Limitations and Future Work

As in many user studies, our findings are somewhat limited in
their generalizability by the small sample size. Additionally,
in both experimental conditions, participants logged into a
fictitious banking website. Consequently, they did not expe-
rience any real risk or incentive during authentication. This
could cause Password participants to create weaker passwords
than they otherwise might, and generally cause participants to
behave differently than they might in real-life scenarios. We
attempted to simulate risk by having participants perform sim-
ulated transactions within the banking application. However,
there was no reward associated with protecting the assets in
the accounts. To better simulate risk, future work could adapt
the approach from Redmiles et al. [35] and assign a probabil-
ity of a participant’s account being “compromised” based on
the characteristics of the password they created. Moreover, it
is possible that users may have exhibited different behaviors
or perceived things differently if the study website had a dif-
ferent focus (e.g., social media). Future work could explore
those differences by conducting a between-subjects experi-
ment with additional conditions that mimic other well-known
web services.

Our participant pool also likely impacted our results. Be-
cause users with prior 2FA experience with push notifications
are over-represented (45% vs. 19% in the general US popula-
tion, according to Engler [17]), and we found that this prior
experience made participants view Neo as more usable, the
results from this study could be seen as overly optimistic.
Although MTurk users are often more diverse in terms of

age, income, education level, and geography than traditional
social science pools, they are also younger, Whiter, and more
tech-savvy than the general US population [34]. Because we
required that participants live in the US (to reduce confound-
ing factors), our results are not reflective of global populations.
Future work should study more diverse populations.

As previously discussed, Neo overall had a far greater at-
trition rate than Password despite random assignment. We
listed several potential causes in Section 3.3. Some amount
of the dropout was likely a result of the difficulty associated
with setting up Neo. Thus, our final set of participants may
be biased and present overly optimistic results. However, if
this effect were strongly present, one might expect Neo to
have been found to be more usable than passwords. We found
the opposite. Future work should study the setup process and
daily use separately, even more closely tracking attrition. We
also observed a jump in the Neo authentication success rate
from Session 1 to 2. We speculate that this jump reflects the
learning effect for a new system, although we cannot speak
definitively about what aspects were barriers in Session 1.
Studying this increase is an avenue for future work.

We tested only a simple password-composition policy. Fu-
ture work should test a variety of different policies and sep-
arately test password managers to further understand how
WebAuthn compares to various password use cases. While
our participants were Chrome users, our study platform did
not enforce the use of Google Chrome when registering or
during authentication. This means that participants in Pass-
word could have used other browsers, introducing a confound.
Finally, future work should study using platforms like Neo
across multiple websites. A user has to register separately
each time they want to add Neo as an authenticator on a new
website; we only studied its usability on a single website.

8 Conclusion

We conducted a between-subjects (N = 97), longitudinal study
of FIDO2 passwordless authentication with smartphones as
roaming authenticators. Participants recognized the security
benefits of the Neo smartphone-based passwordless authenti-
cation scheme, yet still found passwords to be more usable.
Nonetheless, many participants were willing to use Neo over
passwords for five of the six account types we asked about.
Participant were acutely aware of challenges associated with
losing an authenticator and stressed the need for account re-
covery methods. Participants suggested that the setup process
for Neo be simplified, that different ways of verifying user
presence (e.g., PIN, facial recognition) be made available for
authentication, and that account recovery/backup methods
be added. While some of the concerns participants had (e.g.,
setup issues) were unique to the design of Neo, we believe
our findings highlight issues and opportunities designers of
smartphone-based FIDO2 passwordless authentication must
consider when implementing new schemes.
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A Screening Survey

[This survey was sent to MTurkers who accepted our HIT.]

Please complete the following 1 minute screening survey to see if you qualify for a two-week longitudinal study on online
authentication. This study may require you to install a mobile application and/or a Chrome extension. You will be asked to login
into a web application ten times over the course of two weeks, completing a simple task each time. Completing all of the tasks
over two weeks should not take more than 75 minute total. After completing the first task you will take an initial survey. After
two weeks pass, we will send you a link to a final survey. Upon adequate completion of the final survey, you will receive your
$30 in compensation as a bonus.

Do not take this survey unless you meet the following criteria:
• Have an Android phone with a fingerprint sensor
• Have Android version 9.0+ (to check what version of Android you have, go to your phone’s “Settings,” and search “Android

version,” or you can visit the following website from your mobile phone: https://whatismyandroidversion.com/)
• Have Google Chrome installed on your computer
• Are an adult currently living in the USA

If you take this screening survey and do not meet the above criteria, you will not receive compensation.

If you qualify for the survey, we will message you with more details about the study and send the $30 as a bonus upon completion
of the longitudinal study.

By taking the survey, you are agreeing to the non-disclosure agreement found at the following link: https:
//bankoferie.com/nda© I agree © I do not accept and will not participate in this study

Please enter your MTurk ID below. Please ensure that it is correct to ensure that we are able to compensate you for your
participation. ______

Do you have an Android mobile device? © Yes © No

If you answered yes to the above question, what Android software version do you have do have? To check this, go to your
phone’s “Settings,” and search “Android version” or you can visit https://whatismyandroidversion.com/ from your
mobile phone. ______

Are you an adult (18+ years old) currently living in the United States? © Yes © No

Do you have Google Chrome installed on your computer? © Yes © No

Does your Android phone have a fingerprint sensor? © Yes © No
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B Survey Instrument

[Below we highlight the difference between the initial/exit surveys received by participants in the Neo and passwords conditions
after the completion of their tasks.]
Please enter your MTurk ID below. Please ensure that it is correct to ensure that we are able to compensate you for your
participation. ______

Please enter the username that you used for the study. Please ensure that it is correct to ensure that we are able to compensate
you for your participation. ______

B.1 System Usability Scale
In the following survey, the word “system” refers to the [mobile phone-based or passwords-based] authentication method you
used to log into your account. Please state your level of agreement or disagreement for the following statements based on your
experience with this system. There are no right or wrong answers.

[Response choices: © Strongly agree © Agree © Neither agree nor disagree © Disagree © Strongly disagree]
Questions:

• I think that I would like to use this system frequently.
• I found the system unnecessarily complex.
• I thought the system was easy to use.
• I think that I would need the support of a technical person to be able to use this system.
• I found the various functions in this system were well integrated.
• I thought there was too much inconsistency in this system.
• I would imagine that most people would learn to use this system very quickly.
• I found the system very awkward to use.
• I felt very confident using the system.
• I needed to learn a lot of things before I could get going with this system.

B.2 Additional questions
These questions are about your experience with [setup or day-to-day use] of the [mobile phone-based or passwords-based]
method you used to log into your account in the web application. Please answer them thoroughly and honestly. There are no right
or wrong answers.

How would you describe your general experience with the authentication method you used? ______

What advantages do you see with using this authentication method? ______

What disadvantages do you see with using this authentication method? ______

[Final, Passwords only] Do you think using this authentication method is the best available for protecting the safety of your
online accounts? ______

[Final, Neo only] If you were to recommend Neo to a friend, how would you describe its benefits? ______

[Neo only] How likely are you to choose Neo over passwords for the following types of accounts, if Neo were widely available?

[Final, Neo only] What changes would need to be made to Neo to make you more likely to use it? ______

[Final, Neo only] Did you previously visit the website (https://webauthn.guide) mentioned in the tutorial to learn more about
WebAuthn? © Yes © No © I don’t remember
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Very likely Neutral Not likely N/A.

Dating services (e.g. Bumble, OkCupid) © © © © © ©
Streaming services (e.g. Netflix, Hulu) © © © © © ©

Social media © © © © © ©
Healthcare services © © © © © ©

Bank © © © © © ©
Email © © © © © ©

[Final, Neo only] What other sources, if any, did you use to learn about WebAuthn (if you didn’t use any input N/A)? ______

[Final, Neo only] Do you think using this authentication method makes an online account safer? ______

Generally, how frequently have you not been able to access your mobile phone when you needed it? © Once per day © Once
per week © Once per month © Once per year © Almost never © Other ______

[Initial only] How do you typically choose your password for a new email account? © Reuse an existing password © Modifying
an existing password © Create an entirely new password on my own © Randomly generate an entirely new password with
browser/password manager/other tool © I prefer not to answer © Other ______

[Final, Neo only] Did you have fingerprint enabled on your Android phone PRIOR to beginning this study? © Yes© No ©
Other ______

[Final only] Anything else you’d like to add? ______

[Initial only] Have you ever been a victim of account compromise/hacking? © Yes (please briefly describe the incident)______
© No

B.3 Demographic Info
[Initial only] Please choose the range that includes your age. © 18-24 years old © 25-34 years old © 35-44 years old © 45-54
years old © 55-64 years old © 65-74 years old © 75+ years old

[Initial only] Please choose your race/ethnicity (select all that apply). © American Indian or Alaska Native © Asian © Black or
African American © Hispanic © Native Hawaiian or Other Pacific Islander © White © Other ______

[Initial only] What is your gender? ______

[Initial only] Please indicate if you have a computer science background. © Yes © No

[Initial only] Please indicate your highest educational degree. © High School Diploma/GED © Some college but no degree ©
Associate’s degree © Bachelor’s degree © Professional degree (e.g. Master’s, PhD, MD, JD) © Other ______

[Initial only] What forms of two-factor authentication have you used in the past, if any? © SMS/Text Message © TOTP code
generator app (e.g. Google Authenticator, Authy, DUO Mobile) © Pre-generated codes (that you printed or wrote down to use
later) © Push notification based mobile app (e.g. Google Prompt, Authy OneTouch, DuoMobile) © Physical security keys (e.g.
YubiKey, Titan) © Other ______
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C Selected screenshots from Neo setup guide

We made a setup guide to help participants successfully register and authenticate using Neo. Participants were required to pair
the mobile application with their browser to share a secret via a QR code.

Figure 5: A screenshot of the Chrome extension during account registration from the Neo setup guide.

Figure 6: A screenshot of the Chrome extension prompting a user to confirm that the pairing was successful.
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Figure 7: Aggregate authentication success rate over time by condition. The labels indicate the number of unique participants
who authenticated on that day in the specified condition. We required that participants log in on ten days within a fourteen day
window, and many participants simply logged in for the first ten days of the study. Note that the number of authentication attempts
(reflected in the authentication success rate) can be greater than the number of participants in the case of failed authentication
attempts. For instance, on Day 14 there were two Neo participants, one of whom logged in successfully on the first attempt and
one of whom had a failed authentication attempt followed by a successful attempt.
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Abstract
To help tackle the COVID-19 pandemic, the tech community
has put forward proximity detection apps to help warn people
who might have been exposed to the coronavirus. The privacy
implications of such apps have been discussed both in aca-
demic circles and the general population. The discussion in
Germany focused on the trade-off between a centralized or
decentralized approach for data collection and processing and
their implications. Specifically, privacy dominated the public
debate about the proposed “Corona-Warn-App.” This paper
presents a study with a quota sample of the German popu-
lation (n = 744) to assess what the population knew about
the soon-to-be-released app and their willingness to use it.
We also presented participants potential properties the app
could have and asked them how these would affect their usage
intention. Based on our findings, we discuss our participants’
views on privacy and functionality, including their perception
of selected centralized and decentralized features. We also ex-
amine a wide range of false beliefs and information that was
not communicated successfully. Especially technical details,
such as that the app would use Bluetooth, as opposed to loca-
tion services, were unknown to many participants. Our results
give insights on the complicated relationship of trust in the
government and public communication on the population’s
willingness to adopt the app.

1 Introduction

Since the spread of COVID-19 in 2020, governments have
been developing measures to fight its transmission. One of

* These main authors contributed equally to this work.
Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
without fee.
USENIX Symposium on Usable Privacy and Security (SOUPS) 2021.
August 8–10, 2021, Virtual Conference.

these measures is the use of contact tracing apps. Early in
2020, the public media in Germany discussed two different
approaches. The centralized app was based on PEPP-PT [24],
while the decentralized app, was based on DP-3T [44]. Both
approaches come with advantages and disadvantages. The
public debate was driven by researchers who signed an open
letter (April 2020) backing the decentralized approach [7], as
well as privacy advocates (April 2020) [11]. A major argument
was that the general population would only be willing to adopt
the app in sufficient numbers if privacy was preserved [7]. The
German government had previously committed to the central-
ized app, which they abandoned during development due to
the public debate, starting a new development project based
on the decentralized approach at the end of April. The me-
dia extensively discussed this decision, and the government,
via direct appeals and public media, encouraged people to
install the app. In this context, we were interested in find-
ing out how much the general public understood about the
newly announced but, at the time of conducting the study,
yet to be released decentralized app. We were also interested
in the general public’s attitudes towards potential properties,
particularly those about the centralized and decentralized ap-
proaches’ advantages and disadvantages. To gain insights into
these issues, we conducted an online survey study from May
30 to June 11, 2020, with a quota sample of 744 participants
from Germany. The app was released on June 16 and became
one of the most installed European apps [43].

In this paper, we make the following contributions:

• We conducted the first study to assess participants’
knowledge of and beliefs about the planned Corona-
Warn-App (CWA) after the app features were published
and broadly discussed in the media. This is in contrast
to other studies in Germany that focused on hypothetical
apps.

• We assess how accurately participants could identify the
properties of the planned German contact tracing app.

• The German public discourse was dominated by the dis-
cussion of a centralized versus decentralized application.
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We offer insights into the level of relevance of the app’s
capabilities linked to the centralized approach.

• We compare our work to contemporary work that as-
sessed willingness to install various hypothetical tracing
apps in Germany [68].

2 Related Work

In this section, we discuss related work in three areas relevant
to the context of this work. 1) The discussion about technical
aspects of tracing apps and their history/development in Ger-
many, in particular between the centralized and decentralized
approach; 2) studies about the acceptance of contract trac-
ing apps and influence of factors in released or hypothetical
corona tracing apps. 3) Research on the existing knowledge
of users about upcoming or already released corona tracing
apps.

We note that most of the literature was published after we
designed and conducted our study, so we compare our results
retrospectively.

2.1 Technical background/history
The idea of supporting contact tracing with mobile apps
emerged early in the pandemic. The first working app to fight
COVID-19 was released in March 2020 in Singapore [21],
only two months after the first reported infections outside of
China [35]. The app had the disadvantage that it had to be
constantly the visible app on the smartphone to allow data
exchange. For such an app to effectively support health agen-
cies in contact tracing, a large set of the population has to use
it, depending on the overall scenario (e.g., how quarantine is
handled) [55].

In Germany, two approaches to collect and process the
data were discussed. In the centralized version called “Pan-
European Privacy-Preserving Proximity Tracing” (PEPP-PT)
[24] all collected encounters, namely contact-ID and times-
tamp of encounters with other app users would be uploaded
and stored on a central server. In the decentralized version
“Decentralised Privacy-Preserving Proximity Tracing” (DP-
3T) [44], all encounters remain on the users’ smartphone.
If a user tests positive for COVID-19, they can upload all
their cryptographic keys (from which the IDs can be derived)
to a server. Once a day, a list with keys of people who re-
ported their positive COVID-19 tests is downloaded to all
users’ smartphones and compared to locally stored encoun-
ters within the last 14 days. The important difference is that
determining whether a user has been at risk of contracting
COVID-19 is calculated on their smartphone itself and the
encounter data never leaves the phone. At the beginning of
the discussion, the German government wanted to follow the
centralized approach [25]. After two open letters in April
2020 suggesting the usage of DP-3T [7, 23], the German
government changed course and pivoted to the decentralized

approach on April 26 [12]. Two days later, a press release
was published that contained (technical) information about
the app, such as that it would work with Bluetooth [27].

2.2 User acceptance of tracing-apps

Since the idea to use apps that would support the contact
tracing work of the health departments to contain COVID-19
became popular among governments worldwide, researchers
aimed at understanding user preferences to allow for broad
adoption. Studies were conducted in Australia [66], Europe
[65] (including Belgium [70], France [45, 52], Germany [45,
48,56,59,60,67,68], Italy [45], Ireland [63], Switzerland [69]
and the UK [45,46,57,71,72]) and the USA [41,45,51,53,54,
58, 59, 61, 62, 64, 65, 68, 73]. As Utz et al. [68] and Kostka et
al. [59] found similarities for Europe and America, we focus
on work conducted with those populations.

Most conducted studies were choice-based conjoint experi-
ments, in which participants were asked to select which app of
several they would prefer or were given different app configu-
rations for which they had to decide if they would install such
an app [48,68,71,73]. Some studies asked to imagine a corona
tracing app has already been released [45, 54, 57, 59, 61, 70]
We are aware of only a few studies that looked at the user ac-
ceptance and influencing factors on the acceptance for the app
that was already launched in the surveyed country [66, 69].

Investigated Factors The studies explored factors that
could influence participants’ intention to install and use the
corona tracing app. Several authors investigated how personal
characteristics, such as demographics or one’s experience
with the pandemic, impacted the acceptance of corona tracing
apps [45,46,48,52–54,56,59,61,68,69,73]. Amongst others,
people who were male [56, 61, 68], had higher trust in the
respondent’s government [45, 48, 52, 68, 69], health authori-
ties [69] and others in general [56], had higher income [61,69]
or lived in urban areas [59, 61] were more likely to install a
tracing app. While some authors noted that younger partici-
pants were more inclined to use a tracing app [53,56,61], oth-
ers found the opposite [54, 59]. Looking at pandemic-related
factors, health concerns during the pandemic, and personal ex-
perience with COVID-19 increased the willingness to install a
tracing app [48, 52, 53, 59, 68]. Additionally, better adherence
to COVID-19 regulations was a positive influence [69]. Fear
and anxiety concerning changes in government rules [46]
impacted participants negatively.

Apart from factors that might influence the acceptance
of contact tracing apps in general, many studies were con-
ducted to find which app design choices would be con-
sidered positively or negatively by participants. The stud-
ies covered different attributes (e.g. what data will be col-
lected) [48, 58, 61, 62, 73], the apps purpose [68] or what
institution will develop, host, distribute or own the app
[41, 48, 53, 57, 64, 65, 71]. Li et al. [62] found a preference
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for the centralized, while Zhang et al. [73] had more partici-
pants who were willing to use a decentralized app. Horvath
et al. [57] found a centralized national health system to be
favored. Participants rated health agencies more trustworthy
than their government as a whole concerning corona tracing
apps [57, 65]. Still, Simko et al. [65] found no entity that
everyone trusted. Anonymous data collection impacted par-
ticipants positively in their decision to use an app [48] and it
was perceived negatively if the collected data can uniquely
identify individuals [68]. Independent of app design choices,
studies often found a subset of participants who did not like
any of the proposed apps [58, 62, 68].

Aside from app properties, researchers looked into effects
an app could have, and the influence this has on adoption
[48,61,71] such as malfunctions of the app [58,68] or the per-
ceived effectiveness in fighting against COVID-19 [59–61,70].
They found that participants’ perception of the (public) health
benefits an app would offer and other people’s willingness
to use it explained the usage intention better than app design
choices and personal characteristics [61]. Performance ex-
pectancy and the benefit were also among the most critical
predictors in other studies [59,60,70]. Malfunction in contact
tracing was found to be of negative influence [68] and partici-
pants valued false negatives worse than false positives [58].
The willingness to use contact tracing apps increased if its
usage is linked to priority testing [48, 71]

Further, numerous studies identified the primary reason
why users would or would not install tracing apps [45, 46,
56, 63, 66, 68, 69, 72]. In their studies, privacy concerns [45,
46, 56, 66, 68, 69, 72], technical concerns or lack of technical
equipment [56, 66, 69], distrust in the government [66] or
the fear of surveillance at the end of the pandemic [45, 63]
and doubts about the effectiveness or benefit [56, 69] were
brought up as negative influences. The following topics were
mentioned as reasons for using a tracing app: willingness to
protect family and friends [45, 63], a sense of responsibility
for the community [45, 63, 72] and the hope that the app may
stop the pandemic [45].

2.3 Knowledge about corona tracing apps

The subsequent studies examined what participants knew
about corona tracing apps apart from factors and properties
influencing users’ installation or usage intention. Simko et
al. [65] conducted surveys for seven months in the US and
Europe, focusing on contact tracing and privacy and asking
for potential app properties. Within the participants’ answers,
they identified several false mental models, e.g., that proxim-
ity tracing is less secure than location tracking due to constant
communication between devices. Zhang et al. [73] surveyed
2000 participants in the USA to measure the support for nine
different COVID-19 surveillance measures, including tracing
apps. While analyzing, they noticed participants had many
misunderstandings about the described app, although the de-

scription was still visible when they answered the questions.
For example, a third believed they would receive the names of
infected people they had been in contact with. The number of
incorrect answers could not predict the participants’ usage in-
tention. Williams et al. [72] conducted focus groups in the UK
to explore public attitudes to the proposed contact tracing app.
The authors found the most common misconception was that
the app would make it possible to precisely identify COVID-
19 cases in their vicinity and amongst their contacts. In one
study that took place outside Europe and America, Thomas
et al. [66] surveyed 1500 Australians after the national trac-
ing app was released and examined participants’ knowledge
about it. Around 70% knew the app would make it easier and
faster to inform people exposed to COVID-19 and warn users
who would not have been warned otherwise. However, 50%
did not reject the assumption that their personal information
would be used after the pandemic, and 57.4% believed the
app would warn if infected people were near them.

3 Methodology

This section describes instrument development and the con-
ducted survey, our recruitment, and the data analysis process.

3.1 Survey Development
We followed the public discussion of the CWA. We were in-
terested in the information that potential users have, mainly
as discussions focused on whether enough people would in-
stall it and why (not). Much of this discussion in Germany
revolved around the topic “centralized versus decentralized”
and the claim that this would heavily influence the willingness
to install. As there was little concrete related work on users’
perception, we were also interested in the broader topic of
acceptance and beliefs. We discussed factors and potential
influences with other researchers and iterated multiple times
over the survey.

Pre-Testing Before handing out the survey, we conducted
several test rounds with colleagues who were not involved
in the survey creation to identify comprehension problems.
Following that, we asked 19 computer science students to
fill the survey and provide additional feedback about unclear
sections and inconsistencies. After this, we additionally sam-
pled 50 participants on Clickworker [6]. Finally, we asked
five participants without a technical background to fill the
survey while thinking aloud. Before starting the final study,
Qualtrics [29] additionally sampled 50 people. This pilot
study helped get an overview of the duration, evaluate the
randomization and spot flaws in the survey logic.

3.2 Survey Content
To inform the survey structure and questions, we looked at
the different available approaches to develop a contact tracing
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app and followed the media discussion. The final survey con-
sisted of the following described four parts and can be seen
in Appendix A.

Media Sources and Knowledge In the first part, we asked
whether the participants had already heard of the planned app
and asked for their knowledge sources (e.g., public broad-
casters, family members, social media, or official government
websites) (Q7). After this, we asked questions that assess their
knowledge of the properties of the app in general (Q8). We
also asked such questions for two scenarios: what happens if
other users are infected (Q9) or if the users themselves are
infected (Q10). In these three question blocks, we included
23 statements that were either correct (8 statements) or incor-
rect concerning the soon-to-be-released app (15 statements).
As incorrect statements, we used properties of another ’corona
app’ released in Germany [8]1 or were discussed in media at
the time of the survey. For example, we included the miscon-
ception that the app will share all phone numbers saved on
the user’s phone or share a movement profile with the govern-
ment. Three statements were neither correct nor incorrect for
the released app. Details of all these statements can be found
in Table 6.

Disposition to use In the second part of the survey, we
showed the participants a minimal description of the app,
including the information that its primary purpose will be
to warn users who have been close to infected persons and
use Bluetooth to detect other app-users. Following that, the
participants were asked whether they are planning to use the
app, using a question with five possible answers ranging from
“1 - Definitely will use it” to “5 - Definitely will not use it”
(Q12). We also asked to report their primary reason for their
choice in a text field (Q13).

Potential Properties The third part presented 23 hypotheti-
cal statements, from now on called potential properties, about
the app (Q14). The participants were asked how these state-
ments would affect their willingness to use the app if the app
would work this way (5 answer options, from “1 - Definitely
would use it” to “5 - Definitely would not use it”). In this
section, we added an attention check question. Six of those
properties can be attributed to a centralized approach, while
one would only be valid for the CWA app that is based on
the decentralized approach. Additionally, 12 properties were
correct for the to-be-released app, while 11 were incorrect.
Details of all the presented statements can be seen in Table 7.

Demographics In the end, we asked for demographic data
and how COVID-19 impacted their lives (Q16-29).

1The app can be used to share fitness data with the RKI.

3.3 Recruitment

We used Qualtrics [29] to recruit a representative German
sample according to age, education, household income, and
federal state/region. Qualtrics provided representative num-
bers for age, education, and region, numbers for income were
taken from the Federal Statistical Office of Germany from
2017 [17]. Due to the nature of online surveys, older partici-
pants were underrepresented, and we could not entirely fulfill
our quotas for a representative sample. The final distribution
after sanitizing the data together with our targeted quotas can
be seen in Table 1. The study was conducted from May 30 to
June 11; thus, shortly before the app was launched on June
16, 2020. To take part in the study, it was required that the
participants owned a smartphone since that is a precondition
to use the app. 1025 participants took part in the study for
which we paid Qualtrics C4000.

3.4 Data quality

During the study, Qualtrics excluded participants that 1) took
less than half the median of the time the participants needed
in the final pilot study (243 seconds) for completing the sur-
vey, 2 or 2) failed the attention check question in the potential
properties question block.

To ensure our participants were paying attention, we in-
cluded a straightforward attention check (Q14) and one com-
prehension check question (Q11). The comprehension check
question gave a short explanation of how the app will work
(specifically mentioning using Bluetooth for contact tracing).
It then asked what technology the app will utilize for contact
tracing. We excluded participants from our analysis who did
not choose “Bluetooth”.

When we designed this question, it seemed quite straightfor-
ward. To our surprise 262 participants failed this question. We
then discussed whether we had overlooked genuine reasons
why this question might be answered incorrectly. Potentially,
participants who read our description text did not believe it
and answered true to their previous or internal beliefs. It is
also possible that our description was too complex for some
to understand and thus could mean that they misunderstood
other questions.

We also discussed the possibility of excluding participants
due to inconsistent or odd answers, e.g., a participant stating
that they are a civil servant but also stating that they lost their
job3 or stating that the app used Bluetooth in one question
and stating otherwise in another. However, after an in-depth
discussion, we decided against this. We looked at the free text
answers of participants who had such inconsistencies, but we
found them generally to be as plausible as those who did not
and did not find any other warning markers.

2This is a standard procedure at Qualtrics; we do not know how many
participants were excluded.

3In Germany this combination is incredibly rare
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3.5 Analysis
We analyzed the data in two different ways. Most of the results
concern a quantitative analysis of the answers. One free text
answer was analyzed qualitatively. Percentages are reported
rounded.

Quantitative For our quantitative evaluation, besides re-
porting, we performed an ordered logit regression with model
selection, an ordered logit regression model containing all
potential properties, and hypothesis testing. For the app usage
intention, we decided to combine participants who answered
“I don’t know” and those who answered “I am undecided”.

In the Media Sources and Knowledge-section (Q8-10) of
the survey, we asked participants whether they thought the
presented statements were correct for the CWA. False state-
ments required no click from the participant to give the correct
answer. This may influence the measured correctness of their
beliefs, besides the point that some statements may be easier
or harder to know. We, therefore, only report true statements
that were known as (positive) knowledge and false statements
that were clicked as false beliefs.

Coding process Participants were asked to indicate their
primary reason for wanting to use or not use the CWA (Q13).
One researcher looked at the answers and coded them ac-
cording to the participant’s misconceptions. All presented
quotes were discussed and agreed upon by two researchers.
All quotes were originally in German and translated into En-
glish by the authors.

Regressions For our exploratory regression model, we con-
duct a model selection approach by computing a set of can-
didate models based on different factor combinations, and
selecting the final model based on a combination of the best
Akaike Information Criterion (AIC) [49] and Bayesian In-
formation Criterion (BIC) [1]. Possible factor categories and
corresponding baselines are reported in Table 5.

Our final ordered logit regression (cf. Table 3) reports
change as log odds to highlight trends: a negative value di-
rectly correlates to a negative effect and vice versa for positive
values. In addition, we report a 95% confidence interval (C.I.)
and a p-value. For convenience, we highlight factors below
an arbitrary significance cut-off of 0.05 with an asterisk (∗).

In addition, to investigate potential effects of different app
features, we conducted an ordered logit regression (cf. Ta-
ble 4) with all app features as factors.

3.6 Ethics
Our study was reviewed and approved by our institution’s
Research Ethics Board. We also adhered to the German data
protection laws and the GDPR in the EU. For all answers,
we provided an option for participants not wanting to give
any details (i.e., “I don’t want to state” or “I don’t know”).

Participants could drop out at any time. Participants had to
consent to take part.

3.7 Limitations
We aimed for a representative sample of the German pop-
ulation. Unfortunately, some groups are over- while others
are underrepresented. Our sample lacks people of older age,
people with lower education, and those with high income.
Qualtrics, who acquired the sample for us, stated that this is
very common in online surveys. As with every survey study,
we have to take into consideration that the data is self-reported.
In this study, we additionally asked participants about their fu-
ture behavior, which is even more prone to uncertainty. Many
possible properties of the app have consequences that are not
easy to estimate. We cannot assume that participants under-
stood and thought of the consequences, especially considering
many participants did not understand how the app worked in
detail.

4 Results

In this section, we present the results of the survey. We de-
scribe our participants, the accuracy of their knowledge about
the CWA, and what sources they consulted. Following that,
we describe the participants’ intention to use the app and how
demographic factors and beliefs about the app explain this
decision. Last, we describe how different potential properties,
such as additional features, influence the willingness to install
the app.

To avoid confusing and overly complicated figures, we
assigned short identifiers to each question, which can be seen
in Table 6 and Table 7.

4.1 Demographics
Table 1 presents the demographics of the final 744 participants
and Table 8 gives an overview of how COVID-19 impacted
them.

Since we conducted the study at an early stage of the pan-
demic, few participants had fallen ill with COVID-19 them-
selves or had somebody close to them fallen sick. 31.1% count
themselves as being a member of the high-risk group. This
may seem high but matches estimations in Germany [30].
Around half reported that the pandemic did not influence
their work situation (52.7%). 24.5% work from home, and
13.6% reported working in short-time. 74.9% said they did
not have specialized tech skills. According to the “Sonntags-
frage” [42],4 our sample includes 20.7% fewer participants
who would have voted for the CDU/CSU5 at the time the
survey was conducted, but 6.6% more participants who would

4Regular opinion research in Germany, asking, “Which party would you
vote for if federal elections were held this Sunday?”

5The Christian Democratic Union of Germany / Christian Social Union
in Bavaria
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vote for The Greens. All other parties are close to the per-
centages of the “Sonntagsfrage”. We hypothesized the party
preference might be an indicator of the attitude towards the
app as at least one party publicly criticized the app [33].

4.2 Knowledge
We asked participants to select what they believe are correct
statements about the app (Q8-10). As the app was not released
when the survey was conducted, answers were not based on
experience with the app. However, a press release had been
publicized that gave information about the app [27], such
as that it would use Bluetooth-Low-Energy, that its primary
purpose would be to warn users who had been in close contact
with infected people, and that users would not learn who
of their contacts reported an infection. At the same time,
much misinformation about the app, its purpose, and technical
details were spread as well [5].

This section describes the sources participants used and
presents participants’ beliefs about the to-be-released CWA.

Sources We asked the participants whether and where they
heard about the planned corona app (Q7). Figure 3 shows
the frequency of how often the participants reported a source.
Please note that as participants could report more than one
source, the percentages do not add up to 100%. Few but a
non-negligible amount of participants (11.7%) reported to
never have heard of the app. This leaves 657 participants who
were at least somehow aware of the app.

More than half of the participants (54.7%) reported that
they received information about the app from public broad-
casters. The second most common marked source was social
media (29.6%), such as Twitter or Facebook.6 Scientific pub-
lications were used by 7.9% to get information about the
CWA.

Correctness of assumptions The following paragraph
gives an overview of the participants’ assumptions about the
CWA (Q8-10). It should be noted that we only included partic-
ipants who previously reported that they already heard about
the app (n=657).

Figure 4 depicts the correct statements for the app that was
shortly released after the survey was conducted and shows
how many participants marked those to be true. Figure 5
shows all statements that are false for the released app. We
classified participants who marked any of the false statements
as correct as having “False Beliefs”.

59.5% of the participants knew about the app’s basic func-
tionality, i.e., that it would warn its users when they had been
in contact with another user who later tested positive ((OTH)
INFORMS IF CONTACTED INFECTED and (SLF) INFORMS
MY CONTACTS). Around half of the participants knew about
the detailed flow that a lab has to confirm the infection before

6Following a statistic from Statista, 65% of the citizens use social media
in Germany in general [2].

it can be registered in the app ((SLF) DATA TRANSMISSION
ONLY AFTER CONFIRMATION) to prevent misuse of the app
and many false warnings.

However, the app’s technical basis was less known: Only
29.8% of the participants who reported to have heard about
the app knew that the app would share temporary IDs and
timestamps, and 43.5% were aware the app would use Blue-
tooth. At the same time, 54.6% of the participants thought that
the app would use location services, and 24.7% believed the
app would use Bluetooth and location services in combination.
Although Bluetooth is not a technique developed for position
finding, it is, next to GPS, listed as a “location service” in
some circumstances [3]. We assume that only participants
who marked Bluetooth and location service could have been
aware of this detail. 30.0% did not think the app would use
Bluetooth but checked location services.

A common misconception (57.5%) was that the app would
warn users if an infected person is in their vicinity.

9.89 % of the participants knew all the information that
was included in the official press release about the app ((GEN)
SHARES TEMPORARY IDS, (GEN) DETECTS NEARBY USERS,
(GEN) USES BLUETOOTH, (GEN) FIGHTS DISEASE
SPREAD, (OTH) INFORMS IF CONTACTED INFECTED,
(SLF) INFORMS MY CONTACTS [27]).

On average, the participants correctly recognized around
half of the eight aspects that are true for the app (median =
4,mean = 4.26,std = 2.05), but none was known to everyone.
Only five participants marked all correct attributes as such
and did not believe any incorrect statement.

We asked for the classification of two statements ((GEN)
RESTRICTS BASIC RIGHTS, (GEN) THREATS PRIVACY)
that cannot be classified as correct or incorrect but are
based on personal sentiments. We saw that participants were
worried about their privacy in combination with the app
(27.4%) and their basic rights (20.1%). 14.9% stated both in
combination.

Misconceptions and lack of information After asking par-
ticipants how likely they will use the app (Q12), we asked
for the primary reason for their installation intention (Q13)
in free text form. As we saw many false beliefs, we coded
the answers according to underlying misconceptions. We saw
statements that were incorrect concerning the app’s function-
ality and its data usage.

Some statements we observed were incorrect but might be
correct with the further context of the answer. Participants
who (probably) wanted to use the app, for example, stated:

“My safety”, “To protect myself” or “I want to stay healthy”.
Since the app cannot protect its users directly (users have al-
ready been exposed to infected people before they are warned)
but only indirectly (the more people download the app, the
more people might be influenced and will also download it,
leading to better protection of all of its users), these answers
indicate a misunderstanding of what the app can do for indi-
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Gender Female 55.9 Male 43.3 Other 0.8
Age 18-24 24.2 (9.2) 25-34 14.3 (15.3) 35-49 23.9 (23.9) 50-64 26.8 (26.4)

65+ 10.9 (25.1)
Education ISCED 0-2 5.9 (16.5) ISCED 3-4 48.9 (58.1) ISCED 5-8 40.5 (25.4) Not disclosed 2.2
Household Income <= 1300C 18.3 (16) 1300-1700C 13.4 (8) 1700-2600C 20.8 (20) 2600-3600C 16.7 (18)

3600-5000C 14.0 (17) >5000C 6.2 (20) Not disclosed 10.6
Work Status School student 4.7 Univ./col. student 9.8 Employee 48.9 Civil servant 2.0

Self-employed 4.6 Freelancer 2.2 Unemployed 7.5 Retiree 16.9
Not disclosed 3.4

IT-Knowledge Yes 20.9 No 74.9 Not disclosed 4.2
Smartphone OS Android 71.5 iOS 26.1 Other 2.4
POLITICAL AFFILIATION The Greens 21.6 CDU/CSU 19.4 SPD 11.7 FDP 6.7

AfD 6.1 The Left 10.1 Others 24.5
FEDERAL STATE BW 12.9 (13.1) BY 12.1 (15.6) BE 7.0 (4.3) BB 2.4 (3.1)

HB 1.5 (0.8) HH 3.6 (2.2) HE 6.9 (7.5) MV 2.4 (2.0)
NI 6.7 (9.6) NW 22.9 (21.6) RP 4.6 (4.9) SL 1.5 (1.2)
SN 5.0 (5.0) ST 4.7 (2.8) SH 3.5 (3.5) TH 2.4 (2.7)

Table 1: Participants’ demographics (N= 744), in percentages. Numbers in brackets = the targeted distribution [17, 29].

vidual users.
Other answers were incorrect beyond doubt. One partic-

ipant, for example, thought they would be able to see the
number of current infections: “To follow the spread of the
pandemic” (Probably will use the app).7

As already seen in Figure 5, participants believed the app
would inform its users if infected people are close. This argu-
ment was used both as a positive as well as a negative reason
to use the app. One participant probably wanted to use the
app and argued: “So I can see who is infected nearby to keep
a larger distance to them and protect myself and fellow peo-
ple.”. Another one did not want to use the app and wrote:

“The determination of the location is too inaccurate. It might
happen that other people see me as infected, even though it is
somebody else. I have concerns that this might lead to public
hostilities or bullying.”

Participants also misunderstood what data will be used and
shared: “I don’t want the government to know where I am
in each and every second - especially as three other compa-
nies are involved as well”8 (Definitely will not use it) and “I
don’t want the government to have all my numbers and names”
(Definitely will not use it).

Additional to the location misconception, we observed a
participant who believed it would be necessary at all times to
have access to the internet: “I don’t know how it works but
if I need internet you can already forget about it, as I don’t
have mobile data.”. Anecdotally the participant was not able
to correctly answer that the app will use Bluetooth.

Participants indicated that they are confused by the amount
of (different) information: “I don’t have any trust. With all the
news, I don’t know what to believe anymore!!!” (Probably not
use the app). One participant, who failed the comprehension
question and was undecided about the app, said: “Everybody
says the opposite of the others. Many say you lose your pri-
vacy.”

7This is, in fact, possible since version 1.11 which was released at the
end of January 2021 [37].

8It is not fully clear who the participants refers to. Telekom and SAP
developed the app. Two research institutes advised. The RKI is publisher [13]

Following these answers and the data reported previously
in this section, we conclude that many participants did not
wholly understand the apps’ functionality and thus assume a
misconception in who will be protected by the app, what data
it collects, and with whom the data will be shared.

Figure 1: Reported intention to use the app.

4.3 Intention to use
Figure 1 shows the usage intention of all 744 participants.
When looking at those participants who were very certain in
what they will do, more participants indicated to definitely
install the app (Def-Yes, 21.2 %) than to definitely not install
it (Def-No, 13.4 %). Almost a third reported they will prob-
ably use the CWA (Prob-Yes, 28.8 %) compared to 12.9 %
who reported to probably not use it (Prob-No). 23.4 % were
still undecided (Undecided) about the installation. As of May
28, 2021 the reported download number of the CWA is 28
millions [22]. That estimates to around 46% of smartphone
users in Germany [32]. This estimate does not take into ac-
count that that the same person could download the app onto
multiple devices.

In the following, we report indications for reasons of the
installation intention. For this, we selected an ordered logit
regression with a model selection process via best AIC and
BIC (c.f. Table 3). In the following paragraphs, we focus the
report only on the statistically significant values.

Trust in Government Both trust and distrust of the gov-
ernment correlate heavily with app usage intention. The log
odds for both “Somewhat distrust” and “Fully distrust” are
proportionally negative compared to the neutral baseline (Log
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Odds =−0.56 and −1.12 respectively). Contrarily, log odds
for both “‘Somewhat trust” and “Fully trust” are positive
compared to the baseline (Log Odds = 0.81 and 1.88 respec-
tively).

Worries Of the worries about future health, economy, and
social life, only the health scale was included in the final
model. All scale points of this scale are significant and show
proportional positive log odds compared to the baseline of
“No worries about health” (Log Odds in order of rising con-
cern: 0.53, 0.76, and 1.21). This hints at a positive correlation
between future health concerns and app usage intention.

Correlation with beliefs As previously reported, we identi-
fied many misconceptions. One of them ((SLF) GOVERNMENT
SEES QUARANTINE VIOLATION) has a negative impact on the
installation intention. Two other attributes that also negatively
correlate with it are attributes that can neither be classified
as correct or incorrect but are based on personal sentiment:
(GEN) THREATS PRIVACY (Log Odds =−1.33) and (GEN)
RESTRICTS BASIC RIGHTS (Log Odds = −1.32). (GEN)
USES LOCATION SERVICES likely is an overestimation of the
functionality and correlates positively with the intent to in-
stall. Another positive correlating attribute is (GEN) FIGHTS
DISEASE SPREAD (Log Odds = 0.55). Its correctness is hard
to measure, as there is no central entity that keeps records of
how many people were warned by the app and thus ultimately
prevented the spread of COVID-19.

Demographics & Personal Experiences We also were in-
terested in which demographic factors and personal experi-
ences with COVID-19 influence participants’ decision to use
the CWA. We found a statistically significant effect for “Not
knowing” whether oneself or someone close was infected
by COVID-19. There were negative log odds compared to
the baseline of not being infected (Log Odds =−0.84). This
could be due to a “Don’t care” (instead of “Don’t know”)
effect.

4.4 Potential Properties
As mentioned in Section 3, we presented the participants dif-
ferent hypothetical statements and consequences of the app
(potential properties), asking whether and how that would
influence their decision to use it (Q14). Table 7 in the Ap-
pendix shows whether these properties apply to the app as it
was described pre-release or not and whether they describe a
central or decentral property. We were particularly interested
in seeing whether the centralized versus decentralized debate,
in which computer scientists and privacy advocates were dom-
inating, was reflected in the broader population’s opinions. In
the following, we highlight whether the properties belong to
the centralized (C) or decentralized (D) approach or if they
are independent of the apps’ architecture and could be applied
for both approaches (B).

Figure 2 shows all potential properties and the distribution
of how they would influence the participants. It can be seen
that no property is rated exclusively positively or negatively.

However, some have a clear negative tendency (i.e., (PP)
HACKERS KNOW INFECTION STATUS, (PP) UNNECESSARY
QUARANTINE DUE TO FALSE POSITIVE WARNING), or a
clear positive tendency ((PP) WARNS ME IF EXPOSED TO
COVID, (PP) HELPS RKI ASSESS SITUATION).

Usage intention All potential properties were rated from
“Definitely would use it” to “Definitely would not use it”.
The answers of the participant differ visibly based on the
previously stated general usage intention of the app as it was
going to be released, i.e., participants who stated that they
would want to install the app were more positive about all the
potential properties than those who stated that they did not
want to use the app and vice versa. We tested this observation
with Kruskal-Wallis tests. The results show medium to large
effects for all 23 potential properties [50]. This means that per
property, there is at least one group that differs from the others
in their rating. To find out more, we ran pairwise Wilcoxon
rank-sum tests and corrected the p-values with a Bonferroni
correction.9 The poles (“Definitely will use the app” and
“Definitely will not use the app”) of the installation intention
differ from all other groups for each property. Most but not
all of the other group comparisons also show a statistically
significant difference.

To assess the impact of each property, we report for each
group whether the given answer suggests a positive, negative,
or no change for the previously stated general intent to use
the app. To clarify, if a participant stated that they wanted
to install the to-be-released app, then any potential property
which was rated “Definitely would use it”, “Probably would
be willing to use it” and “No influence on my willingness”
would lead to no change in their intention and we summarize
that as: “No change”. However, for the same group, a property
rated as either “Definitely would NOT use it” or “Probably
would NOT be willing to use it” could lead to a negative effect
on the previously positive attitude. We rated these properties
as “negative change”. The same goes for participants whose
general usage intention was negative. Any negative properties
would lead to “no change” while a positive property might
lead to a “positive change”. Participants who stated they were
undecided could be swayed in either direction, so only prop-
erties rated with “No influence on my willingness” were rated
with “no change”, and the other received either a positive or
negative rating.

We can see large differences between the usage intention
groups (cf. Figure 6), especially when looking at the poles
of the intention: participants who reported to definitely not
use the app (Def-No) (Figure 6a) are seldom really positive

9The effect sizes can be seen in the extended version of the paper:
https://net.cs.uni-bonn.de/fileadmin/ag/smith/publications/
2021_SOUPS_-_CWA.pdf.
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Figure 2: All presented potential properties and the distribution of the ratings of how these would influence the usage intention.
* indicates that they apply to the real app. D = decentralized, C = centralized, B = both, “-” = not included in either app design

about any property. In contrast, participants who reported to
definitely use the app (Def-Yes) (Figure 6e) are seldom very
negative about any property.10 While we can make no causal
claims, the polarisation is noteworthy.

To better assess the individual effects of the different po-
tential properties, we built an ordinal regression model based
on a combined score of app usage intention and changes in
intention due to these properties (cf. Table 4). Care needs to
be taken when interpreting the regression model. Its intention
is to highlight the direction of change as described above.
However, since both the dependent and independent variables
are non-equidistant and contain very strong poles (definitively
use/definitively not use), the log odds should probably be seen
as an upper bound of the change and needs to be used with
care.

Twelve of the potential properties apply to the to-be-
released app. Nine of those have a positive effect on
usage intention, e.g., (PP) WARNS ME IF EXPOSED TO
COVID (Log Odds = 1.52) and (PP) INFORMS OTHERWISE
UNINFORMED USERS (Log Odds = 1.01). Both concern the
fact that the app would notify users if they could have been
at risk of contracting COVID-19. This was the main feature
of the app as communicated to the population. Additionally,
the intention to install the app increased if it would help re-
turning to a pre-COVID-19 situation: (PP) FASTER RETURN
TO NORMAL (Log Odds = 1.17) and (PP) FASTER ECONOMY
RECOVERY (Log Odds = 0.81).

Two properties that apply to the app impacted the par-
ticipants negatively: (PP) HACKERS KNOW INFECTION

10High resolution versions of the figures can be found in the extended
version, see Footnote. 9

STATUS (Log Odds = −1.48) and (PP) UNNECESSARY
TESTING DUE TO FALSE POSITIVE WARNING (Log Odds
= −0.87). The potential of being exposed by a hacker
exists [47], but there are methods to mitigate this threat [20].
The risk for unnecessary testing applies to the app, but this
could happen without the app and in both the central and
decentral approaches.

Eleven potential properties do not apply to the app,
of which five have a statistically significant posi-
tive influence on the app usage Three of them be-
long to the centralized approach and offer the Robert
Koch-Institute (RKI) additional insights: (PP) HELPS RKI
ASSESS SITUATION (Log Odds = 1.28), (PP) RKI SEES
MY CONTACTS TO INFORM OTHERS (Log Odds = 1.12)
and (PP) RKI SEES INFECTED’S CONTACTS TO INFORM
ME (Log Odds = 1.20). (PP) INFORMS MY CONTACTS IF
INFECTED (Log Odds = 1.15) includes the additional feature
of warning users automatically if they had been in contact
with an infected person. Currently, users have to actively share
their positive test results if they want others to be warned [26].

Three potential properties that do not apply to the
app had a negative influence on the installation in-
tention. Two of them ((PP) RKI SEES DISTANCE
VIOLATION (Log Odds = −0.87) and (PP) ONLY LAW
PREVENTS SURVEILLANCE (Log Odds = −0.53)) open
up the possibility of using the app for surveillance
and can fall into the centralized approach; one ((PP)
UNNECESSARY QUARANTINE DUE TO FALSE POSITIVE
WARNING (Log Odds = −1.34)) could be seen as a clear
disadvantage for the individual user.
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Trust in different entities Some potential properties are
connected to measures taken that should build trust regard-
ing the CWA, regardless of the apps’ design choices. These
measures included different levels of (data) protection by law,
experts testing the app, and the possibility to access the code
itself.

As can be seen in Table 4, the idea to protect the data by a
new law ((PP) DATA PROTECTED BY NEW LAW (Log Odds
= 0.73)) as well as the existing protection by the GDPR
((PP) DATA PROTECTED BY GDPR (Log Odds = 0.88)) had
a positive influence on the intention to use the CWA. Addi-
tionally, the technical protection of the data positively influ-
enced the participants ((PP) TECHNICAL PROTECTION OF
DATA (Log Odds = 1.00)). However, the participants did not
seem to like the idea that the government would only be hin-
dered by law to misuse the data for surveillance ((PP) ONLY
LAW PREVENTS SURVEILLANCE (Log Odds =−0.53)).

It was also rated positively if the CWA would be tested
by the German Federal Office for Information Security (BSI)
((PP) TESTED BY BSI (Log Odds = 0.9)) and experts ((PP)
TESTED BY IT EXPERTS (Log Odds = 1.12)).

Interestingly unlike the expert discussion would have sug-
gested, (PP) CODE IS OPEN SOURCE did not have a positive
effect.

The influence of this property is not statistically significant
and it received the most “I don’t know” answers compared
to all other properties. Even though the terminology “Open
Source” is also used in Germany and was communicated in
this way in the press release [38] in order to create trans-
parency and trust, we believe many participants lacked an
understanding of “Open Source”. It thus does not yet seem to
have the positive image the technical community would like
it to have.

Perception of location services (PP) LOCATION NOT
COLLECTED had a statistically significant positive influence
on the installation intention (Log Odds = 1.10). (PP) USES
MY LOCATION TO PROTECT OTHERS did not have a signif-
icant influence. At the beginning of the survey, we asked
participants whether they believed the CWA would use loca-
tion services. As a reminder: using the users’ position was
neither the case for the CWA nor was it communicated at
any point. However, as mentioned in Section 4.2, the survey
question asked about “location services”, and Bluetooth may
be known as such; therefore, participants could have inter-
preted it this way. We looked at whether the aspect of location
services would make a difference for the installation intention.
We compared the participants who a) thought that the CWA
would use location services but not Bluetooth to b) those who
did not believe the CWA uses location services regarding
their general usage intention. 49.8 % of 197 vs 49.7 % of 298.
We then also checked whether participants rated the potential
properties more positive if they previously indicated that the
CWA would use location services. Table 2 shows the percent-

ages of participants who were positively influenced by the
property (i.e., answered “Probably would install it” or “Defi-
nitely would install it”), split by the general usage intention.
As can be seen, the belief that the CWA uses location data did
not positively affect the participants’ sentiment when being
asked how not enabling the government to see their current
location would influence them.

5 Discussion

In the following section, we discuss our results, connect them
with previous work, and propose directions for future re-
search.

5.1 Participant Beliefs
The majority of the participants knew something about the
CWA: Only 5.0% were not able to mark any of the correct
app features as true, and the basic idea behind the CWA (that
it would warn users with a risk of infection) was known by
59.5% (see Figure 4).

Bluetooth and Location Services We saw a lot of missing
information. The technical details that the CWA would use
Bluetooth were only known by 43.5%. Interestingly, 30.0%
of the participants with some knowledge thought the CWA
would use location services but not Bluetooth. . While this
topic was discussed quite extensively in the media [10, 40],
many people did not seem to think that the CWA would do
tracing without GPS or the like. We also hypothesize that
many who caught the term “Bluetooth” in the debate did not
eliminate GPS from their mental model of the CWA. Another
element that could get mixed up with information about the
CWA might be the use of cellular network data to measure
changes in mobility at the population level, as introduced
earlier in the year [34]. Interestingly, we did not see any cor-
relation between the assumption that the CWA uses location
services and the usage intention.

Infected Persons Nearby 57.5 % of the participants be-
lieved the CWA would warn its users if an infected person is
nearby. This was also found by Thomas et al. [66], who stud-
ied participants’ knowledge regarding the already released
Australian app and who found 57.4% of their participants
believed this. It was also the most common misconception
found by Williams et al. [72] (conducted in the UK). This be-
lief seems very common, even if it was never planned nor (to
our knowledge) communicated through official channels that
the CWA would be able to warn users of infected persons in
their vicinity directly. We are unaware of work that provides
insight into why people assume this to be true. However, we
hypothesize that many people mixed the two possible app fea-
tures of being warned afterward and being alerted in real-time.
With an incorrect understanding of how contacts are captured
and in which cases the infection status is sent or downloaded,
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the belief that the CWA could provide real-time warnings is
not too far-fetched. Future research should investigate if such
vital differences can be communicated, maybe even without
going into technical details. It should be noted that this is an
overestimation of the CWA’s functionality and could lead to
incautious behavior based on a false sense of security.

Privacy Concerns 27% of the participants believed the
CWA would restrict their basic rights or threats their privacy.
These beliefs had significant negative influences on usage
intention. Related work found that one of the reasons partic-
ipants did not want to use an app was because they feared
data misuse or surveillance [59, 68]. Some even thought they
would receive the names of infected persons [73]. Since the
German app (CWA) follows the decentralized approach, only
very little data is sent to a central server. While privacy con-
cerns may be valid, we believe many participants did not
follow the discussion enough to understand that data storage
criticism only concerned the centralized approach. The de-
centralized app, which was being implemented, stored very
little data centrally. We hypothesize they project the worries
around the centralized app onto the decentralized one, even
if not all concerns are plausible for this approach. Future re-
search is needed to investigate how old mental models can
be updated when the underlying system changes and what
influences privacy perception. Although, usage intention does
not seem to be driven by knowledge about technical details.

Usage Intention We looked at participants’ knowledge and
beliefs and how they are connected to participants’ inten-
tions to use the CWA. Only two attributes to which a cor-
rectness value can be assigned had a statistically signifi-
cant impact on the participants’ willingness to use the CWA.
The misconception (OTH) GOVERNMENT SEES QUARANTINE
VIOLATION had a negative impact, the correct attribute (SLF)
INFORMS MY CONTACTS a positive one. The belief that one’s
privacy or basic rights were in danger lowered the willingness
significantly. It increased if participants thought the CWA
would help fight the spread. These assumptions do not reflect
knowledge about the app but are based on personal estima-
tions.

As discussed in Section 4.2, (GEN) USES LOCATION
SERVICES is technically correct in some cases. If participants
marked this attribute to be true for the CWA, they were sig-
nificantly more willing to install the app. Even though the
absence of location services as a potential property had a pos-
itive influence on using the CWA, participants did not value
this absence with a higher usage intention even when previ-
ously thinking this would be the case. For this, we have two
possible plausible explanations: a) people do not care about
location service usage or b) other factors override concerns,
e.g., believing in the necessity of the CWA.

Both hypotheses are valuable input for the HCI-community
and should be further investigated.

Depending on this, it should be evaluated whether conjoint
studies are reliable methods to measure possible acceptance in
this domain and how the complexity of reality can be included
(i.e., incomplete information or consequential thinking). It
seems essential to know the participants’ attitudes to the real
objective of interest (in our case, the tracing app).

Whether to install the CWA or not seems primarily based on
the sentiment of trust and the expectancy of a positive effect.
This shows that it is important not only to develop trustworthy
technologies but also to communicate their trustworthiness
and effectiveness successfully. Technical measures aimed at
creating trust do not automatically result in such (e.g., as seen
for the CWA’s open source property).

5.2 Demographic Factors

A study by Utz et al. [68] was conducted at the same time
as this study in Germany and can thus be used to compare
the results directly. While the authors conducted an experi-
ment about hypothetical apps and how a tracing app could
or should be built, we asked about an app that had been offi-
cially announced with a detailed description of features and
was near launch. We can confirm part of their findings: We
found a positive influence on the willingness to use a corona
app a) if the opinion on state government was favorable, b) if
participants were concerned about their health, and c) return
to a normal life are possible due to the app. Participants with
privacy concerns were less likely to use the app, which we
can also confirm.

5.3 Never ever or no matter what

Like in our study, other researchers identified participants who
did not like any app, regardless of its design choices [58, 62,
68]. We can confirm this finding. Participants within the Def-
No group were mostly negative about any of the presented
potential properties. 7.1% did not rate a single presented
potential property as a positive change. This is similar to the
reported 15-21% by Utz et al. [68]. We also saw the exact
opposite: Participants belonging to the Def-Yes group rated
every single theoretical additional aspect more positively than
all other groups. For all potential properties, participants from
the installation intention poles (Def-Yes and Def-No) give
statistically significantly different answers compared to all
other groups.

5.4 Centralized versus Decentralized

Large parts of the discussion around corona tracing apps
concerned the technical approach and whether encounters
between app users should be stored on a central server or the
user’s phone. Both approaches come with their advantages
and disadvantages. For instance, the centralized app could
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give the RKI11 better insights into how people get infected.
Since the central database would be in charge of selecting
which users need to be warned, the RKI could see how
many people are warned per positive case. Since the risk is
computed on the users’ devices in the decentralized app, the
RKI does not know how many people receive warnings. In the
centralized app, it would also have been possible to track how
many other positive cases come out of any case, potentially
giving more insights into how the virus spreads. On the other
hand, the decentralized approach does not facilitate getting
an overview but is also not in danger of being extended and
misused for surveillance. In general, the centralized app,
as it had been planned, offered more insights to healthcare
professionals but bore a higher risk of compromise and
misuse. However, it is worth noting that the decentralized
approach relies on making anonymized infection information
public on a central server. This opens the system up for local
deanonymization attacks. Suppose an attacker can capture
the ephemeral BT-IDs from a target and thus tying those
IDs to that target. In that case, they can then monitor the
system and see whether they report themselves as positive
or not. The German app was based on the decentralized
approach (see Section 2) due to public pressure to chose
a more privacy-preserving approach. So in the context of
this study, we were especially interested in how participants
rate the possible benefits and dangers of a centralized app
and to see if the debate led by researchers and privacy
advocates well represented the feeling of the general public.
We included 6 potential properties (Q14) in the survey that
were connected to the centralized approach (Table 7). central:
All in all, we saw a mix of sentiments. Three central potential
properties ((PP) RKI SEES INFECTED’S CONTACTS TO
INFORM ME, (PP) RKI SEES MY CONTACTS TO INFORM
OTHERS, (PP) HELPS RKI ASSESS SITUATION) had a
statistically significant positive influence on the intention
to install. All three concern individual or societal benefits.
Two other central properties ((PP) RKI SEES DISTANCE
VIOLATION, (PP) ONLY LAW PREVENTS SURVEILLANCE)
impacted the intention to install negatively. Both focus on the
disadvantages of the centralized approach and do not have
any clear advantage for the individual user.

The decentral property (PP) HACKERS KNOW INFECTION
STATUS impacted the participants in a negative way. While
this risk is limited to local attackers, and there are methods to
mitigate this threat [20], it is something that our participants
did not like. However, it did not feature significantly in the
public debate as far as we know and, as such, is unlikely to
have had much of an impact.

It seems participants are in general inclined to rate proper-
ties of the centralized approach positively while they rate the

11According to their website, "The Robert Koch Institute (RKI) is the
government’s central scientific institution [a federal government agency]
in the field of biomedicine. It is one of the most important bodies for the
safeguarding of public health in Germany." [31]

consequences (in the current technical landscape) that come
with it rather low.

In summary, many of our participants had very positive
views concerning the increased capabilities the centralized
app would have had. This suggests that there could have been
more support in the population for a more feature-rich app
than academics and privacy advocates acknowledged in the
discussion preceding the CWA’s publication. Relevant health
officials have since stated that the app in its current form is no
great support [16], and due to the privacy design, it is hard to
evaluate its efficacy. We think it is worth discussing whether
a more nuanced discussion about the feature/privacy trade-off
would be warranted for the future.

6 Conclusion

We surveyed the usage intention of the CWA in Germany right
before its launch. 50% of the participants reported their intent
to use the CWA, 26.3% refrained from usage and 23.4% were
undecided. This seems reasonably close to the most recent
(May 28, 2021) download numbers. To understand their deci-
sion, we investigated what beliefs participants had about the
CWA. We saw many false beliefs, especially concerning tech-
nical details, i.e., 30.0% of the participants thought the CWA
would use location services (other than Bluetooth). Actual
knowledge about the CWA does not seem to be the primary
driver for the decision to use the CWA. Instead, perceived pri-
vacy or basic rights intrusions led to a lower intention to use
it. As also reported by other researchers, we found a positive
effect when people were worried about general health and
trusted the government. We also highlight that the general
population’s views were more diverse and more open to a
central entity getting an overview to help fight the pandemic
than the public discussion indicated. Based on our results, we
recommend future work on a) where the privacy concerns
come from, as in our view many of the concern did not match
the actual CWA and b) how the perceptions can be aligned
with the actual facts of the CWA, as this is necessary to dis-
cuss features based on the facts. And c) whether the CWA
can be extended in a way that it becomes more useful to the
relevant parties, e.g., the public health departments, while at
the same time implementing technical countermeasures to
prevent the data from being abused.
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A Survey

Screening Questions
• Q1 What is your age?

[Free Text]

• Q2 In which federal state do you live?

• Q3 Do you use a smartphone?
[Yes, an Android / Yes, an IPhone / Yes, another smartphone / Yes, but
I don’t know which / No / I don’t want to state]

• Q4 What is your netto household income?
[<= 1300 / 1300-1700C / 1700-2600C / 2600-3600C / 3600-5000C
/ > 5000 / I don’t want to state]

• Q5 What is the number of individuals living in your household?
[1 / 2 / 3 / 4 or more / I don’t want to state]

• Q6 What is the highest-level vocational qualification you hold?
[Completed apprenticeship / Other; Vocational qualification: / Univer-
sity degree / Master or Technician certification or equivalent technical
school diploma / Vocational school diploma / Technical school diploma
/ No vocational qualification / Technical college degree (or engineering
school diploma) / I don’t want to state / Abitur (German university
entrance qualification)]

App Description and Media Sources
The COVID-19 coronavirus pandemic is a worldwide problem. The Corona
warning app for Germany is one of the measures planned to assist health
authorities in tracing and containing infection, being developed by SAP to
run on Deutsche Telekom infrastructure. The Robert Koch Institute (RKI)
will publish the app when it is ready. It is also referred to as the ‘Corona app’,
‘COVID app’ or ‘contact tracing app’.

• Q7 Have you heard of the plans for this app? If ‘yes’, please select
where you heard about the app. Multiple selections possible.
[Public broadcasters (ARD, ZDF, WDR, etc.) / Non-public TV (Pro7,
Vox, N24, etc.) / Scientific publications / Newspapers, journals, maga-
zines, etc. / Family member / Official government/state agency websites
(Robert Koch Institute, Federal Government, etc.) / Other websites:
/ I have not heard about this app / Friends / Social media (Twitter,
Facebook, YouTube, TikTok, etc.) / Work colleagues/associates / Don’t
know/I don’t want to state / Official Corona Warning App website

Knowledge
• Q8 Which of the below statements do you think will apply regarding

the app? (please check all that apply.)

– The app uses Bluetooth.

– Through the app I can donate health data to the Robert Koch
Institute for research purposes.

– The app determines when other smartphones are nearby that
are also using the app.

– The app shares temporary IDs and timestamps.

– The app enables the government to see my current location.

– The app enables the government to see if people are not keeping
a safe distance from others.

– Usage of the app will be mandatory.

– The app shares the names and phone numbers of my contacts
with the government.

– The app infringes my basic rights.

– The app can be used to demonstrate to others that I am not
currently COVID-19 positive.

– The app facilitates decision-making on who should be tested
for COVID-19.

– The app shares fitness data.

– The app can help fight the spread of the COVID-19 virus.

– The app uses location services (like GPS).

– The app shares a profile of my movement.

– None of the above applies.

– Don’t know

– The app undermines my privacy.

• Q9 What statements do you think apply regarding the app when other
users are COVID-19 positive? (please check all that apply.)

– The app enables the government to see if someone is not com-
plying with quarantine orders.

– The app notifies me if I have had contact with an individual
who later tested positive for COVID-19.

– The app notifies me when an infected person is located nearby.

– None of the above applies.

– Don’t know

• Q10 What statements do you think apply regarding the app when you
yourself are COVID-19 positive? (please check all that apply.)

– The app informs other app users who have been close to me
that they may have contracted the virus.

– The app sends data continuously to the RKI.

– A physician or the public health authority has to confirm my
positive COVID-19 test result before the app sends data to the
RKI.

– The app enables the government to see if I am not complying
with quarantine orders.

– None of the above applies.

– Don’t know
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App Description and Comprehension
A brief introduction is provided below on the planned capabilities of
the contact tracing app. The federal government intends to introduce a
smartphone app to trace COVID-19 transmission in the near future. The app
is to be very user-friendly and its usage voluntary. The app is designed to
ensure that virus transmission is detected more quickly. This allows taking
targeted containment measures.
When in use, the app determines what other users of the app are located near
you. The app does this via Bluetooth. The app will alert you if you have been
near someone within the past few days who subsequently tested positive for
COVID-19. The app then informs you of what you need to do next, such as
get tested for COVID-19.

• Q11 How will the described app determine what people have been
near me?
[Bluetooth / Location services (such as GPS) / My phone Contacts list
/ Don’t know]

Install General
In answering the following questions, please imagine that the app described
above has already been released. The app is being developed by SAP to run
on Deutsche Telekom infrastructure. The Robert Koch Institute (RKI) is in
charge of the app and evaluates the data. The exclusive permissible usage of
the data is to fight COVID-19.

• Q12 How likely is it that you will use the app?
[Definitely will use it / Probably will use it / Undecided / Probably will
not use it / Definitely will not use it / Response declined / Don’t know]

• Q13 What is the primary reason for your answer?
[Free text]

Potential Properties
Q14 You will now be presented with 24 statements. These statements concern
characteristics or things that could apply or be true with the app. Please select
how these statements, if true, would influence your willingness to use the
app.
[Definitely would use it / Probably would be willing to use it / No influence
on my willingness / Probably would not be willing to use it / Definitely would
not use it / Don’t know]

• The government would be prevented by law, but not by technical means,
from misusing the data for surveillance purposes.

• Using the app would enable the RKI to find out if I am not complying
with minimum distancing to other individuals.

• The RKI would have a database with the contact data of infected
individuals and the people they have had contact with.

• If I test positive for COVID-19, the app would allow the RKI to see
who I had contact with in order to notify those individuals

• The German Federal Office for Information Security (BSI) would ver-
ify that the app fulfills data security and data protection requirements.

• Using the app would make possible a speedier return to normal public
life.

• Technical measures would be implemented to ensure the data are
protected.

• There is a possibility that the app could incorrectly report infection
risk, resulting in me having to quarantine unnecessarily

• Using the app would help re-start the economy faster

• If the app notifies me that I may have been infected, I would have be
required by law to quarantine.

• The app would notify me if I have been in a situation putting me at
risk of contracting COVID-19.

• There is a possibility that the app could incorrectly report infection
risk, resulting in me having to get tested unnecessarily

• Independent security experts would verify that the app fulfills data
security and data protection requirements.

• The app would use information about my location to more accurately
monitor infection risk for others

• Protection of the data would be guaranteed pursuant to a data protection
policy and the General Data Protection Regulation.

• The app would not collect any data about my location.

• The app would inform people of infection risk who would not other-
wise be contacted by the public health authority.

• Any nearby hackers could find out if I have tested positive for COVID-
19.

• This question pertains to attentive completion of the survey. Please
select “No influence” as response.

• If somebody near me has tested positive for COVID-19, the app would
enable the RKI to see that I have had contact with that individual in
order to notify me accordingly.

• Protection of the data would be guaranteed under a new law drafted
especially for the app

• If I have tested positive for COVID-19, the app would automatically
notify other users of the app who are at risk being exposed through
contact with me

• The app would be open-source

• The app would support the RKI to better assess the COVID-19 situa-
tion.

It is being discussed whether use of the app should be made mandatory in
certain situations where people come in contact in groups, such as patronizing
restaurants or utilizing bus or train services, to facilitate targeted monitoring
of infection risk. It must be considered however that roughly 20% of the
German population would be excluded from using such services due to not
having a smartphone.

• Q15 Would you approve or disapprove of such mandatory usage?
[Approve entirely / Mainly approve / Neither approve nor disapprove /
Mainly disapprove / Disapprove entirely / Response declined / Don’t
know]

Demographics
• Q16 What is your gender?

[Male / Female / Non-binary / Would like to self-describe: / I don’t
want to state]

• Q17 What is your work status?
[School student / University/college student / Employee / Civil servant
/ Self-employed / Freelancer / Unemployed / Retiree / I don’t want to
state]

• Q18 Do you have specialized computing skills, such as: system admin-
istration, programming, IT security, tech support, power user, etc?
[Yes / No / I don’t want to state]

• Q19 Please indicate your agreement or disagreement with the follow-
ing: “I generally trust the government to do the right thing.”
[Fully agree / Mostly agree / Neither agree nor disagree / Mostly
disagree / Fully disagree / I don’t want to state]

• Q20 What party do you have the most affinity with?
[The Greens / CDU/CSU / SPD / FDP / AfD / The Left / Others/I don’t
want to state]

• Q21 Currently, how frequently do you have close personal contact with
people not from your household?
[Once a week at most / A few times a week / A few times a day / Several
times a day / I don’t want to state]
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• Q22 How concerned or unconcerned are you about COVID-19 in
regard to the following three areas?
Health, The economy, Society
[Unconcerned / A bit concerned / Concerned / Very concerned / I don’t
want to state]

• Q23 Do you fall within a COVID-19 high-risk group?
[Yes / No / Don’t know / I don’t want to state]

• Q24 Does someone close to you fall within a COVID-19 high-risk
group?
[Yes / No / Don’t know / I don’t want to state]

• Q25 Have you or any person close to you fallen ill with Covid-19?
[Yes / No / Don’t know / I don’t want to state]

• Q26 Has anyone close to you died of Covid-19?
[Yes / No / Don’t know / I don’t want to state]

• Q27 How has the Covid-19 pandemic affected you financially?
[Positive impact / No impact / Negative impact / Critical impact / I
don’t want to state]

• Q28 Has the Covid-19 pandemic resulted in you having to look af-
ter/care for someone at home?
[Yes / No / I don’t want to state]

• Q29 How has the crisis affected your work?
[Unaffected / Working from home / Short-time work / Became unem-
ployed / Found employment / I don’t want to state]

B Additional Tables and Figures

Figure 3: Frequency of reported information sources (n=744).

Figure 4: Attributes that are correct for the current app and
the percentage of participants who checked the corresponding
box. OTH: other is infected, SLF: self infected, GEN: general
attribute

Figure 5: Attributes that are wrong for the current app and
the percentage of participants that checked the corresponding
box.

Positive influence if
Usage intention LBNB belief? no location usage

Undecided Yes (n= 46) 26.1%
No (n= 108) 28.7%

Prob-No Yes (n= 27) 3.7%
No (n= 53) 15.1%

Def-No Yes (n= 25) 4%
No (n= 65) 7.7%

Table 2: Percentage of participants who rated the potential
property that the app would not collect data about users’ po-
sition positively based on their general usage intention and
whether they believed the app would be working with location
data. LBNB = Location service but no Bluetooth.
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Log
Factor Odds C.I. p-value

Trust in Government (Q19)
Trust: Fully agree 1.88 [1.26, 2.50] < 0.001∗
Trust: Somewhat agree 0.81 [0.41, 1.20] < 0.001∗
Trust: Somewhat disagree −0.56 [−1.08, −0.04] 0.035∗
Trust: Fully disagree −1.12 [−1.85, −0.39] 0.003∗

Beliefs
(GEN) THREATS PRIVACY −1,33 [−1.82, −0.84] < 0.001∗
(GEN) FIGHTS DISEASE
SPREAD

0.55 [0.16, 0.94] 0.005∗

(GEN) RESTRICTS BASIC
RIGHTS

−1.32 [−1.88, −0.77] < 0.001∗

(OTH) GOVERNMENT SEES
QUARANTINE VIOLATION

−0.70 [−1.08, −0.33] < 0.001∗

(SLF) INFORMS MY
CONTACTS

0.51 [0.15, 0.88] 0.006∗

(GEN) MANDATORY USAGE 0.66 [−0.07, 1.39] 0.075
(GEN) USES LOCATION
SERVICES

0.42 [0.06, 0.77] 0.022∗

(SLF) DATA
TRANSMISSION ONLY
AFTER CONFIRMATION

0.31 [−0.02, 0.65] 0.069

(OTH) INFORMS IF
INFECTED NEARBY

−0.28 [−0.61, 0.06] 0.107

Worries (Q22)
Health: Somewhat worried 0.53 [0.04, 1.02] 0.036∗
Health: Worried 0.76 [0.24, 1.28] 0.004∗
Health: Very worried 1.21 [0.63, 1.79] < 0.001∗

Media Sources (Q7)
Media: Off. Homepage 0.99 [−0.14, 2.12] 0.085
Media: Publications 0.62 [0.07, 1.18] 0.028∗
Media: Public Broadcasters −0.30 [−0.63, 0.04] 0.082

Personal Experience (Q25)
Was or knows infected: Yes −0.06 [−0.63, 0.51] 0.840
Was or knows infected:
Don’t know

−0.84 [−1.57, −0.11] 0.024∗

Demographics (Q16, Q18)
Tech Background 0.24 [−0.14, 0.62] 0.208

Intercepts (App usage intention)
Definitely not | Probably not −1.99 [−2.61, −1.37] < 0.001∗
Probably not | Undecided 0.35 [0.14, 0.56] 0.001∗
Undecided | Probably would 0.53 [0.38, 0.68] < 0.001∗
Probably would | Definitely
would not

0.61 [0.48, 0.74] < 0.001∗

Table 3: Results of the final ordered logit regression model
correlating factors with app usage intention. “Don’t want to
answer” answers were omitted. See Section 3.5 and Table 5
for further details.

Log
Factor Odds C.I. p-value

(PP) WARNS ME IF EXPOSED TO
COVID

1.52 [1.31, 1.73] < 0.001∗

(PP) INFORMS MY CONTACTS IF
INFECTED

1.15 [0.94, 1.37] < 0.001∗

(PP) INFORMS OTHERWISE
UNINFORMED USERS

1.01 [0.80, 1.23] < 0.001∗

(PP) HELPS RKI ASSESS
SITUATION

1.28 [1.07, 1.49] < 0.001∗

(PP) FASTER RETURN TO NORMAL 1.17 [0.96, 1.39] < 0.001∗
(PP) FASTER ECONOMY RECOVERY 0.81 [0.59, 1.03] < 0.001∗
(PP) RKI SEES MY CONTACTS TO
INFORM OTHERS

1.12 [0.90, 1.33] < 0.001∗

(PP) RKI SEES INFECTED’S
CONTACTS TO INFORM ME

1.20 [0.98, 1.41] < 0.001∗

(PP) HACKERS KNOW INFECTION
STATUS

−1.48 [−1.69, −1.27] < 0.001∗

(PP) RKI SEES DISTANCE
VIOLATION

−0.87 [−1.09, −0.65] < 0.001∗

(PP) USES MY LOCATION TO
PROTECT OTHERS

−0.10 [−0.33, 0.12] 0.359

(PP) UNNECESSARY QUARANTINE
DUE TO FALSE POSITIVE WARNING

−1.34 [−1.55, −1.13] < 0.001∗

(PP) UNNECESSARY TESTING DUE
TO FALSE POSITIVE WARNING

−0.87 [−1.09, −0.66] < 0.001∗

(PP) WARNING RESULTS IN
QUARANTINE ENFORCEMENT

0.04 [−0.18, 0.27] 0.709

(PP) HAS DATABASE OF INFECTED
AND CONTACTS

0.18 [−0.04, 0.41] 0.105

(PP) DATA PROTECTED BY NEW LAW 0.73 [0.52, 0.95] < 0.001∗
(PP) DATA PROTECTED BY GDPR 0.88 [0.67, 1.10] < 0.001∗
(PP) TECHNICAL PROTECTION OF
DATA

1.00 [0.79, 1.22] < 0.001∗

(PP) TESTED BY BSI 0.90 [0.69, 1.12] < 0.001∗
(PP) TESTED BY IT EXPERTS 1.12 [0.91, 1.33] < 0.001∗
(PP) LOCATION NOT COLLECTED 1.10 [0.88, 1.31] < 0.001∗
(PP) CODE IS OPEN SOURCE −0.12 [−0.34, 0.10] 0.277
(PP) ONLY LAW PREVENTS
SURVEILLANCE

−0.53 [−0.75, −0.31] < 0.001∗

Neg. change | No change −1.89 [−2.05, −1.74] < 0.001∗
No change | Pos. change 1.33 [1.31, 1.35] < 0.001∗

Table 4: Ordered logit regression model correlating different
app properties against a combined “Usage Intention Change”
scale ranging from ‘Negative change” to “Positive change”.
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Factor Description Baseline

Required
Trust in Government 5-point scale. Fully trust to fully distrust towards the government. Neither

Optional
Beliefs 3 multi-choice questions. Beliefs about the app in general, personal context, and related to others. n/a
Worries 3 questions; 4-point scales. How worried are participants regarding future health, economy, and social life. Not worried
Media Sources Multi-choice question. From which media sources participants learned about the app. n/a
Personal 6 questions; Yes, No & “Don’t know”. Health risks, previous infection, deaths, and other personal effects. No
Demographics 7 questions. General demographic questions such as tech background, age, gender, and job. various

Table 5: Factor categories appearing in the candidate regression models. Model candidates always included the required factors
and covered all possible combinations of optional factors. Final models were selected based on lowest AIC. Categorical factors
are individually compared to their listed baseline.

Abbreviation Question True?
General attributes
(GEN) SHARES MOTION PROFILE The app shares a profile of my movement. 7 [36]
(GEN) SHARES TEMPORARY IDS The app shares temporary IDs and timestamps. 3 [38]
(GEN) SHARE PHONE CONTACTS WITH
GOVERNMENT

The app shares the names and phone numbers of my contacts with the government. 7 [18]

(GEN) GOVERNMENT CAN TRACK ME The app enables the government to see my current location. 7 [36]
(GEN) THREATS PRIVACY The app undermines my privacy. -
(GEN) DETECTS NEARBY USERS The app determines when other smartphones are nearby that are also using the app. 3 [38]
(GEN) HELPS WITH TESTING DECISION The app facilitates decision-making on who should be tested for COVID-19. 3 [19]
(GEN) SHARES FITNESS DATA The app shares fitness data. 7 [9]
(GEN) SHOWS NEGATIVE INFECTION
STATE

The app can be used to demonstrate to others that I am not currently COVID-19 positive. 7

(GEN) FIGHTS DISEASE SPREAD The app can help fight the spread of the COVID-19 virus. 3 [38]
(GEN) CAN DONATE HEALTH DATA Through the app I can donate health data to the RKI for research purposes. 7 [9]
(GEN) RESTRICTS BASIC RIGHTS The app infringes my fundamental rights. -
(GEN) GOVERNMENT SEES DISTANCE
VIOLATION

The app enables the government to see if people are not keeping a safe distance from others. 7 [14]

(GEN) USES LOCATION SERVICES The app uses location services (like GPS). - [3, 14]
(GEN) MANDATORY USAGE Usage of the app will be mandatory. 7 [38]
(GEN) USES BLUETOOTH The app uses Bluetooth. 3 [38]
(GEN) NONE None of the above applies 7

Attributes if others are infected
(OTH) INFORMS IF INFECTED NEARBY The app notifies me when an infected person is located nearby. 7 [14]
(OTH) INFORMS IF CONTACTED INFECTED The app notifies me if I have had contact with an individual who later tested positive for COVID-

19.
3 [38]

(OTH) GOVERNMENT SEES QUARANTINE
VIOLATION

The app enables the government to see if someone is not complying with quarantine orders. 7 [14]

(OTH) NONE None of the above applies 7

Attributes if I myself am infected
(SLF) DATA TRANSMISSION ONLY AFTER
CONFIRMATION

A physician or the public health authority has to confirm my positive COVID-19 test result
before the app sends data to the RKI.

3 [14]

(SLF) INFORMS MY CONTACTS The app informs other app users who have been close to me that they may have contracted the
virus.

3 [38]

(SLF) GOVERNMENT SEES QUARANTINE
VIOLATION

The app enables the government to see if I am not complying with quarantine orders. 7 [14]

(SLF) SHARES DATA CONTINUOUSLY The app sends data continuously to the RKI. 7 [14]
(SLF) NONE None of the above applies 7

Table 6: Overview of all statements the participants were presented with and for which they had to decide whether they apply to
the to be released CWA. The last column indicates if the attribute is correct for the app.
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Abbreviation Full statement True? Approach (Central/
(Potential Property) Decentral/Both)
(PP) ONLY LAW PREVENTS
SURVEILLANCE

The government would be prevented by law, but not by technical means, from
misusing the data for surveillance purposes.

7 [28] C

(PP) TECHNICAL
PROTECTION OF DATA

Technical measures would be implemented to ensure the data are protected. 3 [28] B

(PP) RKI SEES INFECTED’S
CONTACTS TO INFORM ME

If somebody near me has tested positive for COVID-19, the app would enable
the RKI to see that I have had contact with that individual in order to notify me
accordingly.

7 [28] C

(PP) RKI SEES MY
CONTACTS TO INFORM
OTHERS

If I test positive for COVID-19, the app would allow the RKI to see who I had
contact with in order to notify those individuals.

7 [28] C

(PP) RKI SEES DISTANCE
VIOLATION

Using the app would enable the RKI to find out if I am not complying with
minimum distancing to other individuals.

7 [28] C

(PP) HAS DATABASE OF
INFECTED AND CONTACTS

The RKI would have a database with the contact data of infected individuals and
the people they have had contact with.

7 [28] C

(PP) HELPS RKI ASSESS
SITUATION

The app would support the RKI to better assess the COVID-19 situation. 7 C

(PP) USES MY LOCATION TO
PROTECT OTHERS

The app would use information about my location to more accurately monitor
infection risk for others.

7 [14] -

(PP) LOCATION NOT
COLLECTED

The app would not collect any data about my location. 3 [14] B

(PP) TESTED BY BSI The German Federal Office for Information Security(BSI) would verify that the
app fulfills data security and data protection requirements.

3 [4] B

(PP) FASTER RETURN TO
NORMAL

Using the app would make possible a speedier return to normal public life. 3 [55] B

(PP) UNNECESSARY
QUARANTINE DUE TO FALSE
POSITIVE WARNING

There is a possibility that the app could incorrectly report infection risk, resulting
in me having to quarantine unnecessarily.

7 [13] B

(PP) FASTER ECONOMY
RECOVERY

Using the app would help restart the economy faster. 3 B

(PP) WARNING RESULTS IN
QUARANTINE ENFORCEMENT

If the app notifies me that I may have been infected, I would have be required by
law to quarantine.

7 [13] B

(PP) WARNS ME IF EXPOSED
TO COVID

The app would notify me if I have been in a situation putting me at risk of
contracting COVID-19.

3 [38] B

(PP) UNNECESSARY TESTING
DUE TO FALSE POSITIVE
WARNING

There is a possibility that the app could incorrectly report infection risk, resulting
in me having to get tested unnecessarily.

3 [19] B

(PP) TESTED BY IT
EXPERTS

Independent security experts would verify that the app fulfills data security and
data protection requirements.

3 [39] B

(PP) DATA PROTECTED BY
GDPR

Protection of the data would be guaranteed pursuant to a data protection policy
and the General Data Protection Regulation.

3 [28] B

(PP) INFORMS OTHERWISE
UNINFORMED USERS

The app would inform people of infection risk who would not otherwise be
contacted by the public health authority.

3 [38] B

(PP) HACKERS KNOW
INFECTION STATUS

Any nearby hackers could find out if I have tested positive for COVID-19. 3 [47] D

(PP) DATA PROTECTED BY
NEW LAW

Protection of the data would be guaranteed under a new law drafted especially
for the app.

7 B

(PP) INFORMS MY CONTACTS
IF INFECTED

If I have tested positive for COVID-19, the app would automatically notify other
users of the app who are at risk being exposed through contact with me.

7 [28] B

(PP) CODE IS OPEN SOURCE The app would be open-source 3 [15] B

Table 7: The presented potential properties are either true for the centralized (C) or the decentralized (D) approach, or true for
both (B) app designs. The properties that did not depend on the design approach is marked with “-”.
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Currently, how frequently do you have close personal contact with people not from your household?
Once a week at most 39.5 A few times a week 37.8 A few times a day 10.2 Several times a day 10.1
Not disclosed 2.4
How concerned or unconcerned are you about COVID-19 in regard to the following three areas?
Health
Unconcerned 16.0 A bit concerned 39.4 Concerned 25.7 Very concerned 18.3
Not disclosed 0.7
The economy
Unconcerned 7.3 A bit concerned 22.5 Concerned 34.5 Very concerned 35.2
Not disclosed 0.5
Society
Unconcerned 11.3 A bit concerned 23.9 Concerned 35.8 Very concerned 28.1
Not disclosed 0.9
Do you fall within a COVID-19 high-risk group?
Yes 31.1 No 58.1 Don’t know 9.8 Not disclosed 1.9
Does someone close to you fall within a COVID-19 high-risk group?
Yes 62.2 No 31.3 Don’t know 5.8 Not disclosed 0.7
Have you or any person close to you fallen ill with Covid-19?
Yes 7.5 No 86.8 Don’t know 5.0 Not disclosed 0.7
Has anyone close to you died of Covid-19?
Yes 3.0 No 94.9 Don’t know 1.8 Not disclosed 0.4
How has the Covid-19 pandemic affected you financially?
Positive impact 3.2 No impact 58.9 Negative impact 32.4 Critical impact 3.2
Not disclosed 2.3
Has the Covid-19 pandemic resulted in you having to look after/care for someone at home?
Yes 9.4 No 89.9 Not disclosed 0.7
How has the crisis affected your work?
Unaffected 52.7 Working from home 24.5 Short-time work 13.6 Became unemployed 5.0
Found employment 0.9 Not disclosed 3.4

Table 8: Impact of the Covid-19 pandemic on participants. Numbers report the percentages in each question (n = 744)
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(a) Potential properties and the distribution of Def-No participants.
n = 100

(b) Potential properties and the distribution of Prob-No participants.
n = 96

(c) Potential properties and the distribution of Undecided participants.
n = 174

(d) Potential properties and the distribution of Prob-Yes participants.
n = 214

(e) Potential properties and the distribution of Def-Yes participants.
n = 158

Figure 6: Participants perception of potential properties, spilt by their general usage intention. * indicate properties that apply to
the real app. D = Dezantal, C = Central, B = Both
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Abstract 
Browser extensions enrich users’ browsing experience, e.g., 
by blocking unwanted advertisements on websites. To per-
form these functions, users must grant certain permissions 
during the installation process. These permissions, however, 
give very limited information about the fact that they allow 
the extension to access user’s personal data and browsing 
behaviour, posing security and privacy risks. To understand 
users’ awareness of these privileges and the associated threats, 
we conducted an online survey with 353 participants, focus-
ing on users’ attitude, knowledge, and preference towards 
extensions’ permission requests. We found that users report 
interest in seeking information, trust the developers but do 
little to protect their data. They have limited knowledge about 
the technical abilities of browser extensions and prefer per-
mission statements that evoke a clear mental model. Based on 
our findings we derive recommendations for the improvement 
of browser extension permission dialogues through clear lan-
guage, technical improvements and distinct responsibilities. 

1 Introduction & Motivation 

Web browsers are an important technology in modern daily 
life. We constantly use them to access online content for news, 
education, shopping or communication. As a result, browsers 
have a very large user base as well as a diverse scope of appli-
cations. To meet the requirements of such diverse use cases or 
enhance the browsing experience, browsers’ functionalities 
can be extended through browser extensions. 

* denotes equal contribution. 
Copyright is held by the author/owner. Permission to make digital or hard 
copies of all or part of this work for personal or classroom use is granted 
without fee. 
USENIX Symposium on Usable Privacy and Security (SOUPS) 2021. 
August 8–10, 2021, Virtual Conference. 

Browser extensions, also known as browser add-ons, are 
small software programs that run inside a web browser. They 
are often developed by third-party companies or indepen-
dent developers and are typically free of charge. Popular 
browsers have their web stores offering extensions in var-
ious categories ranging from productivity over accessibility 
to shopping (e.g. over 180k browser extensions are available 
for Google Chrome as of August 2019 [39]). The ten most 
popular browser extensions for Google Chrome alone have 
over 100 million combined downloads. The large number and 
variety of extensions enable users to customise their browser 
experience for their personal needs and preferences. Popular 
extensions block unwanted advertisements on websites or 
translate web text into the desired language. Others increase 
the accessibility of the browser through voice interaction [53] 
or automatically generate image descriptions on Twitter for 
people with vision impairment [35]. Recently, extensions 
were also proposed for detecting fake news through automatic 
fact checking [11], assisting users in the understanding of on-
line privacy policies through spotting opt-out statements [7], 
or providing personalised password strength estimation [30]. 

To perform their intended purposes, extensions request per-
missions to access the content of visited websites and, often, 
other parts of the browser such as the browser’s history. These 
special privileges enable extensions to read highly sensitive 
and personal data such as passwords or payment informa-
tion, which can have serious implications for users’ privacy 
and security. Especially with the nowadays ubiquitous online 
behaviour, knowledge about users’ online browsing habits 
is highly valuable for revenue generation in the various do-
mains (e.g., targeted advertisement). This illustrates a high 
commercial interest in users’ browsing data which motivates 
malicious practices to gain access. Many leakage reports over 
the years [13, 49, 55] explored browser extensions and identi-
fied their role in online security and privacy issues. 

To install an extension and benefit from its functionality 
users must grant all requested permissions and allow access to 
their browsing data. Users, therefore, have to make a trade-off 
between privacy concerns and convenience. 
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These trade-offs are not equally apparent to all users. As 2 Related Work 
cybersecurity expert Schneier states in an interview: 

"In general, security experts aren’t paranoid; we 
just have a better understanding of the trade-offs 
we’re doing. Like everybody else, we regularly give 
up privacy for convenience. We just do it knowingly 
and consciously." [38] 

It is, therefore, crucial to inform users appropriately about 
the data collection of browser extensions to enable them to 
make an informed decision. To do so, most browsers display 
a permission dialogue that users have to confirm to install 
browser extensions. However, explanations of these dialogues 
vary across browsers in regards to the user interface, used 
language and level of detail, as shown in Figure 1. 

While it is easy and fast to install an extension at the click 
of a button and simultaneously grant the permission requests, 
it is unknown if the users are aware of the meaning and sig-
nificance of these permissions and the associated risks. Re-
cent research in the related topic of browsers’ private modes 
has shown that differences in-browser explanations across 
browsers caused misconceptions about what private browsing 
mode does and how it protects users’ privacy [54]. If such 
explanations can not convey the necessary knowledge, users 
are unable to make an informed decision and develop a false 
sense of security. To ensure their sovereignty over their per-
sonal data and to design better technology supporting them in 
privacy-related decisions, it is crucial to identify these gaps. 

To better understand users’ attitudes, knowledge, and pref-
erence towards browser extension permissions, we conducted 
an online survey with 353 participants. We investigated the 
effectiveness of modern browsers to communicate the mean-
ing of permission requests. Our research particularly focuses 
on users’ knowledge of the data that extensions can access 
and their understanding of the security and privacy risks com-
ing with these privileges. We found that users have limited 
knowledge about the technical abilities of browser extensions. 
Their knowledge is mostly restricted to the beneficial features 
of the extensions they use and does not extend to other pos-
sible privacy and security risks. Their inability to apply this 
knowledge in a broader context shows their lack of technical 
understanding of the underlying permissions. Furthermore, 
users’ perception of likelihood seems to be driven by the level 
of intrusion a scenario can potentially have on their privacy. 
We derive recommendations based upon our results and con-
sider the perspective of users, developers and policymakers. 
These recommendations focus on improving the extension 
system, language of permissions and users’ attitude. This pa-
per contributes the first large scale survey on understanding 
users’ attitudes, knowledge, and preferences about the privacy 
and security of browser extensions. Our study identifies a 
gap in users’ perception about the current permission model 
and calls for long-overdue security improvements inspired by 
similar domains. 

As relevant prior work, we firstly summarise the background 
of the current browser extension system. We then present 
related research in the fields of human-computer interaction 
(HCI) and usable security about understanding users’ knowl-
edge, attitude and behaviour. 

2.1 Browser Extensions & Browser Extension 
Security 

With the exception of Safari1, most modern browsers use 
the extension system that was first implemented by Google 
Chrome in 2009. The Chrome extension system stems from 
the design proposed by Barth et al. [8]. Their design was 
based upon the assumption that extension developers have 
good intentions but are, usually, not security experts. They 
argued that well-intentioned extension developers often write 
buggy code that can be exploited by malicious website opera-
tors to gain control over the extension. These exploits posed 
significant threats for two main reasons: 1) Under the former 
Firefox extension system, which was popular at that time, ex-
tensions often used unnecessarily powerful APIs and 2) they 
could have access to full user privileges at par with browsers 
or other native applications. To overcome these challenges, 
Barth et al. proposed a new browser extension system that 
improved the security of extensions by using principles of 
least privilege, privilege separation, and isolation. Their de-
sign separated the extension into three components, namely a 
content script, an extension core, and a native binary. Only the 
least privileged part of the extension (i.e. content scripts) was 
exposed to potentially malicious websites. In an evaluation 
of this security architecture, Carlini et al. [12] found it was 
mostly successful at preventing direct web attacks on exten-
sions, but underlined its susceptibility to network attacks and 
website metadata attacks. 

The Chrome extension system was designed to protect 
buggy-but-benign extensions, however, it provides no protec-
tion to users against intentionally malicious extensions. In 
recent years, a large number of browser extensions were found 
to be malicious, challenging the buggy-but-benign assump-
tion. In an analysis between 2016 and 2018, Chen and Kaprav-
elos identified over 3000 browser extensions from Chrome 
and Opera that were potentially leaking privacy-sensitive in-
formation [13]. The ten most popular Chrome browser ex-
tensions on that list, with confirmed malicious behaviour, af-
fected over 60 million users. Another large-scale study inves-
tigated the 10,000 most popular browser extensions of Google 
Chrome and found that hundreds of extensions leaked sen-
sitive information about users’ browsing habits [49]. They 
found that while most extensions leaked information acciden-
tally, e.g., when third-party content is injected into a website, 

1Apple announced in WWDC 2020 that Safari will switch to the same 
extension API in the near future 
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others abused their access to user data on purpose. In July 
2019, Jadali identified eight browser extensions with a to-
tal of 4 million downloads that collected browsing histories 
and exposed them in real time [28]. Similarly, a report from 
May 2020 identified 111 malicious extensions that were si-
phoning personal data such as passwords, credential tokens 
stored in cookies or parameters, screenshots, and tracking 
users browsing history [25]. Jointly, these 111 extensions had 
more than 32 million downloads. Another malevolent practice 
performed through browser extensions is malvertising which 
includes altering web content and displaying malicious adver-
tisements, leading users to download and install malware. A 
screening of 18,000 Chrome extensions in 2015 found that 
extensions practising malvertising had over half a million 
users [55]. These studies and reports on malicious extensions 
with millions of downloads strongly challenge the assumption 
that all extension developers have good intentions. 

To protect users from malicious extensions, most web 
stores use an automated review process [3, 15, 17, 22]. In cer-
tain cases, especially when sensitive permissions are involved, 
a manual review may follow an automated one. However, data 
leaks and reports of malicious activities underline the limits of 
these approaches. In response to privacy-breaching browser 
extensions, various solutions were proposed to protect or in-
form the users. These solutions include privacy-focused exten-
sions to notify the user if an installed extension was suspected 
of malicious practices [51] or generating visits to random 
websites to conceal users’ true browsing behaviour [49]. Sim-
ilarly, to protect users from malvertising, Xing et al. proposed 
a browser extension that automatically detects extensions that 
inject ads [55]. These privacy-focused extensions not only 
increase users’ privacy but can also improve users’ brows-
ing experience [10]. The proposed solutions and the review 
process of the web stores can assist users in protecting their 
online privacy and security. Nonetheless, the decision about 
extensions’ security cannot be left to trusted parties alone [24]. 
The bulk of potential risks and the responsibility to make 
an informed choice lies with the user. The current practice 
of browsers to inform users about their extensions is using 
dialogues to describe the requested permissions during the 
installation process. However, there is limited research on 
users’ attitude and knowledge towards browser extensions 
and the effect that permission dialogues have on them. 

2.2 Privacy Knowledge and Data Sharing Be-
haviours 

Next, we discuss related works in associated domains about 
understanding users’ attitude and knowledge towards permis-
sions and data collection. 

In the domain of mobile applications, researchers found 
that smartphone users are often unaware of the permission 
settings and data collection of apps running on their de-
vices [2, 9, 34, 48]. This is partly because users display low 

attention and comprehension when it comes to reading per-
mission dialogues. In a study, Felt et al. found that 17% of 
participants paid attention to permissions during installation 
in a laboratory setting, and only 3% could correctly answer 
permission comprehension questions in an online survey [19]. 
When confronted with real app behaviours users felt their 
personal space had been violated [48]. This insight has led 
to studies trying to improve users’ understanding of certain 
permissions and the data they give away. Almuhimedi et al. 
used a custom permission manager to make users aware of the 
data that applications were accessing and were able to make 
users reassess and restrict the permissions they were giving 
to applications [2]. Similar studies have also been conducted 
in other domains that deal with highly sensitive health data, 
such as wearable and fitness trackers [23, 40]. Research finds 
that with wearable technology it is less about the knowledge 
that data is collected, but about the value of this data [1] and 
the severity of the consequences of it being collected [47]. 
Schneegass et al. showed that non-expert users lack an under-
standing of the relationship between access to sensor data and 
access to information derived from this sensor data [47]. Fur-
thermore, Aktypi et al. found that users highly underestimate 
the value of personal fitness data for third parties [1]. 

These studies across domains have been beneficial in de-
veloping systems that support users in making informed and 
sensible decisions with regards to access permissions. Even 
though browser extensions have existed for longer than mobile 
apps and fitness trackers, there is limited research in under-
standing users’ attitude, knowledge or preference towards 
extension permissions, or making the extension permissions 
more understandable and usable. To fill this gap in the litera-
ture, in this paper, we study the privacy and security attitude 
of users towards browser extensions. We assess their knowl-
edge about permissions and finally gather their preferences 
towards existing permission statements. 

3 Method 

We conducted an online survey to learn about (1) users’ atti-
tudes towards privacy and security topics related to browser 
extensions, (2) their general knowledge about browser ex-
tensions, (3) the influence of browser extension permission 
dialogues on their understanding, and (4) their preference for 
specific browser extension permission dialogues. 

3.1 Browsers and Browser Extensions 
In this paper, we study the browser dialogues of the most 
common browsers and browser extensions. As per Statista, 
the six largest desktop browsers by market share are Chrome 
(69.42%), Safari (8.74%), Firefox (8.48%), Edge (3.45%), In-
ternet Explorer (2.88%) and Opera (2.39%) [50]. We excluded 
Internet Explorer in our study because Microsoft ended devel-
opment for the browser in 2016 and replaced it with Edge. 
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Figure 1: Permission dialogues of our sample extension for Chrome, Safari and Firefox. The sample extension used the super-set 
of permissions of the selected extensions. 

Next, we surveyed the 10 most used extensions for each 
browser based upon download count if available, otherwise 
the number of ratings. Table 2 in the appendix (section B) 
shows these browser extensions for the five browsers. We, 
then, extracted the extensions with the highest appearance 
rate (number of browsers they appeared in) and ranked them 
by downloads across all browsers. Based on our criteria, we 
identified the following five extensions for our study: (1) Ad-
block Plus, (2) uBlock Origin, (3) Grammarly, (4) Adblock, 
and (5) Honey. Since Opera and Edge are both Chromium-
based and their permissions are, therefore, almost identical, 
we decided to eliminate them from our study and focus on 
the differences between Chrome, Firefox and Safari (having 
around 86% market share). The permissions requested by the 
selected browser extensions are shown in Table 1. Next, we 
implemented a representative extension that used the super-set 
of permission requested by these five extensions in Chrome, 
Firefox, and Safari. Our extension used an ambiguous name 
and logo (see Figure 1). We locally installed the dummy ex-
tension on all the browsers and captured the actual permission 
dialogues. 

3.2 Scenarios 

To evaluate respondents’ knowledge and beliefs about the 
technical abilities of browser extensions, we created ten sce-
narios. The scenarios were developed in iterative discussions 
involving three researchers with backgrounds in usable se-
curity and interface design (see section 4.3.2, figure 5 for a 
complete list of scenarios). Scenarios 1-3, 5, 8 were derived 
from the existing literature on malicious activities of exten-
sions [13, 25, 28, 32, 37, 49, 55]. Scenarios 4, 6, 7, 9, 10 were 
added to ensure a broader possibility spectrum. The most 
common permission required by the browser extensions is to 
"Access all data on all websites". We found that among the 
50 most downloaded browser extensions on the Firefox web 
store2, 47 extensions request this permission. Given the ubiq-
uitous need for this permission, five out of ten scenarios were 

2https://addons.mozilla.org/en-US/firefox/extensions/ 

based upon the functionality provided by it. Other scenarios 
considered access to the device’s camera and microphone 
and the ability to control other extensions. Furthermore, three 
scenarios were based upon functionality outside the scope of 
a browser, namely, change the default password of the com-
puter, restart the computer, and install an application on the 
computer. 

We framed the scenarios as neutral statements without any 
harm being explicitly mentioned in them. We postulate that 
the neutral statements have a higher ecological validity as 
they can be considered direct derivatives of the statements 
of the browser permission dialogues. For example, scenario 
S5 "The browser extension reads the user’s usernames and 
passwords and stores them on an external server" is a specific 
case of the Chrome permission "Read and change all your 
data on websites you visit". Thus, the scenarios could test the 
case-specific knowledge of the various permission statements. 

The permissions specified under the extension API allow 
the browser extensions to, among other things, access the web 
content, and access browsing history. In general, the permis-
sions available under the extension API model are limited 
to the browsers. However, some extensions work in tandem 
with desktop applications such as Zotero3 and Grammarly4. 
This model allows the extensions to leverage the privileges of 
their tandem applications and perform functions outside the 
scope of the extension API. Thus, in a broad sense, browser 
extensions can control any aspect of a computer, even though 
many functionalities are outside the scope of the extension 
API. In an absolute sense, all of the scenarios are technically 
possible but some require additional intervention by the user. 

3.3 Survey Structure 

Our survey comprised 35 unique questions, including atten-
tion checks. However, since it included randomisation and 
branching logic, the average participant was shown around 
28 questions. The survey consisted of "yes/no/don’t know", 

3https://www.zotero.org/ 
4https://www.grammarly.com/ 
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Chrome:
Read and change 
all your data on the 
websites you visit 

Display 
notifications

Change 
your 
privacy-
related 
settings

Safari:

Web Page Content: 
Can read sensitive 
information from 
web pages, 
including 
passwords, phone 
numbers and credit 
cards on:
- all web pages

Browsing 
History: 
Can see 
when you 
visit:
- all web 
pages

Firefox:
Access your data 
for all web sites

Display 
notifications 
to you

Read and 
modify 
privacy 
settings

Access IP 
address 
and 
hostname 
information

Store 
unlimited 
amount 
of client-
side data

Access 
browser 
tabs

Access 
browser 
activity 
during 
navigation

Extend 
develope
r tools to 
access 
your data 
in open 
tabs

Adblock Plus +10.0M 108 6.8M C, S, F C, F S F F F F

uBlock Origin +10.0M not available 3.8M C, F C, F F F F F

Grammarly +10.0M 613 1.1M C, S, F C, F S F

Adblock +10.0M 1K 1.0M C, S, F C, F S F F F F

Honey +10.0M 4.6K 958K C, S, F S

Extension Downloads 
Chrome

Ratings 
Safari

Downloads 
Firefox

Table 1: Permissions requested by the selected browser extensions in Chrome (C), Firefox (F) and Safari (S). Download and 
rating count were retrieved in August 2020 from the respective browser extension stores. 

multiple-choice, five-point Likert scale questions and one 
open-ended question. The complete survey can be found in 
the appendix (section A). Our survey methodology is adopted 
from similar studies in the HCI and usable security commu-
nity that focused on understanding users’ knowledge, attitude 
and behaviour for various digital platforms [23, 27, 44]. The 
survey consisted of the following sections: 

Demographics: Participants’ age and education as well as 
whether they have a professional background in any computer 
science-related field. 

Confidence and attitudes regarding the information on 
browser extensions: The specific browsers and browser ex-
tension participants use. Their confidence about knowing 
what kind of data browser extensions collect and if develop-
ers made sure their data is safe. Their own precautions and 
attitudes towards privacy policies and terms and conditions. 

Knowledge of the capabilities of browser extensions: 
The plausibility of the ten scenarios and the likelihood of them 
being used maliciously. Participants had to judge whether the 
scenarios were technically possible by answering "yes", "no", 
or "I don’t know" and how likely they would deem the scenar-
ios to be used maliciously on a five-point Likert scale from 
"very unlikely" to "very likely". In a separate question placed 
before the scenarios, we also asked the participants if an in-
stalled ad-blocker can read passwords on various websites. 

Comprehension of extension permission dialogues: 
Comprehension and understanding of existing browser di-
alogues for Chrome, Firefox, and Safari. Participants were 
randomly presented with one of the browser extensions per-
mission dialogues. They had to judge the same ten scenarios 
again on their plausibility and likelihood of being used ma-

liciously, taking the permission dialogue into account. We 
were interested in whether the dialogues would convey the 
information to correctly assess the possibility of the scenarios 
if participants had previously failed to do so. 

Preference of permission statements: The three browsers 
formulate their permission statement differently. Firefox uses 
all-inclusive words such as "access", Chrome uses distinct 
keywords such as "read and change", and Safari provides 
specific examples such as "read sensitive information on web 
pages including passwords ...". For each of the browsers, we 
studied information conveyed and participants’ preference 
for four commonly requested permissions. To do so, we cre-
ated a comprehensive description including an explanation 
and examples for the four permissions. Our comprehensive 
description was based upon the reference text provided by 
the different browsers such as Firefox [20] and Chrome de-
veloper documentation [14]. To remove any bias towards a 
single source, we included the important keywords used by all 
browsers in our comprehensive description. For example, the 
following description represents the permission about access 
to information on all pages: 

"The browser extension can access, meaning read 
and change, all information including sensitive 
information such as passwords, phone numbers, 
credit card numbers, text and images on all web-
sites such as those for online banking, email service, 
online shopping, and social media." 

Participants were asked to rate the similarity and preference 
of browsers’ original permission statements compared to the 
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comprehensive descriptions. The complete list of comprehen-
sive descriptions that we developed for the study can be found 
in the survey (appendix section A, Q 6.1-4, page 17-18). 

3.4 Participants 
The recruitment of participants was done through the on-
line platform Prolific [41]. The survey was hosted on 
Qualtrics [43]. 408 participants completed the survey, and 
on average it took them 11 minutes to finish it. The study par-
ticipants had an average Prolific approval rating of 98.9% and 
they resided in more than 20 countries (mostly EU). Partici-
pants were paid £1.2 at a rate of £6.5 per hour. We excluded 
12 participants due to failed attention checks and ended up 
with a total of 396 valid survey responses. Since we were 
interested in users of browser extensions, we excluded 43 
participants from the main analysis who do not use browser 
extensions. We will, however, discuss their answers separately 
in our insights. Consequently, we analysed a data set of 353 
responses of participants using browser extensions. 

Of the 353 respondents, 219 (62%) identify as male, 134 
(38%) as female. Their age ranged from 18 to 63 with a mean 
age of 28 (SD = 9.6). Regarding education, six (2%) had no 
formal education, 130 (37%) had a high school diploma or 
equivalent, 209 (59%) had a university degree and eight (2%) 
a doctoral degree. 

3.5 Limitations and Ethical Considerations 
While our study is based upon a relatively large and diverse 
sample, it may not be representative of the entire population. 
Our sample is relatively young, well educated and has a high 
proportion of people with a background in computer science. 
We also recorded 12 invalid responses from participants who 
left the survey early as well as 10 participants who did not fin-
ish the survey in the maximum allocated time of 49 minutes. 
This might have been due to a stereotype bias caused by the 
leading demographic questions, however, given the relatively 
small number of invalid responses the bias is unlikely to be 
pronounced. As it is sometimes the case with surveys in the 
domain of usable privacy and security, we would like to un-
derline that some of our findings may have been impacted by 
social desirability and response bias where participants tend 
to present an inflated view of their privacy concerns, believing 
this is how the researchers want them to respond. Besides 
these, in our survey, most questions were based upon a rating 
scale and we had limited free text questions. For example, to 
study the appropriateness of extension browser permission 
statements, we asked the participants to evaluate their sim-
ilarity and preference as compared to their comprehensive 
descriptions on a three-point scale (see section 4.3.5 and 5.2.4 
for more information). While this approach allows us to deter-
mine the appropriateness of browser permission statements, it 
is not suitable to determine specific shortcomings in a given 

0 100755025

Have you ever read the privacy policy 
for any of your browser extensions?

Have you ever read the terms and condi-
tions for any of your browser extensions?

Have you taken steps to ensure your data 
is secure and private for your browser 
extensions?

yes no don’t know

Figure 2: Participants’ response to having read the privacy 
policy or terms and conditions of their installed extensions. 

statement. A future work looking to elicit these specific short-
comings may find other approaches such as surveys focused 
on open response questions followed by qualitative coding 
more useful. It should also be noted that our study is based 
upon a frequently used, but limited, set of permissions, which 
only covers a part of the many permissions that are available 
to browser extensions. 

The survey was conducted within the ethical research guide-
lines of our university and did not require separate approval 
from the ethics board. Besides the Prolific IDs, which were 
necessary for compensating the participants, we did not col-
lect any personally identifiable information in the survey. 

4 Results 

The following results were extracted from the survey and 
present users’ usage of browsers and browser extensions, as 
well as our three main focal points on users’ attitude, knowl-
edge, and preference. Since our survey is exploratory, we pri-
marily used descriptive statistics supported by graphic repre-
sentations and complemented with significance testing where 
applicable. 

4.1 Browsers and Browser Extensions 

Most participants report Chrome (66%) as their default 
browser. This is followed by Firefox (18%), Opera (6%), 
Brave (4%), Edge (3%), and Safari (3%). Vivaldi, Yandex 
and Opera GX were also mentioned by one participant each. 

85% of the participants use ad-blockers (e.g. Ad-block 
Plus, uBlock Origin), 30% use language tools (e.g. Oxford 
Dictionary, Grammarly), 29% use video or music download-
ers (e.g. YouTube Downloader, Video DownloadHelper), 26% 
use password managers (e.g. LastPass, 1Password), 25% use 
shopping assistants (e.g. Honey, Piggy), and 19% use produc-
tivity tools (e.g. Todoist, Evernote). 

Of the 43 respondents who do not use browser extensions, 
44% didn’t know they existed, 42% said that they do not need 
them, 7% find them too difficult to install, and 5% do not 
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You know what type of data is collected 
by your browser extensions

You know how your data is used by your 
browser extensions

The developers of your default browser 
have made sure your data is safe

The developers of your browser extensions 
have made sure your data is safe

1 - not confident at all 2 3 4 5 - very confident
0 100755025

Before: Degree of interest in 
seeking out information about 
security and privacy in relation 
to browser extensions. 

After: Degree of interest in 
seeking out information about 
security and privacy in relation 
to browser extensions. 

1 2 3 4 5

Figure 3: Participants’ confidence in their own knowledge 
about the data collection, data usage and developers of their 
installed browser extensions. 

use them because of concerns about data privacy. 2% were 
uncertain if they were using browser extensions. 

4.2 Attitude 
This section presents users’ attitudes towards reading 
terms and conditions, their confidence in developers of web 
browsers and browser extensions, the impact of the permis-
sion dialogue and their interest in seeking information on 
security and privacy concerning browser extensions. 

4.2.1 Terms and Conditions 

More than 60% of the participants in our survey reported 
that they have not read the privacy policy or the terms and 
conditions of their installed browser extensions. Furthermore, 
59% reported that they did not take any steps to ensure their 
data is safe with the browser extensions. Figure 2 shows the 
response of the participants. 

4.2.2 Confidence in Developers 

Figure 3 shows the participants’ confidence in developers of 
their default browser and installed browser extensions, that 
they have ensured user data is not being tampered with or 
shared without explicit consent. Participants showed slightly 
higher confidence in the developers of their default browser 
(median = 3.0,mean = 3.17,SD = 1.07) compared to the de-
velopers of their browser extensions (median = 3.0,mean = 
2.87,SD = 1.00). A Wilcoxon signed-rank test showed that 
the differences were statistically significant (p < 0.001). Only 
a small number of participants had either very high or no 
confidence in the developers of both browsers and browser 
extensions, with three out of five being the most frequent 
choice. 

4.2.3 Awareness of Permission Dialogues 

To study users’ awareness of permission dialogues, we 
showed participants the Chrome dialogue as a representative 

Figure 4: Interest in seeking information in the beginning and 
end of the survey. 

of browser extension dialogues. 123 (34.8%) of the partic-
ipants reported that they had seen the provided example or 
a similar permission dialogue before. 28.3% reported that 
they had not seen a permission dialogue, and the rest could 
not remember. Out of the 123 who had seen a permission 
dialogue, 68% reported that it influenced their decision about 
installing the browser extension. 

4.2.4 Interest in Seeking Information 

We asked the participants about their interest in seeking out 
information on security and privacy concerning browser ex-
tensions in the beginning as well as at the end of the survey. 
At the end of the survey, participants were more interested in 
seeking out information and the median interest increased 
from three to four. The results are shown in figure 4. A 
Wilcoxon signed-rank test showed a statistically significant 
difference between the interest in the beginning and the end 
of the survey (p < 0.001). Furthermore, most participants are 
not comfortable in having browsing history or personal data 
being collected and stored by a browser extension. On a scale 
from 1 - Not at all comfortable to 5 - Extremely comfortable, 
they gave a median score of two. 

4.3 Knowledge 
In this section, we report our findings in regards to partici-
pants’ knowledge about browser extensions, the practices of 
data collection and the impact permission dialogues have on 
users’ knowledge. 

4.3.1 Data Collection And Use 

We asked participants to rate their confidence in their knowl-
edge of what data is collected, and how the collected data 
is used by browser extensions. Participants rated their con-
fidence on a five-point unipolar Likert scale from 1 - Not at 
all confident to 5 - very confident. Figure 3 shows a mostly 
uniform distribution of the responses. However, participants 
were less confident in how the data is used than what type of 
data is collected. 
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Scenarios: “The browser extension...”

S5 - Reads the user's usernames and passwords, 
      and stores them on an external server.

S3 - Replaces the product link to e-commerce websites 
      such as Amazon and eBay with an affiliate link.

S2 - Replaces the advertisement on the website 
      with advertisement from its own ad network.

S4 - Accesses the user's camera and microphone,
      and records a video.

S7 - Uninstalls another browser extension.

S6 - Installs an application on the user's computer.

S1 - Blocks access to a webpage.

S8 - Changes the password of the user's social 
      media account.

S9 - Restarts the computer.

S10 - Changes the default password for the computer.

very unlikely 

Likely to be used maliciously

unlikely 

0 100755025

 neither likely nor unlikely likely very likely 

Figure 5: Participants’ perception of the plausibility of scenarios and likelihood of them being used maliciously. 

4.3.2 Users’ Knowledge of Browser Extensions 

For each of the ten scenarios (see figure 5), we asked partici-
pants to select "yes", "no", "don’t know" to indicate whether 
they thought a scenario was technically possible to occur 
(which all of them were as explained in section 3.2). We 
found that most users thought S1: "Blocks access to a web 
page" (84%) and S2: "Replaces advertisements" (69%) was 
possible. Roughly half of all participants thought S3: "Re-
places product links" (58%), S4: "Accesses the camera and 
microphone" (58%), S5: "Reads the user’s password" (54%), 
and S6: "Installs an application on the user’s computer" (52%) 
were possible to occur. Less than a third of the participants 
thought S7,S8,S9,S10 were possible. Figure 6 shows the re-
ported plausibility of selected scenarios across the conditions. 

Furthermore, participants rated the likelihood of the sce-
narios being used maliciously. On a bipolar five-point Likert 
scale, the median response was "likely" for scenarios S4, S5, 
and S6, and "neither likely nor unlikely" for the rest. The 
impact of the different permission dialogues on participants’ 
perceptions is further illustrated in a graph in the appendix 
(figure 8). 

4.3.3 Knowledge of Ad-Blockers 

To the separate question on "Assuming that you have an ad-
blocker installed as a browser extension, can it read passwords 
that you use on various websites?", 41 (9%) participants se-
lected "yes", 142 (40%) selected "no" and rest of the partici-
pants (51%) did not know. 

4.3.4 Effectiveness of The Browser Extension Dialogues 

To test how effective the browser dialogues were in communi-
cating the abilities of the browser extension, we scored partic-
ipants’ knowledge before and after they saw the dialogue. To 
calculate the score, one point was added for a correct assess-
ment of a scenario to be possible, one point was subtracted 
for a wrong answer, and no point was added for answering "I 
don’t know". For this comparison, we only took scenarios S1, 
S2, S3, S5, and S8 into account which were explicitly permissi-
ble by the permissions (i.e. without the need of a tandem appli-
cation). Thus, the maximum score was +5 and the minimum 
score was −5. Without seeing a dialogue, respondents had a 
median score of two (mean = 1.69, SD = 2.48). After seeing a 
dialogue the median score increased significantly (p = 0.015) 
to three (mean = 2.05,SD = 2.68) across all browser dia-
logues. Regarding individual browsers, participants who saw 
the Firefox dialogue had a median score of three (mean = 
2.16,SD = 2.54), those who saw the Chrome dialogue had 
a median score of three (mean = 2.6,SD = 2.41), and the 
ones who saw the Safari dialogue had a median score of 
two (mean = 1.29,SD = 2.96). A Kruskal-Wallis test found a 
significant difference between the browsers (p < .001). Post-
hoc Wilcoxon rank-sum tests found that there is a statisti-
cally significant difference between Firefox and without di-
alogue (p = .045, r = .09), Chrome and without dialogue 
(p < .001,r = .17), Firefox and Safari (p = .038,r = .14), 
and Chrome and Safari (p < .001, r = .22). Effect sizes were 
calculated according to Robertson and Kaptein [45]. To sum-
marise, Chrome and Firefox significantly improved the score 
as compared to the baseline (i.e. without-dialogue) and Safari 
with a small effect. 
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S5 - Reads usernames and passwords

Before Dialogue FirefoxAll Browsers Chrome Safari

S2 - Replaces the advertisement

S3 - Replaces the product links

S1 - Blocks access to a webpage

S8 - Changes social media password

yes no don’t know

0 100755025 0 1007550250 100755025 0 100755025 0 100755025

Figure 6: Participants’ evaluation of the plausibility of selected scenarios. Each participant first evaluated the plausibility without 
seeing a permission dialogue, and then again after seeing a permission dialogue of either Firefox, Chrome, or Safari (randomly 
chosen). The permission dialogues for the three browsers are shown in figure 1. 

4.3.5 Similarity and Preference of Existing Permission 
Dialogues 

Participants rated all permission statements as similar to 
our comprehensive descriptions. Figure 7 shows that for dif-
ferent statements, the majority of participants rated them "Ex-
tremely similar", and less than 13% rated them to be "Not at 
all similar". However, participants did not prefer most of the 
original browser permission statements to be used instead of 
our description. For all statements except two, the majority 
of the participants rated them as "Not at all preferred", and 
less than 12% rated them to be "Extremely preferred". The 
only two statements for which participants reported slightly 
higher preference were "display notification" and "display 
notification to you" (see figure 7). 

5 Findings 

We draw the following main insights from the findings of our 
survey results. 

5.1 Attitude 
We found that the majority of users are interested in seek-
ing out information about security and privacy in relation to 
browser extensions. They feel somewhat confident about what 
data is collected by their browser extensions and how the data 
is used. However, less than a third have ever read the terms and 
conditions or the privacy policy of their browser extensions 
or have taken any steps to ensure their private data is secure. 
Here our findings are in line with existing literature that the 
majority of the users do not read privacy policies [5, 23] and 
further highlight the low utility of terms and conditions and 
privacy policies in conveying to the user what information 
online services collect and how it is used [26, 29, 36]. 

5.1.1 Trust in Developers 

With regards to the access and storage of users’ data, the ma-
jority of the participants reported moderate to high trust in 

developers. They put slightly higher trust in developers of the 
browsers as compared to the trust in the developers of exten-
sions. Here the results vary from our initial hypothesis that 
the trust in developers of browsers would be notably higher 
as compared to the trust in the extension developers since, 
in contrast to browser extensions, browsers are universally 
adapted applications and developed by selected organisations. 
Given the findings, we speculate that the trust in browsers is 
extended to the trust in the browser extensions since browser 
extensions are distributed through the browsers’ webstore. 

5.1.2 Users Seek More Information 

Our results show that after having completed our survey, par-
ticipants’ interest in seeking more information about security 
and privacy in regards to browser extensions increased signifi-
cantly. In the text field at the end of the survey P54 commented 
"I’m more aware of the risks now". P311 wrote: "It made me 
more aware of the vulnerabilities of all the extensions I use". 
For some participants, the survey even made them reiterate 
their past and future decisions (P85): "I will re-read all my 
extensions and read the terms every time I install a new one". 

5.2 Knowledge 

5.2.1 Users’ General Knowledge about Technical Abili-
ties of Browser Extensions is Limited 

Participants gave higher possibility ratings to scenarios that 
are closely related to specific types of browser extensions. 
The two scenarios where participants were most sure of their 
plausibility are: S1: "Blocks access to a web page" (84%) 
and S2: "Replaces advertisements" (69%). Both scenarios are 
strongly connected to ad-blockers which the majority of par-
ticipants use (85%). Scenario S3: "Replaces the product link" 
is most likely associated with shopping assistants and sce-
nario S5: "Reads user names and passwords" with Password 
managers, which both a quarter of all participants use. 

Regarding the likelihood, scenarios were rated more likely 
to be used maliciously when they included an invasion of pri-
vacy. S4: "Accesses the camera and microphone", S5: "Reads 
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Similarity Preference

not at all similar somewhat similar extremely similar
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Firefox: Access all your data for all websites

Safari: Browsing history: Can see when you visit all web pages

Chrome: Change your privacy-related settings

Chrome: Display notifications

not at all preferred somewhat preferred extremely preferred

Safari: Web page content: Can read sensitive information on web pages 
including passwords, phone number and credit cards on all web pages 

Chrome: Read and change all your data on websites you visit

Firefox: Read and modify privacy settings

Firefox: Display notifications to you

Chrome: Read and change your browsing history

Firefox: Access browsing history

Figure 7: Participants’ rating of similarity and preference of existing permission statements in comparison to our comprehensive 
descriptions. The majority of the participants rated existing permission statements to be similar but did not prefer them in place 
of our description. 

the user’s password", and S6: "Installs an application on the 
user’s computer", had the highest ratings in this regard. 

Generally, we observe that users’ understanding relies on 
individual experiences with specific extensions. While users 
seem to be aware that browser extensions such as password 
managers can read and store passwords, they do not consider 
that similar permissions are enabling ad-blockers to do the 
same. 

5.2.2 Permission Dialogues Have Limited Effectiveness 

We found significant differences between the browsers and 
observed that the framing of the permission statements mat-
ters just as much as having permission statements in the first 
place. The dialogues of Chrome and Firefox significantly im-
proved participants’ scores as compared to Safaris’ dialogue 
and the baseline. Overall, the browser permission dialogues 
improved participants’ scores significantly. While the median 
score improved from two to three across all browsers, 30% of 
all participants still scored 0 and lower. Even with the permis-
sion dialogues, participants were still not entirely informed 
about the technical implications of all the permissions. 

5.2.3 Specific Statements Restrict Peoples’ Ability to 
See Implications 

Both Chrome and Firefox’s permission dialogues improved 
user scores as compared to the baseline and Safari. Scenario 
S5 "Reads usernames and passwords" was the only scenario 
where the Safari condition shows similar plausibility scores to 
Chrome and Firefox. This was also the only scenario explic-

itly mentioned in Safari’s permission dialogue (see figure 1). 
The same permission, however, also enables the other four 
scenarios, which users, seeing the Safari permission dialogue, 
did not consider to be possible. Contrary to our initial hy-
pothesis, that permission statements with examples would 
improve users’ overall understanding, we find that Safari’s 
dialogue statements are too specific and limit users’ ability to 
see its implications for other scenarios. 

5.2.4 Users do Not Prefer Existing Permission State-
ments 

In the survey questions Q6.1-4, we had asked participants 
about the similarity in the information conveyed by four ex-
isting permission statements, as well as their preference for 
these browser permission statements compared to the com-
prehensive descriptions. When analysing the response of the 
participants we consider the four cases by dividing the score 
into low and high for similarity and preference. Firstly we con-
sider the case when most participants give high similarity and 
high preference scores to the browser permission statement 
compared to its comprehensive description. We argue that this 
implies that the two statements have the same meaning and 
that the comprehensive description is a natural elaboration of 
the browser permission statement. In this case, the browser 
permission statement is better (and thus more preferred) since 
the users do not gain new information from the comprehen-
sive description. We observe this case in response to question 
Q6.3 for the “send notifications” statement. 

In the second case, most participants give a high similarity 
but low preference score to the browser permission statement. 
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This would imply that the comprehensive description can be 
compacted to the browser permission statement but with loss 
of information. In this case, the comprehensive description 
is better since the user gains new and relevant information 
from it (and thus the browser permission statement is less 
preferred). We observe this case in response to question Q6.1, 
Q6.2 and Q6.4 for “access all data for all websites”, “change 
privacy related settings” and “access browsing history” related 
statements for the three browsers. Our results suggest that 
existing permission dialogues for these three permissions 
are too limited to be regarded as a suitable representative of 
their underlying meaning. The other two cases with a low 
similarity score would imply that the statements are disjoint. 
These cases are not observed in the responses. 

5.3 Summary 

Our findings show that users have a conflicting attitude to-
wards privacy and security topics when it comes to browser 
extensions. Although users indicate interest in the topic, the 
majority of them have not read privacy policies, terms and 
conditions or taken steps to ensure the safety of their personal 
data. They trust developers to securely handle their data but 
often lack the knowledge to see the potential threats. Users’ 
knowledge in regards to browser extensions is highly con-
nected to individual experiences. While most users know ex-
tensions can read passwords, probably because of their experi-
ence with password managers, they don’t consider that similar 
permissions enable ad-blockers to do the same. Permission 
dialogues help users, but unfortunately, their effectiveness 
is limited in building this understanding. We find that they 
alone are not sufficient to impart the knowledge needed for 
making informed decisions. Finally, we see preference as an 
important lever to make information accessible to users. The 
improved knowledge can change peoples’ attitude towards 
topics such as security and privacy of browser extensions. 

Overall we conclude that people’s attitudes can be posi-
tively affected through knowledge as our evaluation about 
users’ interest in the topic, before and after the survey, sug-
gests (see figure 4). Participants were not only more inter-
ested but also more concerned about the topic. P288 even 
commented: "I am now scared of browser extensions", which 
highlights the scale of the problem and the large gap that is 
there to close in users’ understanding of browser extensions. 

6 Discussion 

Browser extensions use extensive permissions, such as one 
single permission to access a whole website. This coarse 
model allows a range of extensions to access all kinds of 
user data. For example, under this model, both ad-blockers 
and dictionary extensions can technically access the same 
sensitive user information such as passwords, tokens, page 

URL, and payment information. To inform about these pos-
sibilities, browsers present the requested permissions during 
the installation process to assess the technical abilities of 
the extensions before (re-)confirming users’ decision of in-
stalling an extension. These permissions aim to assist users 
to fill the knowledge gap between the technical abilities and 
functionalities of an extension. 

In this paper, we explored the effectiveness of browser 
permissions in informing users about the plausibility of the 
technical abilities of the extensions. We find that the current 
model leaves a gap between the conveyed information and 
the user’s understanding. In many cases, users have a mis-
conception about the technical abilities of the extensions and 
the majority does not think that these abilities are likely to 
be used maliciously. More importantly, the permission state-
ments have limited success in conveying the technical abilities 
of the extensions or changing users’ perception of the like-
lihood. The problems are further exacerbated because the 
majority of the users do not read the privacy policy or the 
terms and conditions, and they have moderate to high trust in 
the browsers and browser extensions. 

The results of our study are in line with trends in the re-
lated domain of mobile applications. We find that the majority 
of the users have a considerable understanding of the sce-
nario related to popular features, such as the ability of an 
ad-blocker to replace advertisement or block access. How-
ever, they lack understanding about other scenarios feasible 
under the same permissions. Similarly, studies in the fields 
of mobile applications and wearables have shown that users 
have a limited understanding of the permissions and data col-
lection [1, 2, 6, 19, 23]. In our study, only 34% of participants 
recall seeing the permission dialogue. This is similar to the 
results of Felt et al. on users’ behaviour towards mobile app 
permission dialogues, where they found that the majority of 
the people just skip over or accept them without reading [19]. 

Even though in many ways, browser extensions are more 
powerful than and equally popular as mobile applications, 
limited research has looked into users’ understanding of their 
abilities and users’ attitude towards them, while numerous 
studies have been conducted for mobile applications [4, 18, 
19, 33, 56]. With this study, we take a step towards filling this 
gap in the usable privacy and security literature for browser 
extensions. 

Over the years, various measures for data security have 
been proposed, such as the right of informational self-
determination introduced by German Federal Constitutional 
Court, which states the users should be able to decide 
what parts of their personal data can be accessed by whom, 
Canada’s Personal Information Protection and Electronic Doc-
uments Act (PIPEDA) [42] and EU’s General Data Protection 
Regulation (GDPR) [52]. In this paper, we present evidence 
that, with respect to browser extensions, users cannot make 
use of these rights, because they do not know that data is 
made accessible, let alone what kind of data is given away. 
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Users seem unaware of the trade-off between privacy and 
convenience and they are unable to make an informed choice 
in relation to browser extensions. 

6.1 Recommendations 

Based on our findings, we provide recommendations for fur-
ther developing the extension model to empower the users 
and to safeguard them from malicious extensions. 

1. Users’ perspective: Improve understanding 
The overall goal of the permission dialogues should be to 

increase informational self-determination by users. We find 
that existing permission statements are not a suitable represen-
tative of their underlying meaning in case of three out of the 
four permissions that we studied. Considering these aspects, 
we recommend that the browser should not assume that users 
are aware of the meaning of various permissions, and instead 
encourage the user in gaining information about the extent 
of the permissions. Here we suggest the use of “Human in 
the loop” framework [16] while designing the permission 
dialogues to ensure that the users comprehend the meaning of 
the statements. As Cranor [16] points out, similarity to related 
symbols, complexity and vocabulary all impact comprehen-
sion. Using familiar and unambiguous statements can aid 
these shortcomings and offer help in building understanding 
for terms that do not yet have a stable mental model. Similarly, 
for conveying which information is collected and how it is 
processed, an approach based upon the “nutrition label for 
privacy” may be better suited [31]. 

Building on existing experiences, we also recommend par-
ity with similar systems: Recently, iOS 14 and Android 10 
introduced a new fine-grained permission system that allows 
for time-limited permissions, permission reminders and con-
firmation on first-use, among others. Browsers already have 
runtime notifications for some permissions such as camera 
and microphone. While this may not be possible for all exten-
sion permissions as they are required for the basic functioning 
of the extension, the browser may still benefit from displaying 
permissions on runtime (i.e. when users first open a web-
page) instead of only during the installation as it would allow 
the user to see the permission in the context of the webpage. 
Browsers can further call attention to the extent of the permis-
sion by highlighting the parts of the web page and browser 
settings accessible under it. 

2. Browser’s perspective: Limit access To improve the 
existing permission system, browsers should assume that de-
liberately or otherwise the extensions are prone to be ma-
licious. Following the principle of least privilege [46], we 
recommend that browser extensions should be provided ac-
cess only to the relevant part of the DOM. The sensitive 
information should be redacted from the extensions that do 
not need it (Redacted DOM). Most browsers already identify 
sensitive fields (such as password or credit-card fields) and, 
thus, they can be encapsulated with separate permissions. 

Furthermore, as proposed in Chrome Manifest V35 and 
Apple WWDC 20206 browsers should provide the possibility 
to limit the scope of the extensions to certain categories of 
websites (Restricted website access). This feature could be 
especially helpful in preventing malicious extensions from 
gaining access to sensitive information on corporate websites 
or financial web services. 

3. Policy perspective: Convey responsibility We recom-
mend that browsers should make users aware of their respon-
sibilities as well as the responsibilities browsers take on them-
selves. Browsers should convey to the users that they are 
responsible to only allow access to the extension APIs speci-
fied in the permission statements, and the users’ responsibility 
lies in making an informed choice after knowing the upper 
bounds from the permission statements and understanding the 
actual behaviour through terms and conditions. If the browser 
takes additional responsibility they should explicitly specify it. 
A similar technique is adopted by the Firefox Recommended 
Extensions program to promote the safest and highest quality 
extensions [21]. We hypothesise that making users aware of 
their responsibility can improve their attitude towards online 
security in the long term. Further studies are required to estab-
lish the effectiveness of our recommendation on clearer lan-
guage, parity with similar systems, redacted DOM, restricted 
website access, and responsibility conveying. 

7 Conclusion 

To conclude, our survey results have provided insight into the 
attitude, understanding and preferences towards security and 
privacy practices of browser extension users. Users expressed 
confidence in their knowledge of what data is collected and 
trust developers to securely handle their data but they have 
limited understanding to assess the potential risks. Users’ 
knowledge in regards to browser extensions seems to be con-
nected to individual experiences. For example, while most 
users know extensions can read passwords, probably due to 
their experience with password managers, they don’t consider 
that similar permissions enable ad-blockers to do the same. 
Overall, our findings lead us to believe that browser extension 
users require a greater awareness of the risks associated with 
browser extensions and future work should look into making 
extension permissions understandable and fine-grained. 
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A Survey 

Demographics 
Q1.1 Please enter your Prolific ID here 
Q1.2 What is your age? 
Q1.3 What is your gender? 

Options: Male; Female; Diverse; Other; Prefer not to say 
Q1.4 What is your highest level of education? 

Options: No formal education; High school diploma or 
equivalent; Bachelor’s degree or equivalent; Master’s degree 
or equivalent; Doctoral degree or equivalent 
Q1.5 Are you majoring in or have a degree or job in computer 
science, computer engineering, information technology, or a 
related field? 

Options: Yes; No 

Behaviour and knowledge 
Q3.1 Which is your default desktop browser? 

Options: Chrome; Firefox; Safari; Edge; Opera; Other 
(Please specify) 
Q3.2 Please select all the desktop browsers that you use to 
some extent. 

Options: Chrome; Firefox; Safari; Edge; Opera; Other 
(Please specify) 
Q3.3 Do you use browser extensions? 

Options: Yes; No 
Q3.4 (Shown if Q3.3 = Yes) Which type of browser extension 
do you use? (Select all that apply) 

Options: 
Advertisement, cookies, or tracker blocker (e.g. Ad-block 

plus, uBlock origin); 
Password manager (e.g. Lastpass, 1Password); Shopping 

assistant (e.g. Honey, Piggy); 
Language tool (e.g. Oxford dictionary, Grammarly); 
Productivity (e.g. Todoist, Evernote); 
Video or music downloader (e.g. Youtube Downloader, 

Video DownloadHelper); 
I don’t use any browser extension; 
Other (Please specify) 

Q3.5 (Shown if Q3.3 = Yes) Please indicate on the scale; how 
confident you are that: 

Columns: 1 - Not at all confident; 2; 3; 4; 5 - Very confident 
Rows: 
R1 You know what type of data is collected by your browser 

extensions; 
R2 You know how your data is used by your browser ex-

tensions; 
R3 Please choose the fourth option; 
R4 The developers of your default browser have made sure 

your data is safe from being tampered with or shared without 
your consent; 

R5 The developers of your browser extensions have made 
sure your data is safe from being tampered with or shared 
without your consent 

Q3.6 (Shown if Q3.3 = Yes) Please respond to the following 
questions, in relation to your browser extension: 

Columns: Yes; No; I don’t remember 
Rows: 
R1 Have you ever read the privacy policy for any of your 

browser extensions?; 
R2 Have you ever read the terms and conditions for any of 

your browser extensions?; 
R3 Have you taken steps to ensure your data is secure and 

private for your browser extensions? 
Q3.7 (Shown if Q3.3 = No) Please indicate on the scale; how 
confident you are that: 

Columns: 1 - Not at all confident; 2; 3; 4; 5 - Very confident 
Rows: 
R1 You know what type of data is collected by browser 

extensions; 
R2 You know how user data is used by browser extensions; 
R3 Please choose the fourth option; 
R4 The developers of browsers have made sure user data 

is safe from being tampered with or shared without user’s 
consent; 

R5 The developers of browser extensions have made sure 
user data is safe from being tampered with or shared without 
user’s consent. 
Q3.8 (Shown if Q3.3 = No) Please respond to the following 
questions, in relation to browser extensions: 

Columns: Yes; No; I don’t remember 
Rows: 
R1 Have you ever read the privacy policy of any browser 

extension?; 
R2 Have you ever read the terms and conditions of any 

browser extension?; 
R3 Have you taken steps to ensure your data is secure and 

private for any browser extension? 
Q3.9 Please indicate on the scale: 

Columns: 1- Not at all interested; 2; 3; 4; 5 - Extremely 
interested 

Rows: 
R1 Your degree of interest in seeking out information about 

security and privacy in relation to browser extensions. 
Q3.10 Please indicate on the scale; how comfortable you are 
with: 

Columns: 1 - Not at all comfortable; 2; 3; 4; 5 - Extremely 
comfortable 

Rows: 
R1 Having everything you do in the browser collected and 

stored by a browser extension. 
Q3.11 (Shown if Q3.3 = No) Why don’t you use browser 
extensions? 

Options (randomised): 
I don’t need them; 
I didn’t know they exist; 
Due to concerns about data privacy; 
It’s too difficult to install them; 
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Other: 
Q3.12 Assuming that you have an Ad-blocker installed as 
a browser extension; can it read passwords that you use on 
various websites? 

Options: Yes; No; I don’t know 

General Scenarios 
Q4.1 Please indicate if you think it is technically possible for 
a browser extension to cause the following scenarios. Also 
indicate how likely you think the scenario will be used in a 
malicious way. An installed browser extension: 

Columns: G1 Possible (SG1 Yes; SG2 No; SG3 I don’t 
know); G2 Likely to be used in a malicious way ( SG4 Very 
unlikely; SG5 Unlikely; SG6 Neither likely nor unlikely; SG7 
Likely; SG8 Very likely) 

Rows (randomised): 
R1 Reads the user’s usernames and passwords and stores 

them on an external server; 
R2 Replaces the product link to e-commerce websites such 

as Amazon and eBay with an affiliate link; 
R3 Replaces the advertisement on the website with adver-

tisement from its own ad network; 
R4 Accesses the user’s camera and microphone and records 

a video; 
R5 Uninstalls another browser extension; 
R6 Installs an application on the user’s computer; 
R7 Blocks access to a webpage; 
R8 Changes the password of the user’s social media ac-

count; 
R9 Restarts the computer; 
R10 Changes the default password for the computer. 

Specific Scenarios 
(Each participants is shown one question out of Q5.1-3 at 
random) 

Q5.1 (Chrome permission dialogue) Given the dialogue 
below; please indicate if you think it is technically possible 
for a browser extension, asking for these permissions, to cause 
the following scenarios. Also indicate how likely you think 
the scenario will be used in a malicious way. The browser 
extension: 

Columns: G1 Possible (SG1 Yes; SG2 No; SG3 I don’t 
know); G2 Likely to be used in a malicious way ( SG4 Very 
unlikely; SG5 Unlikely; SG6 Neither likely nor unlikely; SG7 
Likely; SG8 Very likely) 

Rows - Same as in Q4.1 with the randomised order 
maintained 
Q5.2 (Safari permission dialogue) - Same as Q5.1 in other 
aspects and the randomised order maintained from Q4.1 in 
rows 
Q5.3 (Firefox permission dialogue) - Same as Q5.1 in other 
aspects and the randomised order maintained from Q4.1 in 

rows 

Analysis of permission statements 
Q6.1 Statement A: "The browser extension can access; mean-
ing read and change; all information including sensitive in-
formation such as passwords, phone numbers, credit card 
numbers, text and images on all websites such as those for 
online banking, email service, online shopping, and social 
media." Compared to Statement A; please indicate ... 
... how similar is the information conveyed by the following 
permissions. 
... your preference for the following permissions in place of 
Statement A. 

Columns: G1 Similarity ( SG1 Not at all similar; SG2 
Somewhat similar; SG3 Extremely similar); G2 Preference 
( SG4 Not at all preferred; SG5 Somewhat preferred; SG6 
Extremely preferred) 

Rows (randomised): 
R1 Access all your data for all websites; 
R2 Read and change all your data on websites you visit; 
R3 Web page content: Can read sensitive information on 

web pages including passwords, phone number and credit 
cards on all web pages. 
Q6.2 Statement B: "The browser extension can read and mod-
ify the privacy settings of your browser. These settings control 
the information the browser makes available to websites, man-
age the browser’s inbuilt password manager, and control the 
network connections." Compared to Statement B; please indi-
cate ... 
... how similar is the information conveyed by the following 
permissions. 
... your preference for the following permissions in place of 
Statement B. 

Columns: G1 Similarity ( SG1 Not at all similar; SG2 
Somewhat similar; SG3 Extremely similar); G2 Preference 
( SG4 Not at all preferred; SG5 Somewhat preferred; SG6 
Extremely preferred) 

Rows (randomised): 
R1 Change your privacy-related settings; 
R2 Read and modify privacy settings. 

Q6.3 Statement C: "The browser extension can display no-
tifications to you. Notifications can be used to inform you 
about background processes such as a summary of network 
requests blocked by an Ad-blocker or combine messages from 
one or more web services." Compared to Statement C; please 
indicate ... 
... how similar is the information conveyed by the following 
permissions. 
... your preference for the following permissions in place of 
Statement C. 

Columns: G1 Similarity ( SG1 Not at all similar; SG2 
Somewhat similar; SG3 Extremely similar); G2 Preference 
( SG4 Not at all preferred; SG5 Somewhat preferred; SG6 
Extremely preferred) 
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Rows (randomised): 
R1 Display notifications; 
R2 Display notifications to you. 

Q6.4 Statement D: "The browser extension can access; mean-
ing read and change; your browsing history. Your browsing 
history contains information including timestamps and num-
ber of visits about the websites that you have opened in the 
past." Compared to Statement D; please indicate ... 
... how similar is the information conveyed by the following 
permissions. 
... your preference for the following permissions in place of 
Statement D. 
Columns: G1 Similarity ( SG1 Not at all similar; SG2 Some-
what similar; SG3 Extremely similar); G2 Preference ( SG4 
Not at all preferred; SG5 Somewhat preferred; SG6 Extremely 
preferred) 

Rows (randomised): 
R1 Browsing history: Can see when you visit all web pages; 
R2 Access browsing history 
R3 Read and change your browsing history. 

Privacy policy and terms of use 
Q7.1 Please indicate on the scale; the likelihood that you will 
now: 

Columns: 1 - Not at all likely; 2; 3; 4; 5 - Extremely likely 
Rows (randomised): 
R1 Read the privacy policy for your browser extensions; 
R2 Read the terms and conditions for your browser exten-

sions; 
R3 Take steps to ensure your data is secure and private for 

your browser extensions 
Q7.2 Please indicate on the scale; the likelihood that you will 
now: 

Columns: 1 - Not at all likely; 2; 3; 4; 5 - Extremely likely 
Rows (randomised): 
R1 Read the privacy policy if you will install a browser 

extension; 
R2 Read the terms and conditions if you will install a 

browser extension; 
R3 Take steps to ensure your data is secure and private if 

you will install a browser extension. 
Q7.3 Please indicate on the scale: 

Columns: 1 - Not at all interested; 2; 3; 4; 5 - Extremely 
interested 

Rows: 
R1 Your degree of interest in seeking out more information 

about security and privacy in relation to browser extensions. 
Q7.4 Have you ever seen this or a similar permission dia-
logue? 

Options: Yes; No; I don’t remember 
Q7.5 (Shown if Q7.4 = Yes) Did the permission dialogue in-
fluence your decision about installing the browser extension? 

Options: Yes; No 
Q7.6 (Shown if Q7.4 = Yes) Please explain your answer to 

the last question. 

B Additional Graphs and Tables 
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Extension In Firefox 
top 10?

In Chrome 
top 10?

In Edge 
top 10?

In Opera 
top 10?

In Safari 
top 10?

Appears on 
x top lists 

across 
browsers

Number of 
users/

downloads

Ratings/
Reviews

Number of 
requested 

permissions 

Chrome
Adblock - best ad blocker X X x x 4 +10.0M 295K 2
Adblock Plus X X x 3 +10.0M 171K 2
Honey X x 2 +10.0M 158K 1
Adblock for Youtube X 1 +10.0M 113K
Google Translate X 1 +10.0M 43K
Grammarly for Chrome X X x 3 +10.0M 38K 2
Avast Online Security X 1 +10.0M 24K
uBlock Origin X X x x 4 +10.0M 22K 2
Adobe Acrobat X 1 +10.0M 11K
Avast SafePrice X 1 +10.0M 11K

Safari
Magic Lasso Adblock for Safari x 1 928
Adblock for Safari x x x x 4 902 2
Rakuten Ebates Cash Back x 1 718
Grammarly for Safari x x x 3 613 2
Unicorn Blocker:Adblock x 1 346
Notebook - Take Notes, Sync x 1 245
StopTheMadness x 1 194
Mate: Universal Tab Translator x 1 159
Ka-Block! x 1 152
Ecosia x 1 146

Firefox
Adblock Plus X x x 3 6.8M 6
uBlock Origin X x x x 4 3.8M 6
Easy Screenshot X 1 3.0M
Video DownloadHelper X 1 2.3M
Cisco Webex Extension X 1 2.2M
Facebook Container X 1 1.5M
Grammarly for Firefox X x x 3 1.1M 3
DuckDuckGo Privacy Essentials X 1 1.0M
Ghostery - Privacy Ad Blocker X x 2 1.0M
Adblock for Firefox X x x x 4 1.0M 6

Excluded browsers in our study
Edge
WindmillVPN - Fast,Safe,Best VPN & Proxy X 1 708
G-Translate X 1 650
Norton Safe Web X 1 619
Honey x X 2 530
uBlock Origin X x X x 4 522
AdGuard AdBlocker X x 2 514
Tampermonkey X 1 428
Video Downloader professional X 1 387
YouTube Video Downloader and MP3 converter X 1 309
Hola Free VPN proxy Unblocker - Best VPN X 1 307

Opera
SaveFrom.net helper x 1 87.2M 3467
Adblock Plus x x x 3 40,7M 2625
Adblock x x x x 4 14.2M 1212
Install Chrome Extensions x 1 13.6M 2611
360 Internet Protection x 1 8.8M 687
Adguard x x 2 7.9M 2303
uBlock Origin x x x x 4 7.1M 1580
Translator x 1 5.8M 2063
Ghostery x x 2 5.6M 946
Amazon for Opera x 1 5.5M 307

Selected five extensions for our studyas of September 2020

Table 2: Table of the top 50 most used browser extensions across Chrome, Safari, Firefox, Edge and Opera as of September 2020. 
In addition, the number of requested permissions are listed for the five browser extensions we selected for our survey study. 
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Figure 8: Impact of permission dialogues on participants’ perception of the likelihood of scenarios being used maliciously. 
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Abstract
Media has been observed to influence users’ mental mod-
els in several domains. It was recently demonstrated that
fictional television and movies have a strong influence on
non-technical end users’ mental models of security. We ex-
tended this study to explore its effect on 23 participants with
technical backgrounds, given that misconceptions amongst
this group could have important organisational impacts or
could influence other non-technical end users. Our qualitative
analysis reveals that technical participants sourced their men-
tal models from both their academic or professional lives and
from different forms of media (like news, cinema, forums,
and social media). They were capable of identifying unreal-
istic depictions of hacking in the provided video clips and
most could offer simplistic explanations about why these were
problematic. We found that they generally had more nuanced
understanding of the issues than non-technical end users, but
they were not immune to misinformation from mass media.

1 Introduction

Users are regularly faced with decisions that impact their secu-
rity or privacy online. The decisions of individuals in technical
roles can impact entire networks, the robustness of software,
or trusted advice given to non-technical end users. Many non-
technical users look to technical individuals amongst their
family, friends, and acquaintances for cybersecurity advice.
Incorrect mental models by technical users could directly af-
fect an organisation, and sharing incorrect information could
affect the receiver’s cybersecurity attitudes and practices. For

Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
without fee.
USENIX Symposium on Usable Privacy and Security (SOUPS) 2021.
August 8–10, 2021, Virtual Conference.

this reason, technical users need accurate mental models of
online security: how computer systems work, methods of
protection, and risky behaviours.

Previous studies have shown that media can affect viewers’
mental models, having been successfully used as an educa-
tional tool in the past (for example, to motivate students to
study science [6], or as advertisement campaigns that act as
Public Service Announcements [10]). It has also been seen
that mental models of online security have been influenced by
media in the past [30]. Depictions of cyber-security in media
often involve certain tropes: fast-paced, dramatic depictions
of hacking, use of technical jargon, decryption that occurs in a
span of seconds, and cyber-security attacks mostly happening
to large organisations, or individuals with wealth [20, 35, 36].

Incomplete, inconsistent, or inaccurate mental models of
cybersecurity can lead non-technical end users to make nega-
tive decisions about how they handle their security and privacy
online; for example, feeling that SMS and landline phone calls
were at least as secure as end-to-end encrypted communica-
tion [2]. To understand how non-technical end users evaluate
depictions of online security in media, and the effect it has
on their existing mental models, Fulton et al. [14] conducted
a study with 19 participants of different backgrounds. Ful-
ton’s study confirms that non-technical end users often turn
to fictional media and its tropes to fill gaps in their technical
knowledge. Participants often did not have enough technical
knowledge to accurately evaluate a scene and would turn to
existing tropes to justify realism; for example, many found
technical jargon to be a sign of realism. They also turned to
more environmental cues to inform their judgements, evaluat-
ing the perceived realism of the situation and characters, and
drawing parallels to their own personal experience.

One would assume that users from technical backgrounds
would be better informed in this domain, but this is not always
the case. Computer Science students and developers alike
have been found to have limited understanding of privacy and
online security practices [5, 15, 34]. Given that Fulton’s study
did not control for technical expertise [14], we extend this
study with users who have a technical background.
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23 participants took part in our study, which followed the
protocol of Fulton et al. exactly. We conducted 60-minute ses-
sions, consisting mainly of an interview supported by video
clips of hacking portrayed in popular television shows or
movies. In addition to the questions from the original study,
we asked participants about their technical background. While
there are several studies on looking at users’ mental models
of the Internet and cybersecurity [3] [40], to the best of our
knowledge this is the first study exploring the effect of fic-
tional television and movie media on technical users. We
found that technical participants had more complete mental
models of hacking and security than non-technical end users.
They were generally able to assess the realism of hacking in
video clips, but they still had misconceptions, and believed at
least some of the inaccurate depictions presented.

2 Background

We discuss existing mental models of security, the effect these
mental models have on software security, and the role media
plays in information propagation overall.

Mental models of security: Online security is often linked
to several digital systems and tools, such as anti-viruses, fire-
walls, encryption, and web security. When looking at users’
mental models of computer security warnings, Bravo-Lillo
et al. found that users with greater technical knowledge had
more complex mental models than non-expert users [7]. Raja
et al. found that users with higher levels of security knowl-
edge often understood the general functionality of a firewall,
but were unable to address key parts of its functionality (for
example, being unable to identify the effect of choosing a
network in their settings) [27]. In a study looking at general
mental models of the Internet, it was found that more techni-
cal and non-technical users held similar beliefs [19], although
technical users did perceive more privacy threats. These be-
liefs included the idea that attackers only go after high-value
targets, and generally are too powerful to be stopped. Assal
et al. found that while several developers agreed on the im-
portance of software security, they mostly thought of their
applications as not being a worthy target for attackers [4].
These types of beliefs have been found to affect users’ se-
curity behaviours [18], such as failing to take precautions
against broader, non-targeted attacks [14].

Interviews with smartphone app developers reveal con-
cern over the lack of focus on security in technical-related
education, with many developers simply turning to the In-
ternet for answers when confronted with such obstacles in
their work [5]. Similar sentiments were seen in Tahaei’s in-
terviews [34], where Computer Science students did not have
holistic perceptions of computer security. These students of-
ten drew parallels to Hollywood hacking and cited media as a
source for their mental models. Tahaei’s study consisted of
semi-structured qualitative interviews with Computer Science
students, without the use of any external media.

Redmiles et al. surveyed a broad, census-representative
US population to shed light on which factors influence users’
rejection or adoption of security advice [28]. It is unclear
whether their sample includes users with technical back-
grounds. They found that the two major sources of online
security advice were media and family or friends. 67.5% of
respondents cited media as a source, and 60% of the advice
given by family or friends were by people with background
in Computer Science or IT. With users who received advice
at work, more than 50% did so from someone with IT back-
ground. The study also found, however, that users with higher
internet skill were 32% more likely to use media as a source of
advice. Wash and Cooper [38] found that when being trained
against phishing, users are more likely to benefit from security
advice if provided by a security expert, and from relevant sto-
ries if provided by a peer. Given that several users turn to their
more technically versed family, friends, and colleagues for
advice, it is increasingly important that technical users have
a sound understanding of online security lest they propagate
inaccurate advice.

Software security: Millions of users have been affected
by exploited vulnerabilities in software [13], despite the ex-
istence of best practices for incorporating security into the
software development life cycle [22] [26]. Companies and
developers have been reported logging unencrypted data in
applications [9], and storing sensitive information (like pass-
words) in insecure areas [12], or storing them insecurely (e.g.,
unhashed or unencrypted)r [9]. Many posit that if developers
had better, more complete knowledge of security, developed
applications would be more secure as well [25]. To examine
whether developers neglect to write secure code due to their
mental models, Naiakshina et al. conducted a study examining
whether Computer Science students would store passwords
in a secure manner [24]. Their results show that none of the
students did so without explicit prompting, and often had little
understanding of cryptographic APIs. Students justified that if
this was code being written for a real application, they would
have done so without prompt. The study was repeated with
freelance developers, who were hired to write code for what
they believed was a startup-company [23]. These participants
also mostly wrote insecure code either unless prompted, with
several having misconceptions of password storage security
and interchangeably using the terms hashing and encryption.

Role of media: The effect of media on the consumer has
been noted in non-security related contexts, such as promoting
knowledge of disease and healthcare. For example, Hether
et al. found that exposure to breast cancer storylines affect
users’ attitudes and behaviours’ to the illness, with exposure
to multiple storylines being more effective than exposure to a
single one [17]. Fulton et al. observed a similar effect on users’
cybersecurity knowledge, and discussed how certain media
events influence mental models of online security [14]. This
further influences user behaviour, like whether they ignore
obvious security practices based on the belief that there is no
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Table 1: Technical experience. Numbers indicate count of
participants per category.

Occupation Student 10
Project Manager 2
IT 3
Web Developer 1
Software Developer/Engineer 2
Network Maintenance 1
UX Designer 1
Instructor 1
Retired 1
Prefer not to answer 1

Programs CS 9
of study Engineering 7

Business 2
HCI 1
Applied Science 1
Project Management 1
Prefer not to answer 2

Security None 10
exposure Work 6

Study 4
Study and Work 2
No answer 1

Cyber- Completed 5
challenges No exposure 18

point. Conversely, the study also found that media could have
positive effects on mental models if done correctly. We use
their study protocol to evaluate how much media affects the
mental models of technical users in this domain.

3 Methodology

Our methodology follows that of the Fulton et al. study [14],
with extra questions in the post-test questionnaire. The in-
terview script, post-test questionnaire can be viewed in the
Appendix. The study was cleared by our Research Ethics
Board. We pilot tested the study with an undergraduate Com-
puter Science student who had reasonable knowledge and
experience in cybersecurity; no changes were necessary.

3.1 Recruitment and Participants

Participants were recruited1 via posters placed around our
University campus. The study was also posted on a social me-
dia page advertising research studies by the university, and on
online service-exchange platforms. We also used snowballing
techniques. The eligibility criteria were: (1) being at least 18
years of age, (2) being fluent in English, (3) having normal or
corrected vision, and (4) having a technical background.

1Note: the study was conducted before the COVID-19 pandemic.

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23

Knowledge
Exposure

Number of users (n = 23)
1 2 3 4 5

Figure 1: 5-point Likert-scale responses to cybersecurity ex-
posure, knowledge (1 = none; 5 = very high)

We define “technical background” as having academic,
work-related, or self-taught exposure to and experience in
technical activities. This would include the field of Com-
puter Science, Information Technology (IT), and Systems,
Software, and Computer Engineering. It would also include
IT and software project managers, freelance, and self-taught
programmers. Participants were paid $15.

We initially recruited 26 participants (detailed demograph-
ics in Appendix A) but three were excluded due to an error
during recruitment. This left us with 23 eligible participants:
11 identified as female and 12 as male. Excluding a partici-
pant who preferred not to answer, ages ranged from 18 years
to 65 (M = 30.78, SD = 13.09).

All participants had completed post-secondary education.
The majority had completed, or were enrolled in, either an
undergraduate (n = 16) or a graduate degree/certificate (n
= 6). Table 1, and Figure 1 provide more detail on partici-
pants’ technical backgrounds, including their self-reported
exposure (how often they hear about or discuss cybersecurity)
and knowledge of cybersecurity (how much they know about
cybersecurity). Participants generally reported similar levels
of exposure and knowledge, only ever varying by one point.

Participants read and signed a consent form explaining the
purpose and procedure for the study, and provided permission
to be audio-recorded. Participants were assigned a pseudonym
(e.g., P1-S3, P2-S3) that was not linked to their identity. The
appended letters indicate participants’ self-reported cyber-
security exposure: S1 (None), S2 (A little), S3 (Some), S4
(High), and S5 (Very high).

3.2 Procedure

The study involved completing an online screener question-
naire, followed by either an in-person or remote study session
for those who qualified. All questionnaires used in the study
were hosted on Qualtrics 2. The questionnaires had a “prefer
not to answer” option available for all questions.

Screener Questionnaire: Prior to being booked for a study
session, potential participants completed an online screener
questionnaire to assess eligibility. The screener had its own
consent form embedded in it.

2https://www.qualtrics.com/
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Study Session: Qualifying participants were invited to
complete a 60-minute session which was audio-recorded with
the participant’s consent. In-person sessions were completed
in our lab. Participants could also complete the study remotely
through video-conferencing (e.g., Skype or Google Hangouts).
The study session consisted of an interview and a question-
naire. During the interview, participants watched 6 different
video clips and evaluated their perceived accuracy.

3.3 Interviews
The interview protocol mirrors the study by Fulton et al. [14],
and is as follows:

Mental models: Participants answered questions to help
assess their existing mental models of cybersecurity, hacking,
and encryption.

Personal experience: Participants described incidents
where they, or someone they knew, were being hacked.

Prior media exposure: Participants recalled whether they
have seen any, or knew of, fictional TV/movies that contained
content related to cybersecurity, hacking, and encryption.

Video clips: Participants watched 6 video clips. At the end
of each clip, they answered: (i) whether they could identify the
media or the scene, (ii) with a summary of the video clip, (iii)
what they found realistic, and (iv) what they found unrealistic.

Realism in media: Participants described their general
perceptions of (i) how realistic they find media in portraying
these topics, (ii) media that portray these topics realistically,
and (iii) media that portray these topics unrealistically.

3.4 Video Clips
We used the same video clips as the original study [14]. These
were selected from television programs and movies to cover a
wide variety of scenarios, tropes, and levels of realism.While
we provide the source of the clip in the following descriptions,
participants saw only the video clip without context of where
it originated. Videos were played in random order.

1. Superman 3: An employee is disappointed with his first
paycheck. A colleague tells him that in every big corpora-
tion, there are half-cents left over, but only the computers
know where they go. Inspired by this, the employee stays
after work and successfully hacks the system by typing in
Override all security, and then using the command Reroute
all half-cents to above account to add to his paycheck.

2. The Amazing World of Gumball: A blue and a pink char-
acter reach a locked door in a building with a computer
terminal next to it. The blue one worries that they can’t
get in, but the pink one reassures him that she can break
through. She types in the letters H-A-C-K, and presses en-
ter. This opens the door, and the blue character is surprised.
The pink character reveals she was joking, and explains in
very technical terms how she actually hacked the door.

3. NCIS: A forensic team’s computer is getting hacked. Sev-
eral windows pop up and flash on the screen. An agent fran-
tically types on the keyboard while exclaiming “they’ve
broken through the NCIS public firewall!”. Another agent
joins the first agent in typing on the keyboard (four hands,
one keyboard). Suddenly, the screen goes black, and the
two are confused as to how the hack stopped, neither be-
lieving they were responsible. They look around and notice
that another team member had unplugged the computer.

4. Blackhat: a high-level government agent receives an email
asking him to change his password. The agent opens a file
attached to the email, and downloads a keylogger by doing
so. He can now see the new password being typed in by the
agent in real time. The hacker then uses these credentials
to successfully log in to the system.

5. Sneakers: a blind man sits in front of a computer, and asks
another man to name places that are impossible to get into.
They start with the federal reserve, and when they bring
up its website, its “encrypted”, with several nonsensical
characters on the screen. Several people watch as the man
uses a chip to decrypt everything. He replicates this with
the national power grid. He describes encryption as a series
of complex mathematical problems that can be broken like
any code. Another man states that this chip is the code
breaker, able to break any kind of encryption.

6. Skyfall: Two men stand in front of a giant computer screen
which displays some sort of network that is constantly
changing. A laptop is plugged into their computer infras-
tructure, which they are attempting to hack into. One man
notices the name of a station amongst letters flashing on a
screen, and asks his team member to use that as a “key”.
After doing so, the network rearranges to form a map of
London. Suddenly several doors open, and they realise
they’ve been hacked. The laptop flashes “Not such a clever
boy after all”, and while one man runs outside, the other
frantically unplugs the laptop from their computer systems.

3.5 Analysis

In total, we recorded approximately 24 hours of audio from
the interviews. The first author manually transcribed the in-
terviews, and returned to the audio recordings and interview
notes as needed during analysis to add any missing context.

Interview data was analysed using inductive thematic anal-
ysis [11]. We iteratively analyzed and created the codebook.
Each transcript was reviewed multiple times, ensuring that
every transcript was coded with the final codebook.

The first author conducted the interviews and was involved
in all stages of the coding process. A second researcher
helped code part of the data, and then left the project. A
third researcher coded the remaining data and re-coded some
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prior data. The detailed process unfolded as follows (see Ap-
pendix B). While editing the transcripts, the first author noted
any initial themes occurring in the data. These 9 initial themes
were then used as the basis for the first codebook. The first
author coded two transcripts with this set of codes, then it-
eratively revised the themes until no new codes emerged,
resulting in a second codebook consisting of 16 high-level
themes and 87 sub-codes. This second codebook was used in
the initial thematic analysis of the first ten transcripts by the
first author.

The first author and a second researcher then coded three
new transcripts together, and revised the codebook, resulting
in a third codebook. The researchers then re-coded the 3
transcripts individually, as well as 3 additional transcripts,
upon which a fourth and final codebook with 17 high-level
codes and 95 sub-codes emerged. The percentage agreement
between the two researchers for the codes on the overlapping
transcripts was 98.67% overall.

A third researcher then continued the analysis process
alongside the first author. The first author and the third re-
searcher coded 3 transcripts individually using the fourth
codebook, and met to clarify any misconceptions. No further
revisions to the codebook were needed. Agreement between
the two coders on the overlapping transcripts was 99%. All re-
maining transcripts were analysed or revised using the fourth
codebook: the third researcher independently coded an addi-
tional 7 transcripts, and revised the codes for 10 transcripts.
The first author also coded a further 3 transcripts.

4 Results

We found no overarching connections between technical back-
grounds and mental models. After completing the analysis,
we grouped participants based on their technical background
(e.g., Computer Science, Project Management, Computer En-
gineering). We then compared results between group. This
process was repeated with security knowledge, and security
exposure. No patterns emerged in any of these comparisons.
Given our small sample size (n = 23), we did not conduct
statistical analysis. We present the results of our qualitative
analysis, focusing on the main themes arising from the data.

4.1 Existing Mental Models

We first discuss participants’ initial mental models and impres-
sion of how hacking is portrayed in the media, as described
by participants before they viewed the video clips.

4.1.1 Profile of a hacker

Hacker persona: Many participants distinguished between
ethical and malicious forms of hacking, acknowledging that
a hacker could be hired by a company to ensure that their
networks remain secure instead of having malicious inten-

tions. Participants’ main focus, however, was on those with
malicious intentions.

Rather than having their own agenda, malicious hackers
were believed to have been hired by others. Some partici-
pants explained that malicious data breaches were committed
mostly by individuals who had been hired by an external or-
ganisation or a national agency, although they were unclear
how this process unfolded. For example, P25-S2 expresses:

“a lot of people say they come from organisations overseas. I’m
not sure how they’d find each other though; maybe through
networks and contacts”.

Hackers as individuals are mostly seen in a negative light.
These were intelligent persons who had malicious intent, who
were misguided, or who were suffering from psychological
or social challenges. Hackers were described as users who
enjoy the challenge of “code cracking” and problem-solving.
Some users identified them as misfits or “outcasts” (P1-S3),
suggesting they have “a psychological problem” (P22-S3),
have “graduated from other forms of crime” (P19-S4), or have
malicious intent. A few participants categorised hackers as
thrill seekers, or power hungry, perhaps with the intent of
creating a “legacy that withstands time” (P22-S3). Hackers
might also simply be looking for a sense of community, per-
haps in an attempt to fit in with a current friend group, or in
search of a support network. P22-S3 distinguished between
hackers who are “certified” and those who are self-taught,
saying “people who are self-taught are more dangerous; the
intention to learn hacking is to go hack someone, otherwise I
don’t see the need for it”.

A few participants viewed hackers with a sense of ad-
miration. Hackers were individuals with tremendous skill.
They were acknowledged as “brilliant” (P6-S3), “talented”
(P6-S3, P10-S3) and “intelligent programmers”(P9-S3). This
could possibly be justified based on certain characteristics
of hacking seen in the media, like the speed or simplicity
with which hacking occurs. As P14-S3 states: “hackers are
intelligent people, and their number of tries (to hack in) is
probably way less than normal people. They can do things
you can’t even imagine”.

Considering its general portrayal in media, some partici-
pants viewed hacking as a storytelling device that the media
uses to convey to the audience that the character is “ smart
or technical” (P22-S3). Others expressed doubt over their
portrayal: “if it was the (hacker’s) first try (hacking in)... no
one’s that much of a genius” (P10-S3).

Hacker motives: Participants acknowledged money or
information as a hacker’s primary motives, and identified or-
ganisations (private and governmental) as the main intended
targets since these were viewed as leading to higher rewards.
P4-S3 also highlighted how newer companies or systems are
more likely to get hacked: “They haven’t been around long
so maybe they don’t know who they need to be wary of”.
Hacking was viewed as a threat that organisations could learn
to avoid with experience and attention. Three participants
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considered individual persons to be secondary victims of an
organisational breach: while not a direct target, the breached
organisation’s employees and customers were ultimately per-
sonally affected by breaches as well.

In cases where individual persons were noted as targets,
three reasons were considered by participants. First, the tar-
get was a high-profile individual (n = 6) whose data could
bring monetary or reputational rewards to the hacker. Second,
participants thought that attacks could occur against random
individuals (n = 4) and that the victim was simply the unlucky
recipient of misfortune. And finally, participants noted that
data breaches could be done for the purpose of ’stalking’ (P1-
S3), and that this could occur towards someone the hacker
personally knew, or towards an unfamiliar person if the hacker
simply found a way to follow the victim’s ‘routine’(P5-S5).
Some level of victim blaming was apparent. Many felt that
inexperienced users of the Internet, or those simply gullible
by nature, would be targeted. As a participant explains: “It’s
done to whoever seems most accessible... someone who signs
up to a lot of things”(P2-S3).

4.1.2 Human factors

When asked what makes someone an easy target for a hack
(as opposed to intended target), all responses related to user
behaviour or human factors instead of characteristics of the
technology being used. More than half of participants (n = 13)
expect vulnerable users to be the easiest targets. Vulnerability
was often linked to inexperience, either due to age, general
inexperience with technology, or general gullibility.

P5-S5 highlighted the effectiveness of social engineering
for phishing, suggesting that anyone could become vulnera-
ble under certain circumstances: “Tired people who want to
relax at the end of the day are more susceptible. People who
multi-task and just want shortcuts could also gloss over a
moment that could make them slip”. With this quote, we note
an underlying belief that the victim could have prevented the
attack had they been more careful, partially holding the victim
accountable for the attack. We found that this belief was per-
vasive and participants cited various security behaviours that
could make users targets, such as having bad password habits
(n = 7) (e.g., easy passwords, repeated use of passwords),
not using certain security tools (n = 7) (specifically antivirus
software, firewalls), and browsing the Internet carelessly (n
= 6) (e.g., accessing sensitive information over public WiFi,
visiting “unhealthy” (P10-S3) websites, not being careful
when clicking on content online).

Most users who mentioned the victim’s age as a factor con-
sidered the elderly to be most at risk. However, it appears that
participants considered users at both extremes to be particu-
larly vulnerable to hackers. P26-S2 mentioned “young kids
who don’t know they’re giving away information that could
make them easy targets”, feeling that it would be “easy for
people to trick them into dangerous situations”.

4.1.3 Perceived origins of mental models

Many participants (n = 14) cited their academic or employ-
ment background as the primary source for their mental mod-
els and understanding of hackers. Some participants (n = 2)
also cited their experience with cyber-challenges as affect-
ing their perception: “(Hacking) reminds me of cybersecurity
challenges. It’s just problem-solving; you either crack into it
or you don’t.” (P3-S3). Participants (n = 9) also did research
of their own in cybersecurity (like reading articles online), and
voluntarily engaged with others (family, colleagues, friends)
on the topic: “I’ve talked to people who are very interested in
these kinds of things, and try to mimic being in the mind of a
hacker” (P5-S5).

Despite saying that media was generally an unreliable
source of information, participants recognized that media
played a significant role in forming of their mental models of
hacking. Fourteen participants identified that their perceptions
came from some form of media. Fictional TV or movies (n =
8) were noted as an important source of information. Online
sources such as blogs, forums, Social Networking Sites (SNS),
and YouTube (n = 14) were also mentioned. One participant
explained: “I watch horror stories on Youtube, and there’s
usually a hacker in there; that’s where my perceptions of
the deep web came from” (P9-S3). News reports about ‘data
breaches’ or ‘identity theft’ (n = 9) also commonly informed
participants’ mental models of cybersecurity and of hacking.

We noticed how these sources may have informed partici-
pants’ responses, even prior to them watching the videos. For
example, several participants identified a trope in crime/spy-
based media, where there is often a technical person on the
cast who responds to, or conducts, hacking. While participants
generally said they believed these tropes to be inaccurate, their
influence was suggested throughout the interviews. For ex-
ample, when asked about a hacker’s goal, P26-S2 responded

“I’m really into [detective show]: maybe in a hostage situation,
you’d hack people to use their information to get people to
act a certain way”.

4.2 Characteristics of Realistic Media

In the second half of the interview, participants viewed each
video clip and framed their responses with respect to the clips.

More than half of participants (n = 14) found the video clips
to be heavily inaccurate. However, the clip from Blackhat
was described as “refreshing” (P7-S2) by participants for its
relatively accurate depiction of phishing. Participants’ overall
evaluation of each clip mostly hinged on whether the hack
or defence seemed realistic. To supplement their evaluation,
participants also used contextual and cinematic cues to assess
realism. Several participants were critical of the speed and
simplicity of the hacks, but some acknowledged that these
aspects were probably “dramatised for the audience”.
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4.2.1 Unplugging could happen but might not work

Participants’ responses to unplugging the computer as a pos-
sible defence against hacking were dependent on the video
and the participants’ assumptions about the attack.

With the NCIS video, some reasoned that unplugging a
single PC from its power source was ineffective in protecting
against a network attack unless the network was disconnected
as well. Others thought it was realistic, citing the commonly
heard advice “try turning it off and on again”(P18-S2, P26-
S2). A few participants clarified that this might only work
if the hacker had not reached the network, while others ex-
plained that it was realistic in the context of that one specific
system: “when the system is off, how can someone hack into
(it) if you’re not connected to the Internet anymore?” (P22-
S3). P25-S2 observed that “only (one) computer was being
hacked, interestingly enough”. Additionally, two participants
found it unrealistic that unplugging a desktop computer would
actually stop it from running. Like a laptop, they expected a
backup battery to keep it running.

A similar scene was present in Skyfall, in which a system is
hacked into while connected to a laptop. On realising they’ve
been hacked, an actor unplugs the main system from the
malicious laptop. Participants recognised that hackers could

“do a lot more if plugged in versus if not” (P24-S2), and so
unplugging in this case would be a “a good move”. However,
a few were cynical of this action, unsure if “(they’d) be able
to stop it by that point” (P25-S2).

Although no consensus was reached, participants’ technical
knowledge enabled them to assess each situation, reason about
the conditions under which the attack may be plausible, and
determine the extent of realism for themselves.

4.2.2 Hacker and victim profiles must fit

Hackers: Participants often used the characters’ physical
traits or personality when assessing realism. Participants re-
lied on their own pre-conceived ideas of a typical hacker and
found unrealistic any depictions that did not match their imag-
ined hacker. In Skyfall, one character was referred to as “a
programmer dude” (P3-S3) because he wore glasses and a
sweater vest. In Blackhat, it was perceived as unrealistic that
such “attractive” (P7-S2) and “decent-looking” (P6-S3) in-
dividuals could be hackers, and several found Gumball to be
unrealistic because it was a cartoon, and because a little girl
was a hacker. One participant, however, expected hackers to
be younger individuals because they are more comfortable
with technology. For example, when the main character in
Gumball opens a door with the letters H-A-C-K, P6-S3 agreed
that “children can hack (in), so easily”.

Security clearance: It was commonly believed that break-
ing through a system’s security measures was difficult, so
participants found scenes unbelievable if they perceived that
the character wouldn’t have adequate security clearance. For
example, when Richard Pryor overrides all security access in

Superman 3, participants were either suspicious or trusting
based on their interpretation of his character. Some found it
plausible that he would “know the vulnerabilities” (P20-S3)
of the organisation simply by virtue of him being part of it.
Others assumed he was part of the IT department (“he seems
to be a programmer” (P3-S3)), and so accepted that he had
some level of access. Several, however, didn’t believe that

“the main character is smart enough to hack into the system
and get the money out” (P10-S3). Participants’ mental models
included some organisational understanding of who would
have security clearance or administrator privileges, based on
their own experiences, and used this practical knowledge in
assessing the realism of the video clips.

Behavioural attacks: Participants were less forgiving of
a victim who fell prey to phishing, especially one with high-
level access as seen in Blackhat. Many believed that the scene
was unrealistic because someone with that level of access
would “know better”, and believed that anyone in that po-
sition would have received formal training addressing this
topic. Some recalled their own experiences of having received
similar training in the workplace. Interestingly, this contra-
dicts participants’ earlier explanation that anyone could be
vulnerable due to inattention. This indicates that in contrast
to non-technical end users, participants expect those handling
sensitive information to not be susceptible to attacks leverag-
ing human factors.

Participants thought that phishing attacks were unlikely to
succeed in high-security organisations. Participants agreed
that getting phishing emails was “common” (P3-S3, P16-
S3) in the workplace, but explained that it “shouldn’t be that
easy to get into someone’s computer” (P24-S2) and that other
forms of security would separate the hacker from the system.
Participant noted that security tools like firewalls and multi-
factor authentication should hinder access by an attacker. Par-
ticipants’ technical background increased their skepticism in
attacks that appeared too simple to be realistic.

4.2.3 Setting for the scene must be realistic

Situational context: Participants found cybersecurity events
more realistic, when they matched the context of the orga-
nization in which they took place. Using Superman 3 as an
example, P10-S3 explained: “every company has this kind
of situation where someone can hack in. A person is knowl-
edgeable about Computer Science or networks, or does the
payroll, and is knowledgeable about how to hack into other
people’s systems”.

Exaggerations or obvious security lapses within the scenes
triggered skepticism. P18-S2 conversely noted about Super-
man 3:“ I’m unsure how he’s able to override the system, but
the smaller scale seems more realistic”. Similarly, in Gumball,
some participants found it unrealistic that a door of high-value
would be left unguarded.

Organisational values: Having the presence of several
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people working together was seen as more realistic than
watching a lone-wolf breach systems. For example, when
watching Sneakers, P6-S3 explained “people together trying
to find a solution is realistic”. P6-S3 was also critical of the
field agent escaping at the end of the Skyfall clip, stating
that no “real leader” would leave after a system breach. In
participants’ view, hacking and administering security were
collaborative efforts where knowledge and responsibility was
collectively shared among several individuals.

Some also found the lack of protocols in response to a
system breach to be unrealistic. As P10-S3 stated: “there are
protocols or policies that need to be followed by leaders in-
stead of running out and leaving the audience to imagine their
own thing”. This principle also applied to Blackhat, where a
participant mentioned that a high-ranking organisation would
probably have multi-factor authentication available for their
systems. Again, participants had expectations with respect to
how organisations handle security and breaches, and these
were informed by their previous experiences or knowledge of
how things “should be”.

Timeline: Scenes set, or filmed, in the past were judged
differently than those set in the present day. For example,
P3-S3 found the decryption chip used in Sneakers to be un-
realistic for its time because it was unlikely that this type of
technology was available then. While watching the Superman
3 clip, some participants said it would be realistic for the com-
pany’s systems to be insecure since “they didn’t care about
cybersecurity back then” (P7-S2). However, participants had
limits to their allowances. Two participants explained that it
was unlikely that systems were “ever that unsafe” (P15-S3).

4.2.4 Hacking is stealthy, malware is obvious

The distinction between malware and hacking was somewhat
blurred by participants. For example, participants were di-
vided on the accuracy of the NCIS scene where the system
displayed several pop-ups after getting hacked. Most partici-
pants suggested that this appeared to be malware; their mental
model of the association between malware and hacking de-
termined their evaluation of the clip. If participants thought
that malware equated to hacking, then pop-ups were to be
expected. If participants thought hacking was distinct from
malware, then the clip was a clear exaggeration.

Malware: Participants who identified a link between ad-
ware (and other malicious software) and hacking recognized
the pop-ups, comparing it to their own experiences of visit-
ing a “bad website” (P18-S2) or clicking a suspicious link.
These participants expected obvious signs that the computer
was being hacked: “I think... malware tried to disrupt [the
system]. I’ve never experienced this before, but I think this
is what happens when a system’s being hacked. It’s a very
astonishing thing when a system is being attacked” (P13-S3).
Another participant explained “I can imagine, in reality, many
things popping up as a system is being hacked, many things

being stolen. ” (P16-S3). In these cases, the clip reinforced
their (mis)understanding of how hacking typically occurs.

Stealth: Other participants were skeptical about whether
a hacked computer would “go that ham” (P1-S3), possibly
because hackers “want to be undetected ” (P1-S3). Six partic-
ipants were highly critical of the idea that a hack would have
any visible effect, even if done via malware. Hackers would
want to go unseen to avoid alerting the user while completing
their task of interest. As P7-S2 states: “ Why would a hacker
create code that would do that? To tip off the person being
hacked?”. In comparison, the Skyfall clip was more believ-
able for this group of participants. In the clip, the hack was
subtle and stealthy; the main characters mostly had no idea
that they were being hacked.

Additionally, a few participants (n = 3) did not expect cer-
tain aspects of hacking to be “broadcast to the public” (P13-
S3), for fear it might be “dangerous” (P13-S3). For example,
a powerful decryption chip would be “well hidden” (P24-S2)
if it existed, possibly only used by “high profile (individuals
and organisations) and underground cartels” (P24-S2).

4.2.5 Hacking is complex

Participants expect breaching a system to be a complex pro-
cess, and not just possible with “one key-stroke” (P3-S3).
However, three participants noted an exception to this rule:
breaching a system can be quick and simple if you have con-
tacts or work for the organisation and are familiar with its
vulnerabilities; in other words, insider attacks can be simple.
Having a relationship with a “higher-up” (P10-S3) or using
bribery to obtain information (P10-S3, P13-S3) would pro-
vide access to a system through relatively official channels,
without need for complexity.

Participants believed organisations to have multiple layers
of security in place for their systems. As such, a hacker would
probably have to breach several protocols to successfully
hack a system using conventional means. While Gumball was
praised for its depiction by some participants, others were
confused about how the pink character had enough time to
truly hack in to the system while on screen. Regardless of
these differences in perception, many agreed that the “long
list of things” that needed to happen, as described by the
character, were plausible.

The majority of our participants (n = 15) trusted encryp-
tion to be secure. When faced with a chip that destroyed all
encryption simultaneously in Sneakers, many found it to be
unrealistic. This was partially due to the hardware that would
be required, with some feeling that this chip might only be
possible “in the future, maybe” (P6-S3) and does not “exist
on this planet right now” (P10-S3, P15-S3). One participant
was entirely unconvinced: “the amount of math you’d have
to do would be... wow... in even existing or future computer
hardware” (P7-S2).

As part of a system’s defence, participants expect a realistic
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system to detect and log any attempted breaches. They criti-
cised clips that showed hackers getting through undetected.
Participants believe that most hacking attempts would be un-
successful in real life. They further expect systems to flag
most unauthorised attempts immediately and that these alerts
would be immediately actionable by system administrators.

Two participants expressed that since not all organisations
and businesses prioritise cybersecurity, some systems may
actually be as simple to hack as portrayed. For example, after
watching the scene in Gumball where typing H-A-C-K un-
locks a door, P11-S2 expressed: “I think a lot of places put
very basic, easy passwords that are very easily guessed”.

4.2.6 Media hacking is exaggerated, dramatised

Almost all participants (n = 21) commented on the cinematog-
raphy and artistic liberties taken in the clips during their in-
terview. Participants often expressed their disdain for cine-
matics, agreeing that while certain depictions “make for good
TV” (P7-S2), they are often “exaggerated” (P9-S3). This in-
cludes situational context; As P24-S2 explained, they found
the technology used by hackers in Blackhat to be “too high-
tech” in comparison to the computer used by the victim of
the hack, who was a government official. Other examples
included the frantic hammering of keys on a keyboard, and
random snippets of code flashing on the screen.

Interestingly, only five participants explicitly mentioned
that two people were typing on the same keyboard in NCIS.
These participants were either amused “I don’t think they’re
so close that they can finish each others’ sentences” (P3-S3),
or instantly dismissed it as unrealistic “Yeah, no. That’s not
going to work” (P4-S3). A few others (n = 3) dismissed the
entire clip as unrealistic.

4.3 Evaluating realism

Participants relied on their past experiences and their technical
knowledge to assess realism.

Participants were quick to comment if they found certain
parts of a video relatable. Some would draw on their technical
experience to elaborate how they had “seen this happen be-
fore” (P3-S3, P7-S2) in the real world (either personally, or to
someone else on the news). This was especially obvious with
the scene involving a keylogger; 9 participants referred to real
world examples. P22-S3 explained “When you go to online
support, they send you a file, and you install it and they are
able to move your cursor for you, so it’s possible” (P22-S3).

Participants also used their technical experiences to dismiss
certain scenes. For example, after watching the Skyfall video
clip, P26-S2 commented “I haven’t experienced a program
that has, once it’s realised it’s gotten hacked, that has a fail-
safe measure to hack the hacker”. When something technical
is happening on the screen but participants don’t understand
it, many were confident enough to deem it unrealistic. The

Blackhat clip includes a character dragging and dropping
something towards the end of the scene. Participants who
noticed this had “no idea what was going on there” (P3-S3),
and responded by rejecting the premise entirely: “It was con-
fusing that they dragged and then a bunch of things happened
on the screen. I don’t know what kind of system does that stuff,
so it’s not too realistic.” (P4-S3). Others dismissed a scene
because they became suspicious when they couldn’t make
sense of the technical jargon. Using Gumball as an example,
P3-S3 stated: “some stuff she said didn’t seem right. It didn’t
connect, it just seemed like a list of things”.

As we interviewed participants with a range of technical
skills, we found that not all had the same level of cybersecurity
knowledge, understanding, or past experiences. Some were
able to use their past experiences and knowledge to correctly
interpret the information presented in the video clips.

Others, however, were unable to do so. For example, when
asked about which mechanisms hackers apply, some struggled
to identify any methods beyond phishing, only stating that
hackers somehow gain access to a network. When these par-
ticipants were unsure of the technical nuances in a clip, they
relied on their existing technical knowledge to assess its cred-
ibility, which was inadequate. Participants attempted to fill in
the gaps whenever they were unsure of what was happening
in the scene. This resulted in subjective interpretation of cues
like technical jargon. Some participants chose to ultimately
trust a scene, declaring: “it could happen in real life” (P13-
S3); others were less committal in their phrasing, accepting
that “they seem to know what they’re doing” (P2-S3).

Others relied on their knowledge to make assumptions
about feasibility. In one scene, P26-S2 felt that the “the cod-
ing doesn’t seem realistic”. The participant then provided
a counter-example: “In The Matrix, the fact that they used
binary is more realistic and the computer would understand
it as opposed to human sentences” (P26-S2). Similarly, in the
Blackhat clip, a keylogger is downloaded onto an individual’s
computer when they click and open a PDF file. Some partici-
pants doubted this transmission vector and, as such, dismissed
this threat. Similarly questionable claims were made on the
topics of encryption, authentication, antivirus, and firewalls.

5 Discussion

Our study exploring the technical users’ perceptions of cyber-
security in media resulted in three main findings:

1. Our technical participants appeared to have a semi-
reasonable ability to assess the realism of hacking scenes.
Due to their technical knowledge, they had more detailed
background understanding, which they used to assess the
realism of the clips. Specifically, their articulated reasons
for why something was unrealistic were more detailed than
those observed in Fulton et al.’s [14] study. However, an
occasional gap in their mental models sometimes led them
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Table 2: Comparison of non-technical end-users (from Fulton et al. [14]) and technical users’ mental models. Section numbers
for the associated results are provided for reference.

Topic Non-technical users Technical users

Unplugging Unplugging the computer stops the hacker [§4.2.1] Unplugging might stop the hacker, but it is more likely if unplugging
from the network rather than the power source.

Detectability Attacks and unsafe situations are obvious [§4.2.4] Malware is what causes obvious pop-ups; hackers probably want
to remain undetected

Encryption Encryption is fragile and all security measures are futile [§4.2.5] Encryption is nearly impossible to circumvent and security measures
can be effective if used appropriately

Targets Hackers have specific, important targets [§4.1.1] Hackers have general financial or information goals and rarely target
specific individuals.

Phishing Users should be careful when evaluating suspicious links [§4.1.2] Users should be careful, [§4.2.2] especially high profile victims
who ‘should know better’

Realism To evaluate realism, non-technical end users use technical
and non-technical knowledge, assess plausibility of plot
and characters, consider cinematic cues

[§4.3] To evaluate realism, technical users use mostly technical knowledge,
assess plausibility of plot, characters, location, context, and cinematic cues

Complexity If it’s too quick or easy, it’s unrealistic. [§4.2.5] Too quick and easy is unrealistic, except in cases of insider threats,
organisations with lax security measures, and lax defence

to make inaccurate assumptions, which overlapped with
those of non-technical, home computer users [37].

2. We found no consensus amongst participants over which
of the characters’ or systems’ actions were unrealistic,
demonstrating high variability in the aspects of a scene
which they found believable or questionable. For all clips,
at least some participants gave inaccurate explanations
despite their technical backgrounds. Some participants had
polar opposite impressions about the realism of an action.

3. Our data suggests that participants may also be influenced
by media and believed at least some inaccuracies, though
it is unclear if media informs or reinforces existing mental
models. Despite their technical background, participants
were not immune to misinformation.

5.1 Comparison with earlier results
Table 2 summarises our results compared to Fulton et al.’s
original study [14]. We discuss the over-arching themes
present in the two studies.

Unplugging: Some participants agreed that unplugging a
device that’s being hacked from its power source may be an
effective way to stop a hack. However, many generally found
unplugging from a network to be more effective at defending
against a hack (unless the hack was local to the machine).
This distinction was not present in the original results.

Detectability: non-technical end users believed that they
would be able to recognize if a system was being hacked
or if they encountered an unsafe situation online; the attack
would be apparent to the user who could then take steps to

mitigate the issue. Technical users believed that malware
could cause pop-ups on the screen, but many believed that
this was distinct from hacking. Hackers, they believed, would
want to be stealthy so that they remain undetected.

Encryption: non-technical end users believed that encryp-
tion could be easily broken by skilled enough individuals.
Hackers were seen as having an immense amount of power,
encryption was futile because hackers could circumvent it,
and the idea that hackers had a key that could decrypt every-
thing seemed plausible. However, this point of view was not
shared by our technical participants: some participants did
believe hackers to be highly talented individuals, but many
believed that encryption was strong and would require im-
mensely powerful hardware to crack. The existence of such a
“decryption” chip was placed in the far future.

Targets: When discussing intended targets of a breach,
there is overlap between non-technical end users and our tech-
nical participant. Specific individuals, national organisations,
and private businesses were viewed as plausible targets of
attack by both groups. Our participants additionally felt that
users and businesses with poor security practices were more
susceptible to hackers and more likely to be targeted.

Phishing: Both non-technical end users and technical par-
ticipants agreed that opening unknown and suspicious emails
was a precursor to getting hacked. Many confirmed seeing
such emails in their own inboxes, and were familiar with inci-
dents of individuals or organisations being breached by way of
phishing. Technical participants, however, placed significant
responsibility on the victim in these situations, particularly
those they considered “high-profile”.

Realism: Methods of assessing realism were mostly con-
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sistent between non-technical end users and technical par-
ticipants. Both groups used personal experience, technical
knowledge, context, and cinematic cues to evaluate the plau-
sibility of cybersecurity portrayals in media. They were more
likely to judge something as realistic if they had either experi-
enced it themselves, or were familiar with someone who had.
Use of technical knowledge in such appraisal, however, differs
slightly amongst the two groups: technical participants were
slightly more critical of technical jargon, expecting it to make
sense, and they may have focused more on system vulnerabil-
ity than non-technical participants. With respect to cinematics,
technical participants focused on the realism of the set and
how it fit with the context of the scene. For example, they
considered what kind of organisation it portrayed and how
the characters interacted with each other. non-technical end
users, on the other hand, noted audio cues such as dramatic
music in their assessment of realism.

Complexity: Hacking that was portrayed through quick,
easy tasks was largely seen as unrealistic by both non-
technical end users and technical participants. Technical par-
ticipants commented that hacking is never that simple, unless
it is done with help from a human insider. Our participants
expected systems to be heavily defended using multiple pro-
tocols, and thus were critical of how hacking was portrayed
as easy. This is in stark contrast to the original results: end
users believed that hacking was easy but expected defence
against it to be difficult.

Overall, we find that our technical participants had more
nuanced understanding of hacking and security, based on their
technical knowledge than the non-technical end users from
the original study [14]. However, technical participants also
appeared susceptible, although to a lesser degree, to misunder-
standings and to believing that some of the fictional portrayals
of hacking were realistic. Even participants who demonstrated
reasonable knowledge of computer security concepts would
occasionally mention “you see it in the movies”(P4-S3) as
justification for penning a scene as realistic. The varied re-
sults of our study are concerning: our participants currently
hold, or will soon hold, employment in technical positions. In
these professional roles, they may make decisions regarding
network configurations, they may administer systems, they
may design and develop software, or they may make other
decisions that could impact an organisation’s susceptibility
to security hazards like hacking or ransomware. They may
also be in a position to recognize and act against possible
security breaches. In any of these roles, accurate interpreta-
tions of hacking are especially important due to the potential
consequences of their actions.

Our participants also hold informal roles as advisors, tutors,
or troubleshooters of computer-related issues for the non-
technical people in their lives. Any misconceptions about
hacking held by our participants may get propagated amongst
this wider circle of individuals who may not be equipped to
counter them. Inconsistent or inaccurate advice could lead

to further confusion and gaps in the mental models of non-
technical users. Additionally, inaccurate advice that matches
what is seen in fiction would reinforce the trust non-technical
users place in (mostly inaccurate) media depictions.

As such, it is particularly dangerous for participants in tech-
nical fields to hold inaccurate, or conflicting, mental models,
as it would not only affect them, but also others on both an
individual and organisational scale.

5.2 Recommendations

Several suggestions for addressing these misconceptions have
already been offered by Fulton et al. [14] for non-technical
end users, and they likely largely apply to technical users too.
We discuss these, along with additional recommendations.

R1. Security education: Much like Fulton et al. [14], we
found that participants relied mostly on their technical knowl-
edge in assessing realism. Participants also tended to adopt
stereotypical beliefs about hackers and tended to ‘victim-
blame’ end-users for security failures. This is problematic
because technical users may propagate these attitudes in the
workplace or to non-technical users that they advise. In both
cases, this can undermine the implementation and mainte-
nance of effective security mechanisms and practices [16, 31]
Notably, participants had gaps in their mental models that
sometimes led to inaccurate assumptions about encryption,
the visibility of hacking attacks, who hackers target, how to
mitigate threats, and the identity of hackers. As such, we
advocate for a more thorough cybersecurity curriculum that
addresses both technical details and human factors, and that
explicitly tackles common stereotypes and misconceptions.

Individuals with a technical background may not have edu-
cation specifically on cybersecurity topics. Others may find
themselves in an occupation making technology-related deci-
sions without related formal education(e.g., project manage-
ment within a software team). As such, we suggest including
mandatory cybersecurity education within the general educa-
tion system or as part of workplace training. Prior research
has found that the introduction of cybersecurity curriculum
as early as elementary and middle school improves digital
literacy and cybersecurity awareness [21, 41, 42]. We also
urge the application of security in different platforms and
services be included to provide a more holistic education
(e.g., Abu-Salma et al. [1] found users’ perceptions of pri-
vate browsing mode to be mostly incorrect, while Wermke et
al. [39] found users’ security mental models of cloud services
to be incomplete and undeveloped).

As mentioned by Fulton et al. [14], educators, designers,
and developers who are more familiar with the nuances and
depth of misconceptions held by target user groups would be
able to better address them in their educational material. More
broadly, we advocate for closer integration of cybersecurity
content within core Computer Science/Engineering curricu-
lum, so that upcoming generations of technical users have a
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foundational understanding of secure computing.
R2. Fact-checking databases: We suggest adding educa-

tional information about classic television or movie tropes re-
lating to cybersecurity and popular Hollywood hacking drama-
tizations to fact-checking websites such as Snopes [32]. In
effect, we recommend bringing to the forefront these common
misconceptions to make them easy for individuals to identify
and to correct. Users are increasingly being taught to identify
misinformation and verify the authenticity of online sources;
we suggest that misinformation from television and movies
be treated similarly (and given the popularity of streaming
sites, the differentiation between television, movie, and online
content is increasingly blurred). Making this information eas-
ily accessible online creates an opportunity to educate users
when they specifically seek out the information (e.g., when
searching about a particular scene or episode).

R3. Using media to educate: As discussed by Fulton et
al. [14], we stress the need for collaboration between the en-
tertainment industry and the cybersecurity community. Specif-
ically, we emphasise using media as a tool to increase aware-
ness of cybersecurity concepts. Research suggests that users
ration the amount of effort put into security practices, and that
asking them to follow certain existing security advice is un-
reasonable [33]. However, new security practices do exist that
require less cognitive effort [16] (e.g., the use of password
managers over traditional password security advice). Studies
show that non-expert users’ practices have remained largely
unchanged, and that expert users also mostly employ these
same practices [8] despite better knowledge of “best prac-
tices”. Individuals may also need regular reminders to effec-
tively retain and apply security information [29]. Therefore, a
change might be required for how this advice is imparted to
the general public. Media may be key to effectively educat-
ing users where previous methods have failed. If utilised, we
might make progress in normalizing security best practices.
For example, the show Mr. Robot is noted for its realism;
many participants acknowledged its potential as an educa-
tional tool by employing realistic depictions of cybersecurity.
It is, however, key that the entertainment industry utilizes re-
liable sources of cybersecurity expertise (as opposed to more
general technical sources), to avoid propagating misconcep-
tions such as those observed in our study.

5.3 Limitations

We have a relatively small sample (n = 23) and focused only
on qualitative data. Additionally, participants’ self-reported
levels of cybersecurity knowledge and exposure may not be
accurate, given its subjective nature. Our eligibility criteria
may have primed participants to consider their technical back-
ground as a source for their mental models. Our interview
may also have primed participants to: (i) suggest behavioural
factors when asked for what makes someone an easy target,
and (ii) explicitly look for unrealistic components within the

video clips; it is possible that these same participants could
have watched these television shows or movies in another
context without even noticing or reflecting on their realism.
As we followed the exact study methodology of Fulton et al.,
we similarly did not inquire about participants’ perceptions of
the actors in the video clips. Since Fulton et al. did not control
for demographics, technical participants may have also been
included in their study, so we are unable to assess the extent
of overlap between the two populations.

5.4 Future work
It would be interesting to compare these results to users’ per-
ceptions of more realistic depictions of cybersecurity. Explor-
ing alternate forms of media that our participants cited would
also be helpful: blogs, forums, and videos seen on SNS (like
YouTube). It also remains to be investigated whether partic-
ipants “living” the experience through games that emulate
hacking would evaluate their experience as realistic or not.
The genre in which cybersecurity incidents are portrayed may
also have an effect on users’ perceptions of the topic. Finally,
due to the qualitative nature of our study, we were unable
to analyse whether there were links between participant de-
mographics and how likely they were to source their mental
models from media. A larger scale study would aid in answer-
ing some of these questions. Follow-up studies could make
use of a true/false scheme for analysis, by having participants
characterise whether media portrayals are accurate.

6 Conclusion

We conducted interviews with 23 participants with techni-
cal background to evaluate the effect of fictional television
and movie media on participants’ mental models of hacking
and computer security. Participants were generally capable of
determining the realism of hacking scenes, but gaps in their
mental models sometimes lead to inaccurate assumptions.
We also observed considerable variability among participants
with regards to which actions participants identified as unre-
alistic and to the interpretation of the scenes. In comparison
with the study of non-technical end users completed by Fulton
et al., we found that our technical participants generally had a
better informed or more nuanced assessment of the realism of
the attacks. However, our participants were not immune to be-
lieving misinformation about hacking that they had previously
seen in mass media.
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A Participant demographics

Table 3: Participant demographic details

Participant
ID

Gender Age Occupation Highest/Current
level of education

Most recent program of study Cyber challenges

P1-S3 Female 18-24 Student Undergraduate Prefer not to answer No exposure

P2-S3 Female 35-44 Project Manager Graduate degree Project Management / No exposure

Health Informatics

P3-S3 Male 18-24 Student Undergraduate Computer Science Completed one or more

P4-S3 Female 18-24 Student Undergraduate Computer Science Completed one or more

P5-S5 Female 25-34 Student, web developer Graduate degree Computer Science Completed one or more

P6-S3 Female 55-64 IT support specialist Graduate degree Control Systems Engineering No exposure

P7-S2 Male 55-64 Contract Instructor Graduate degree No answer No exposure

P9-S3 Male 18-24 Student Undergraduate Software Engineering No exposure

P10-S3 Male No answer IT support specialist Undergraduate Engineering No exposure

P11-S2 Female 25-34 Project Manager Undergraduate Business No exposure

P12-S2 Male 65-74 Retired Graduate degree Applied Science (computer re-
lated)

No exposure

P13-S3 Male 25-34 Network Maintenance Undergraduate Computer Engineering No exposure

P14-S3 Male 35-44 Software Engineer Undergraduate Computer Engineering No exposure

P15-S3 Female 35-44 Software Developer Undergraduate Computer Science No exposure

P16-S3 Male 18-24 Student Undergraduate Computer Science No exposure

P18-S2 Female 18-24 Prefer not to answer Undergraduate Computer Engineering No exposure

P19-S4 Male 25-34 IT support specialist College Information System Support
Specialists

No exposure

P20-S3 Male 18-24 Student Undergraduate Computer Science No exposure

P22-S3 Female 25-34 UX Designer Graduate degree Human Computer Interaction No exposure

P23-S2 Male 18-24 Student Undergraduate Computer Systems Engineering No exposure

P24-S2 Male 18-24 Student Undergraduate Computer Science Completed one or more

(Minor: Entrepeneurship)

P25-S2 Female 25-34 Student Undergraduate Computer Science Completed one or more

P26-S2 Female 18-24 Student Undergraduate Computer Science No exposure

(Stream: Software Engineering)
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B Data analysis timeline

Table 4: A summary of the data analysis process, and the researchers involved at each stage.

Researchers involved

Activity Codebook used Transcripts coded RS1 RS2 RS3

Formed initial codebook of 9 items while editing all
transcripts for accuracy

C1 – x

Coded two transcripts (refined codebook) C1 T1-T2 x

Re-coded two transcripts C2 T1-T2 x

Coded five transcripts C2 T4, T6-T7, T10-T11 x

Coded three transcripts (refined codebook) C2 T3, T5, T9 x x

Re-coded transcripts C3 T3, T5, T9 x x

Coded three transcripts (codebook finalised) C3 T13, T15, T22 x x

Re-coded three transcripts (no changes) C4 T3, T9, T15 x x

Re-coded ten transcripts C4 T1-T2, T4-T7, T10-T11, T13, T22 x

Coded seven new transcripts C4 T12, T14, T16, T18-T20, T22-T23 x

Coded three new transcripts C4 T24-T26 x
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C Post-test questionnaire 
 

* Question not present in the original study’s methodology. 

 

 

Q1 Please enter your Participant ID : _______________ 

 

Q2 What gender do you most closely identify with? 

o Male  (1)  

o Female  (2)  

o Other: (3) _______________ 

o Prefer not to say  (4)  
 

Q3 What is your age? If you prefer not to say, please enter “prefer not to say”: ____________ 

  

Q4 Choose either the level of education for which you are currently enrolled or the highest level of 

education you have completed. 

o Elementary school  (1)  

o High school  (2)  

o College  (3)  

o Technical, trade school, vocational training, or apprenticeship  (4)  

o Undergraduate degree (Bachelor’s)  (5)  

o Post-graduate certificate or diploma  (6)  

o Graduate degree or professional degree  (7)  

o Other (8): _______________ 

o Prefer not to say  (9)  
 

Q5 What is your occupation? 

If you prefer not to say, please enter “prefer not to say”:  _______________ 

 

Q6 Please list all current and previously completed programs of study. 
If you prefer not to answer, please write in “prefer not to answer”: _______________ 

 

Q7* Have you ever taken any technical courses or training? This would include courses from Computer 
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* Question not present in the original study’s methodology. 

 

Science, Information Technology (IT), Software Engineering, Systems Engineering, and many other 

fields.  

Please list any other formal training, courses, or otherwise that may count as “technical”. 

If you prefer not to answer, please write in “prefer not to answer”:  

 

_________________________________________  

 

Q8  Which option best describes your current employment status? 

o Working for payment or profit  (1)  

o Unemployed (2) 

o Home-maker (looking after home/family)  (3)  

o Student (no other form of employment)  (4)  

o Retired (5)  

o Unable to work due to permanent sickness/disability  (6)  

o Other (specify):  (7) _______________ 

o Prefer not to say (8)  

 

 

Q9* Do you study or work in a field that links closely to some form of computer security? (E,g: 

involving encryption, hacking, authentication) 

o Study only (please provide details into your program/area of study): _______________ 

o Work only (please provide details into your area of work): _______________ 

o Both study and work (please provide details into your area of study and work: ) 

_______________ (3) 

o Neither study nor work (4) 

o Prefer not to say (5) 

 

Q10*  Have you ever participated in hackathons or other security-oriented coding challenges? 

o Yes (please list what kinds of challenges you’ve participated in: ) _______________ (1) 

o No (2) 

o Prefer not to say (3) 

 

 

Q11* Please list any courses you have taken pertaining to computer security. 

If you prefer not to answer, please write “Prefer not to answer”: _______________ 
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* Question not present in the original study’s methodology. 

 

 

 

Q12*  Are you currently a student (part-time or full-time) 

o Yes (1) 

o No (2) 

o Prefer not to say (3) 

 

Display The Question Below: If “Are you currently a student??” is “Yes” 

Q13 Please select the level of education you are currently completing. 

o Undergraduate degree (1) 

o Master’s degree (2) 

o PhD degree (3) 

o Post-doc (4) 

o Diploma (5) 

o Other (please list):  ____________ (6) 

o Prefer not to say (7) 

 

Display The Question Below: If “Are you currently a student?” is “Yes” 

Q14* Please enter which year of study you are currently in (e.g: 1st year, 2nd year, etc). 

If you prefer not to answer, please write “Prefer not to answer”: _______________ 

 

 

Q15* Please select the statement that best describes your exposure to topics of computer security 

(encryption, hacking, authentication, etc) in the past one year. 

o No exposure at all (1)  

o A little exposure (2) 

o Some exposure (3)  

o High exposure (4)  

o Very high exposure (5)  

o Prefer not to say (6)  
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* Question not present in the original study’s methodology. 

 

Q16* Please select the statement that best describes your level of knowledge of computer security 

(encryption, hacking, authentication, etc). 

o No knowledge at all (1)  

o A little bit of knowledge (2) 

o Some knowledge (3)  

o  High level of knowledge (4)  

o Very high level of knowledge (5)  

o Prefer not to say  (6)  

 

Q17  Please enter the number of hours you typically spend on each of the following activities in the 

specified time range. 

If you prefer not to say, please enter the letter X. 

• Recreational TV: ____ hours/week (1) 

• Newspapers: ____ hours/week (2) 

• Podcasts: ____ hours/week (3) 

• Social media: ____ hours/day (4) 

• Movies: ____ hours/month (5) 

• TV news: ____ hours/week (6) 

• Magazines: ____ hours/week (7) 

 

 

Q18 Please select which of the following genres you enjoy consuming media in (select as many as apply).  

▢ Action (1) 

▢ Comedy (2) 

▢ Romance (3) 

▢ Documentary (4) 

▢ Horror (5) 

▢ Drama (6) 

▢ Kids (7) 

▢ Adventure (8) 

▢ Sci-fi (9) 

▢ Fantasy (10) 

▢ Thrillers (11) 

▢ Spy-films (12) 

▢ Other (please list):  _______________ (13) 

▢ Prefer not to say (14) 
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Comparing Security and Privacy Attitudes
Among U.S. Users of Different Smartphone and Smart-Speaker Platforms

Desiree Abrokwa, Shruti Das, Omer Akgul, and Michelle L. Mazurek
University of Maryland

Abstract
Many studies of mobile security and privacy are, for sim-

plicity, limited to either only Android users or only iOS users.
However, it is not clear whether there are systematic differ-
ences in the privacy and security knowledge or preferences
of users who select these two platforms. Understanding these
differences could provide important context about the gener-
alizability of research results. This paper reports on a survey
(n=493) with a demographically diverse sample of U.S. An-
droid and iOS users. We compare users of these platforms us-
ing validated privacy and security scales (IUIPC-8 and SA-6)
as well as previously deployed attitudinal and knowledge
questions from the Pew Research Center. As a secondary anal-
ysis, we also investigate potential differences among users of
different smart-speaker platforms, including Amazon Echo
and Google Home. We find no significant differences in pri-
vacy attitudes of different platform users, but we do find that
Android users have more technology knowledge than iOS
users. In addition, we find evidence (via comparison with
Pew data) that Prolific participants have more technology
knowledge than the general U.S. population.

1 Introduction

The increasing ubiquity of mobile and IoT devices has gener-
ated significant research and development related to privacy
and security tools, affordances, and preferences. For exam-
ple, researchers have explored, at length, the implication of
built-in permissions systems that govern mobile apps’ access
to location, contacts, sensors like the microphone or camera,

Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
without fee.
USENIX Symposium on Usable Privacy and Security (SOUPS) 2021.
August 8–10, 2021, Virtual Conference.

and other potentially sensitive resources (e.g., [6, 9, 17, 33,
34, 38, 53, 64]). Much time and effort have also been spent
developing and testing different smartphone authentication
mechanisms (e.g., [31,37,43,49,60]). Extensive research into
modern secure communication has focused on mobile mes-
senger apps, including for example exploration of the usability
of authentication ceremonies [24, 28, 41, 57, 61, 62, 66].

In the IoT ecosystem, researchers have explored issues
ranging from concerns about unexpected listening and record-
ing [32,36,55] to attacks requiring user interaction [29,50], to
studies of IoT privacy and security concerns more generally
(e.g., [3, 15, 56, 67]), and more.

In many cases, these studies have been limited — often
for simplicity or convenience — to only one mobile or IoT
platform (e.g., Android or the Amazon Echo ecosystem) [5,9,
17, 29, 34, 54, 59, 61, 64, 66]. In other cases, researchers have
supported multiple platforms, at the cost of more complicated
study instruments that must work in multiple settings [4, 36,
50, 62].

Given this context, it it important to know whether there are
meaningful differences in privacy and security preferences,
beliefs, and attitudes between users of different platforms. For
example, Apple has recently marketed its products as more
privacy-protective than alternatives [2]. In the past, iOS has
pioneered fine-grained permission controls, including limit-
ing location permissions to single-use or only while an app
is being used [63]. In contrast, Google’s largest source of
income1 is though targeted advertising, involving extensive
user data collection.

We hypothesize that this distinction in business strategies
could result in more privacy-sensitive consumers tending to
purchase iPhones, perhaps resulting in Android users who are
disproportionately unconcerned with privacy. Similar ques-
tions are also applicable to smart speaker platforms; however,
market positioning related to privacy is not (yet) as clear as
with smartphones. If there are indeed meaningful differences
between users of different platforms, then extra work by re-

1https://abc.xyz/investor/static/pdf/2020Q4_alphabet_
earnings_release.pdf
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searchers to ensure their studies support multiple platforms
may be critical. On the other hand, if there are not meaningful
differences, then researchers can opt for simpler experimental
designs with less concern about reduced generalizability.

In this paper, as our primary objective, we address these
questions by surveying privacy and security attitudes among
users of different mobile and IoT platforms to determine if
differences exist. We use validated scales to measure security
attitudes (SA-6) and privacy concern(IUIPC-8) [16, 19]. We
also reuse questions previously used by the Pew Research
Center (henceforth: Pew) in a nationally representative sur-
vey to ask about skepticism toward company data practices
and knowledge about digital privacy and security [1]. As a
secondary objective, reusing these questions allows us to com-
pare attitudes between Prolific and nationally representative
samples.

In 2014, Reinfelder et al. addressed similar questions, com-
paring security behaviors between Android and iOS users in
Germany, finding that Android users were somewhat more
privacy- and security-conscious [48]. We revisit this question
to see what has changed in the intervening years, as devices
have evolved and Apple has marketed privacy more heav-
ily. In addition to smartphone platforms, we also consider
the increasingly important smart-speaker platform. Further,
we deliberately focus on attitudes rather than behaviors, as
we expect that behaviors are more likely to be influenced by
different platforms’ privacy and security affordances.

To ensure a diverse sample, we recruit 493 participants
using Prolific’s “representative” sample feature, which ap-
proximates the U.S. population for gender, race, and age. We
find no significant differences in security attitudes, privacy
concern, or skepticism toward company data practices be-
tween users of different mobile or IoT platforms. We do find
that Android users score slightly higher in security and pri-
vacy knowledge than iOS users. We also compare our sample
to the representative Pew sample for the two Pew metrics,
finding no difference in skepticism; however, our participants
scored significantly higher in security and privacy knowledge,
somewhat limiting the generalizability of our primary analy-
sis.

These findings have implications for the design of future
research exploring uses and preferences in mobile and IoT
security and privacy. For studies purely about attitudes and
preferences, ensuring cross-platform representation may not
be necessary. On the other hand, for studies where knowledge
may play an important role — for example, in evaluating men-
tal models of security and privacy mechanisms — ensuring
participation from both iOS and Android users may be more
important.

2 Related Work

We discuss related work in two key areas: metrics for privacy
and security, and studies that compare privacy or security

attitudes and preferences among various populations.

Privacy and security metrics Researchers have long
sought to define metrics for privacy and security attitudes
as well as behavior. Several developed psychometric scales
intended to measure privacy attitudes and concern. Perhaps
the first such scale was the original 1991 Westin Privacy
Segmentation Index, which groups respondents into privacy
fundamentalists, pragmatists, and unconcerned [30]. In 1996,
Smith et al. developed the Concern for Information Privacy
(CFIP) scale, which measured privacy concern along multi-
ple dimensions including collection, unauthorized secondary
use, and improper access [52]. This was followed in 2004 by
the IUIPC, a 10-item scale that builds on the original CFIP
and measures three dimensions of privacy attitudes: control,
awareness of privacy practices, and collection [35]. A num-
ber of other privacy scales have been proposed; Preibusch
provides a comprehensive list and comparison [42].

Other researchers have investigated the utility and relia-
bility of these scales. Woodruff et al. demonstrated that the
Westin index is poorly predictive of privacy-relevant behav-
ioral intentions [65]. In 2013, Preibusch’s aforementioned
guide reviews pros and cons of each metric before finally
recommending IUIPC [42]. However, Sipior et al. and Zeng
et al. obtain mixed results when re-validating the IUIPC, par-
ticularly with respect to trust in online companies and social
networking, respectively [51, 68].

Most recently, Groß demonstrated that the original IUIPC-
10 contains two poorly worded questions, without which the
scale is significantly more reliable [19]. In this work, we adopt
the resulting IUIPC-8 scale.

Other scales concern security attitudes and behaviors. The
Security Behavior Intentions scale (SeBIS) by Egelman and
Peer is intended to measure how well individuals comply
with computer security advice from experts [14]. Faklaris et
al. created and validated the six-item SA-6 scale to measure
security attitudes, which may differ from (intended) behav-
iors [16]. Because we focus primarily on attitudes, we select
SA-6 rather than SeBIS for our study.

Security- and privacy-relevant questions also appear in reg-
ularly administered, representative-sample surveys conducted
by the Pew Research Center. The center’s 2019 American
Trends Panel: Wave 49 features relevant questions related to
Americans’ knowledge of web and internet concepts, as well
as questions related to skepticism (or trust) that companies
will manage the data they collect appropriately [1]. We adopt
subsets of these questions that align with our research goals.
Including these questions allows us to compare our results to
a fully representative random sample of U.S. adults.

Comparing sample populations for privacy and
security Other research has sought to compare pri-
vacy and security attitudes among different populations.
Kang et al. compared the privacy attitudes and behaviors of
U.S. Mechanical Turk (MTurk) workers with the general U.S.
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population, finding U.S. MTurk workers display heightened
privacy attitudes [25]. Redmiles et al. endorse the use of
MTurk workers for convenient, affordable samples. However,
they highlight shortcomings when trying to generalize
security and privacy perceptions of underrepresented groups
(e.g. elderly, less educated) [46]. Because we employ
questions from Pew, we are able to similarly compare our
results to the broader U.S. population [1].

Research has also explored differences in privacy attitudes
and preferences in different countries and regions. In a lon-
gitudinal study that included 25 countries, Kelley identified
important regional differences in the importance people as-
sign to privacy, as well as whether and when it is acceptable
for, e.g., law enforcement organizations to violate privacy
in pursuit of other goals [26]. Redmiles compared behavior
after Facebook security incidents in five countries, finding
some cultural differences [45]. Ion et al. noticed political and
cultural attitudinal differences in mental models related to
cloud computing privacy and security between Swiss and In-
dian communities [23]. Similarly, Harbach et al. studied more
than 8,000 Android users across eight countries. Their results
affirmed that cultural and demographic characteristics can
strongly determine security and privacy considerations [21].
Dev et al. compared privacy concerns related to Whatsapp
messaging in Saudi Arabian and Indian communities, finding
likely culturally influenced behavioral differences between
populations but overall similar privacy trends when consider-
ing participants within each sample [12].

Most closely related to our work are three separate 2013-
2014 studies comparing security and privacy awareness be-
tween Android and iOS users. In the first, King interviewed a
small sample of iPhone and Android users from San Francisco
to qualitatively understand contextual design decisions that
impact privacy-centered user experiences [27]. In the second,
Reinfelder et al. found (among German university students)
Android users were more likely to be security aware and pri-
vacy conscious [48]. Finally, Mylonas et al. investigated user
mental models of application installations on different plat-
forms among Greeks [39]. Although not the primary research
objective, they provided evidence that Android users were
more security aware across multiple metrics (e.g., likelihood
of adopting security software).

Because of the rapid changes in smartphone technology,
both hardware and software, over the last seven years, we
wanted to evaluate whether these results would still hold, this
time across a broad U.S. sample. Both King and Reinfelder et
al. focused on behavioral patterns, such as installing security
updates, consciousness of possible malware infections, and
app permissions [27,48]. We instead focus on attitudinal ques-
tions, which are frequently used in studies of smartphone and
IoT users [8, 10, 15, 44]. Further, behavioral questions about,
e.g., app permissions are difficult to entangle from system
design affordances and nudges that may contribute to users
of different platforms making different choices. Addition-

ally, Reinfelder et al. and Mylonas et al. primarily sampled
young people. In contrast, we use Prolific’s “representative
sample” feature to obtain participants of diverse ages across
a quasi-representative U.S. sample [39, 48].

Other fields have also compared Android and iOS users.
Psychologists found socioeconomic factors and personality
traits may contribute to smartphone preferences [20].

3 Methods

To answer our research questions, we created and distributed
a survey to measure the privacy and security attitudes and
perceptions of participants. The survey was approved by the
University of Maryland’s Institutional Review Board. Our
experimental approach was also preregistered with AsPre-
dicted. 2

In the following subsections we discuss the survey design,
our recruitment process, our data analysis approach, and the
limitations of our study.

3.1 Survey
We designed a short survey measuring privacy and security
attitudes and perceptions, building on various previously used
and validated constructs as described in Section 2.

The survey included the SA-6 [16] and the IUIPC-8 [19],
as well as four questions about skepticism toward data use by
companies and seven security- and privacy-relevant knowl-
edge questions, all taken from Pew [1]. The original Pew
survey contained 10 digital knowledge questions; we used
seven that are privacy- and security-relevant. For example,
we selected questioned related to HTTPS, private browsing,
and phishing, while deeming a question asking participants
to identify a technology leader from their photo irrelevant.
To distinguish the two sets of Pew questions, we refer to
them going forward as the skepticism and knowledge metrics,
respectively. The questions chosen for the skepticism and
knowledge metrics are shown in Tables 1 and 2.

To ensure that the Pew skepticism questions could be added
together for use as a single consistent metric, we tested their
internal reliability with Cronbach’s α, using the data collected
in Pew’s national survey. We obtained α = 0.83 for the four
skepticism questions: above the 0.80 threshold for “good”
reliability [18].

After providing consent, participants provided their country
of residence, as a confirmation of Prolific’s selection criteria.
As we intended to recruit only U.S. participants, those who
answered with other countries were filtered out immediately.

Next, we asked for background information on participants’
device(s) and how they use them. This included multiple-
choice questions about how many smartphones the participant
uses or owns, what purposes they use their smartphone for

2https://aspredicted.org/gx2v9.pdf
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Item ID Item Text

PP5A Follow what their privacy policies say they will
do with your personal information

PP5B Promptly notify you if your personal data has
been misused or compromised

PP5C Publicly admit mistakes and take responsibility
when they misuse or compromise their users’
personal data

PP5D Use your personal information in ways you
will feel comfortable with

Table 1: Items related to skepticism of company data practices,
drawn from the Pew Research Center American Trends Panel:
Wave 49 questionnaire [1], that are included in our survey. In
the survey, participants are asked: How confident are you, if
at all, that companies will do the following things? Response
options are a four-point Likert-type scale from very confident
to not confident at all. The item IDs are those used by Pew.

(e.g., personal, work, other), the model and operating system
of their primary smartphone, whether or not they own a smart
speaker (and if so, which one), how frequently they use the
voice assistant on their smartphone, and how frequently they
use their devices (e.g., multiple times a day). Participants were
asked to retrieve actual time-use data from their smartphone
if applicable. Participants without a smartphone were filtered
out at this point.

Next, participants answered the security and privacy percep-
tions questions, including SA-6, IUIPC-8, the Pew skepticism
metric and the Pew knowledge metric. In keeping with their
original use, we randomized the question order and answer
choices within the Pew segments. We also randomized the
order of the three IUIPC-8 subscales (but not the order of
questions or answers within subscales). This section also in-
cluded free-response questions asking participants to explain
their choices for two questions; these responses were used
primarily as attention checks, and participants who gave un-
related or non-responsive answers to these questions were
removed from the sample.

Finally, we asked some standard demographic ques-
tions, including questions related to age, gender identity,
race/ethnicity, and employment status. We also asked about
tech-savviness, measured using a Likert-type question about
how often the participant gives technology advice to others.
The full survey text is given in Appendix B.

We implemented the survey in Qualtrics. Prior to main data
collection, we conducted eleven pilot tests of the survey with
a convenience sample, to validate the questions and survey
flow, as well as to estimate the time required for completion
(15 minutes).

3.2 Recruitment
Participants were recruited through Prolific, an online crowd-
sourcing platform which can be expected to produce high-
quality results [40]. Participants were required to reside in the
United States and be 18 or older. The study was advertised as
being about “Technology Perceptions” to avoid self-selection
biases related to privacy and/or attachment to different hard-
ware vendors. We used Prolific’s “representative sample” tool
to increase the diversity of our sample. Prolific stratified our
sample to match 95% of 2015 U.S. census values for age,
gender, and race [58].

Participants who completed the survey with valid responses
were compensated with $3.00. The survey took on aver-
age 12.4 minutes, resulting in average compensation of of
$14.56/hour. Responses were collected in December 2020.

3.3 Analysis
We analyzed our data using four linear regression models, with
dependent variables for each privacy/security metric: SA-6,
IUIPC-8, the Pew skepticism metric, and the Pew knowledge
metric. For SA-6, IUIPC-8, and the skepticism metric, we
summed participants’ Likert responses. For the knowledge
metric, participants were scored 0 to 7 based on how many
questions they answered correctly.

For all four models, the independent variables included
smartphone platform (iOS or Android) and smart-speaker plat-
form (Amazon Echo, Google Home, other, none). Other co-
variates included age, gender, daily estimated smartphone use
time, whether or not the smartphone was rooted/jailbroken,
and how often participants give tech advice (used as a proxy
for tech savviness). For parsimony, we binned tech advice
responses into two categories: less often (never rarely, some-
times) and more often (often, almost always). We similarly
binned gender into men and non-men (women and other gen-
ders), because very few participants reported other genders.
These variables are summarized in Table 3.

To obtain our four models, we perform model selection
based on Akaike Information Criterion (AIC), which strikes
a balance between how well models explain the dependent
variables and over-fitting [7]. For each dependent variable, we
fit regressions with smartphone and smart-speaker platforms
(the main variables of interest) as well as all possible com-
binations of the other covariates. We report only the model
with the lowest AIC for each metric.

We aimed to recruit 500 participants. Power analysis for
linear regression (assuming that all our potential IVs would
be included) shows that 500 participants is sufficient to detect
approximately small3 effects ( f 2 = 0.032) [11].

We note one deviation from our preregistered analysis plan.
We initially planned to fit eight regression models: one for

3Cohen claims f 2 > 0.02 would capture “small”, f 2 > 0.15 would capture
“medium” effect sizes.
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Item ID Item text Correct answer

KNOW1 If a website uses cookies, it means that the site . . . Can track your visits and activity on the site
KNOW2 Which of the following is the largest source of revenue for most major

social media platforms?
Allowing companies to purchase advertisements on
their platforms

KNOW3 When a website has a privacy policy, it means that the site . . . Has created a contract between itself and its users
about how it will use their data

KNOW4 What does it mean when a website has “https://” at the beginning of
its URL, as opposed to “http://” without the “s”?

Information entered into the site is encrypted

KNOW5 Where might someone encounter a phishing scam? All of the above (In an email, on social media, in a
text message, on a website)

KNOW7 The term “net neutrality” describes the principle that . . . Internet service providers should treat all traffic on
their networks equally

KNOW8 Many web browsers offer a feature known as “private browsing” or
“incognito mode.” If someone opens a webpage on their computer at
work using incognito mode, which of the following groups will NOT
be able to see their online activities?

A coworker who uses the same computer

Table 2: Security- and privacy-relevant digital knowledge questions, drawn from the Pew Research Center American Trends
Panel: Wave 49 questionnaire [1]. All questions are multiple-choice. The item IDs are those used by Pew.

Variable Explanation Baseline

Main variables of interest:
Smartphone OS Whether the participant is an iOS or Android user iOS
Smart speaker Whether the participant owns a smart speaker, and which Amazon Echo device

Demographic covariates:
Tech advice Whether the participant is asked for tech advice, binned into less often or more often Less often
Device rootedness Whether or not the participant’s device is rooted or jailbroken Not rooted
Screen-time estimate Self-reported hours of daily phone use –
Age The participant’s age –
Gender Gender, binned into men and non-men (women and other genders) Non-man

Table 3: Independent variables (IVs) used in our regressions, including main variables of interest (mobile and smart-speaker
platforms) as well as demographic covariates. Baselines are listed for categorical variables. Section 3.3 details the regressions.

each combination of dependent variable (SA-6, IUIPC, skep-
ticism metric, knowledge metric) and platform (smartphone
OS and smart-speaker type). We made this plan because we
assumed that relatively few participants in the initial “repre-
sentative sample” from Prolific would own smart speakers;
we intended to augment our sample with a second batch re-
cruited from Prolific specifically on the basis of smart-speaker
ownership. Because we didn’t want to combine these two in-
compatible samples, we intended to model smartphone and
smart-speaker platforms separately. However, we were pleas-
antly surprised to find that more than one third of our “rep-
resentative” sample were smart-speaker owners. Rather than
obtain a less representative sample, we opted to use only the
initial sample and to include both platform types in our four re-
gression models. Using fewer models reduces the complexity
of our analysis and enables holistic comparison that accounts
for all factors at once.

We also added one secondary analysis not described in our
pre-registration: We compare our participants’ responses to
the Pew questions to the nationally representative Pew data
for the same questions. This comparison allows us to explore
how well the “representative” Prolific feature captured the
broader U.S. population (albeit with a time lag). For these
comparisons, after establishing that the data was not normally
distributed (Shapiro-Wilk p < 0.001), we use non-parametric,
two-tailed Mann-Whitney U tests, one for each Pew metric.
Since the Pew scales are used in two analyses each (one
regression and one MWU), we adjust the relevant p-values
with Bonferroni correction.

3.4 Limitations

Our study has several limitations, most of which are common
to this type of research. Although we used Prolific’s “represen-
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tative sample” 4 tool to diversify our sample, our participants
are still on average more educated than the U.S. population.
Our sample also severely underrepresents, compared to the
U.S. population, people who identify as Hispanic or Latino;
the Prolific stratification does not incorporate this ethnicity
information. Additionally, we compared the results for the
Pew scales to a representative sample of the U.S. population.
This indicated that while Prolific users have similar privacy
concerns, they have more privacy and security knowledge
than the broader population.

Survey responses were only collected from Prolific users in
the United States. We focused on the United States to avoid
confounds related to availability and popularity of different
devices, as well as cultural differences, inherent in comparing
multiple countries. However, our results cannot necessarily
generalize to non-U.S. populations.

We use self-report metrics, which are vulnerable to biases
such as social desirability and acquiescence. However, prior
work suggests self-reporting can provide useful data on secu-
rity and privacy questions [13,47]. Further, we expect these bi-
ases to affect users of different smartphone and smart-speaker
platforms similarly, enabling comparison among groups.

4 Results

In this section, we first describe our survey participants. We
then detail the results of our regressions comparing platform
users across each security or privacy metric. Finally, we com-
pare our sample to the nationally representative Pew sample
for context. Overall, we found no differences across platforms
in privacy attitudes, but we found that Android users scored
higher than iOS users on the Pew knowledge metrics. Our
sample did not differ significantly from the Pew sample in
skepticism toward company data practices, but our partici-
pants scored higher on the knowledge metric.

4.1 Participants
In December 2020, we used Prolific to recruit 500 participants
currently residing in the U.S. We discarded five for off-topic
or unresponsive free-text responses, one for being outside
the U.S., and one who skipped an optional question that was
required for our analysis. The remaining 493 participants
served as our final sample for analysis.

Of the 493 participants, 285 use Android and 208 use iOS
on their primary smartphone. In total, 175 participants use
smart speakers, including 95 who only use an Amazon Echo,
54 who only use Google Home, and 26 who use some other
smart speaker or use multiple brands.

Demographics within our Android, iOS, and total samples
are given in Table 4. Because we used Prolific’s “representa-
tive sample” feature, our overall sample is fairly representative

4https://researcher-help.prolific.co/hc/en-gb/articles/
360019236753-Representative-Samples-on-Prolific

Android iOS Total
(%) (%) (%)

Gender Women 50.5 51.0 50.7
Men 48.4 47.6 48.1
Non-binary and other 1.1 1.5 1.2

Age 18-27 14.0 24.0 18.3
28-37 19.7 16.8 18.5
38-47 18.2 14.9 16.8
48-57 17.2 18.3 17.6
58+ 30.9 26.0 28.8

Hispanic No 95.8 91.8 94.1
origin Yes 4.2 8.2 5.9

Race White 74.0 73.3 73.7
Black or African Amer. 15.5 11.5 13.8
Asian 6.1 11.1 8.2
Amer. Ind. or AK Native 2.7 1.8 2.3
Nat. Hawaiian or Pac. Isl. 0.3 0.5 0.4

Education Completed H.S. or below 13.0 5.3 9.7
Some college, no degree 25.3 22.6 24.1
Associate’s degree 12.6 4.8 9.3
Bachelor’s degree 27.7 36.1 31.2
Master’s degree or higher 14.4 25.0 18.9

Employment Employed full-time 34.4 37.5 35.6
status Employed part-time 13.0 13.5 13.2

Self-employed 13.0 12.5 12.8
Retired 15.8 13.9 15.0
Unemployed 7.7 6.7 7.3
Student 5.6 9.6 7.3

Tech Almost always 5.6 6.7 6.1
advice Often 20.3 19.2 19.9

Sometimes 41.4 43.3 42.2
Rarely 28.1 24.5 26.6
Never 4.6 6.3 5.3

Table 4: Participant demographics. Percentages may not add
to 100% due to multiple selection and item non-response;
some categories with small percentages are elided.

of the U.S. for gender, age, and race. Other demographics,
however, suffer from typical crowdsourcing biases, includ-
ing insufficient Hispanic/Latinx representation and more ed-
ucation than the U.S. population overall5. The plurality of
participants report giving tech advice “sometimes.”

Our results show some demographic differences between
smartphone users. Our Android users tend to be older and less
educated than their iOS counterparts. Our iOS sample has
higher proportions of Asian and Hispanic people, but a notice-
ably smaller proportion of Black people. There are also some
notable differences in educational attainment between the
populations, with iOS users tending to have more education.

In addition to asking participants for their daily screen-
time estimates, we asked participants who were able to report
their actual daily screen-time averages (visible under “Screen
Time” settings on iOS and “Digital Wellbeing” on some An-

5https://www.census.gov/acs/www/data/data-tables-and-
tools/data-profiles/2019
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(a) SA-6 (b) Pew knowledge

Figure 1: Comparison of SA-6 and Pew knowledge metric
responses for participants who give tech advice more and less
often. The Y-axis shows the range of possible values for each
scale; the X-axis shows the fraction of total participants with
each score. Both comparisons show a significant difference.

SA-6 β CI95% T-value p-value

Smartphone (vs. iOS)
Android 0.0 [ - 0.7, 0.8] 0.070 0.945

Smart speaker (vs. Amazon)
Google −0.4 [ - 1.8, 1.0] −0.600 0.549
Other −0.9 [ - 2.7, 0.8] −1.026 0.306
None −0.1 [ - 1.0, 0.9] −0.196 0.845

Covariates
Tech advice: More often 2.5 [ 1.7, 3.4] 5.901 < 0.001*
Rootedness: Not rooted −1.1 [ - 2.6, 0.4] −1.482 0.139
Gender: Man −0.9 [ - 1.7,- 0.2] −2.533 0.012*

Table 5: Final regression table for SA-6. Adj. R2 = 0.08.
∗Statistically significant.

droid models). Self-reported daily screen time was 4.5 hours
(σ = 3.7, min=0, max=20). Participants on average (calcu-
lated from 225 participants who were able to provide both
an estimate and the smartphone report) underestimated their
screen time by 27.4 minutes (σ = 147.3). This corresponds
to 10% error in screen-time use. Distribution of the error can
be found in Figure 4 of Appendix A.

4.2 Comparing platforms

We fit four regression models, one each for our privacy and
security metrics. These models included both smartphone
and smart-speaker platform, as well as other demographic
covariates. We report, in turn, on each of the final best-fit
models.

Security attitude (SA-6) First, we analyze responses to
the SA-6 security attitude scale. Potential scores on this scale
range from 6–30, with higher numbers indicating a more

IUIPC-8 β CI95% T-value p-value

Smartphone (vs. iOS)
Android −0.9 [ - 1.9, 0.2] −1.624 0.105

Smart speaker (vs. Amazon)
Google −1.4 [ - 3.4, 0.5] −1.418 0.157
Other −0.4 [ - 2.9, 2.2] −0.274 0.784
None 1.0 [ - 0.3, 2.4] 1.517 0.130

Covariates
Rootedness: Not Rooted 1.6 [ - 0.6, 3.7] 1.449 0.148
Screen-time Estimate −0.2 [ - 0.3, 0.0] −2.223 0.027*
Age 0.0 [ - 0.0, 0.1] 1.510 0.132

Table 6: Final regression table for IUIPC. Adj. R2 = 0.04.
∗Statistically significant.

positive attitude toward security behaviors. Overall, our par-
ticipants scored an average of 20.7 (σ = 4.2, min=7, max=30).

By definition, our final regression model (Table 5) includes
both smartphone (Android mean=20.8; iOS mean=20.7) and
smart-speaker platform (Amazon Echo mean=20.9; Google
Home mean=20.8; Other mean=20.4; None mean=20.7), but
neither factor is significant. Figure 2a illustrates the similarity
between iOS and Android participants for this metric.

The only two significant covariates were tech advice and
gender. As shown in Figure 1a, those who give tech advice
“often” or “almost always” were associated with a 2.5-point
increase in positive attitude (p < 0.001), compared to those
who do not. It’s intuitively reasonable that increased tech-
savviness would correlate with more interest in security. This
also aligns with findings in the original SA-6 paper that the
scale correlates with tech-savviness, confidence in using com-
puters, and digital literacy [16].

In a smaller effect, men were associated with an 0.9-point
decrease in positive attitude toward security compared to non-
men (p = 0.012). Rootedness was also retained in the final
model, but did not show a statistically significant effect.

Privacy concern (IUIPC-8) Next, we consider responses
to the IUIPC-8, which measures privacy concern. Potential
scores range from 8–56, with higher scores indicating higher
levels of privacy concern. Our participants scored on average
47.7 (σ = 5.9, min=22, max=56), indicating that they tend to
be more privacy sensitive than not.

As with SA-6, we see no significant differences based on
smartphone (Android mean=47.3; iOS mean=48.1) or smart-
speaker platform (Amazon Echo mean=47.2; Google Home
mean=45.3; other mean=46.8; None mean=48.3). Figure 2b
illustrates the similarity of responses across the two smart-
phone platforms and Table 6 shows the final regression model.

In fact, we find only one significant factor: estimated screen
time on the primary smartphone, depicted in Figure 5a of
Appendix A. Each additional 5 hours of daily screen time
is associated with a drop of 1.0 points in privacy concern

USENIX Association Seventeenth Symposium on Usable Privacy and Security    145



(a) SA-6 (b) IUIPC-8 (c) Pew skepticism (d) Pew knowledge

Figure 2: Comparison between iOS and Android users on all metrics. The Y-axis shows the range of possible values for each
scale; the X-axis shows the fraction of total participants with each score. Only the Pew knowledge metric shows a significant
difference between platforms.

(p = 0.027). It is perhaps unsurprising that participants who
spend more time on their smartphones exhibit lower privacy
concern, possibly due to habituation. Age and whether or not
the participant had rooted their device were retained in the
final model but did not show significant effects.

Skepticism toward companies (Pew) We next examine
participants’ skepticism toward companies’ data management
practices. Potential scores on this metric range from 4–16,
with higher scores indicating more skepticism and lower
scores indicating more trust. Participants scored on average
11.3 (σ = 2.8, min=4, max=16).

On this metric, also, we see no significant differences based
on smartphone (Android mean=11.2; iOS mean=11.3) or
smart-speaker (Amazon Echo mean=11.5; Google Home
mean=11.1; Other mean=10.8; None mean=11.3) platform in
the final model (Table 7). This lack of difference is illustrated
in Figure 2c.

As with IUIPC, the only significant factor in the model was
screen time. Each additional five hours of screen time per day
is associated with a 1.0-point drop in skepticism (p < 0.001).
This aligns with the similar finding for IUIPC: more screen
time, and presumably more habituation, is associated with
less concern about data practices (Figure 5b of Appendix A).
Age is again included in the final model but not significant.

Security and privacy knowledge (Pew) Finally, we an-
alyzed results from the Pew knowledge metric. Participants
could score from 0–7 on this metric, corresponding to the
number of questions they answered correctly. Our participants
scored on average 5.0 (σ = 1.5, min=0, max=7).

The final model (Table 8) estimates that Android users
are likely to score 0.4 points higher on this correctness quiz
than iOS users (p = 0.004), meaning they have somewhat
more security and privacy knowledge (Android mean=5.1;
iOS mean=4.8). This difference is fairly small, but may reflect
Apple’s reputation of making products that are easy to use
even for people with very limited technological skills. This

Pew Skepticism β CI95% T-value p-value

Smartphone (vs. iOS)
Android 0.0 [ - 0.4, 0.5] 0.191 1.000

Smart speaker (vs. Amazon)
Google −0.4 [ - 1.3, 0.5] −0.884 0.754
Other −0.6 [ - 1.8, 0.6] −0.952 0.683
None −0.3 [ - 1.0, 0.3] −1.046 0.593

Covariates
Screen-time Estimate −0.2 [ - 0.3,−0.1] −5.861 < 0.001*
Age 0.0 [ - 0.0, 0.0] −1.554 0.242

Table 7: Final regression table for the Pew skepticism metric.
Adj. R2 = 0.06. ∗Statistically significant. All p-values reflect
Bonferroni correction.

difference can be seen in Figure 2d, which shows more An-
droid users at the high end and more iOS users at the low
end of scores. We found no significant differences among
smart-speaker owners on this metric, either (Amazon Echo
mean=5.1; Google Home mean=5.2; Other mean=4.5; None
mean=4.9).

Three demographic covariates appear as significant factors
in this model. Giving tech advice “often” or “almost always”
(depicted in Figure 1b) correlates with an 0.4-point increase
in score (p = 0.027); this makes intuitive sense. On the other
hand, each additional five hours of screen time is associated
with an 0.5-point drop in knowledge scores (p < 0.001). This
aligns with our results on the other metrics showing that more
screen time is associated with lower privacy concern and
skepticism.

We also see a small but significant effect for age: each 10
years of additional age correspond to an estimated 0.1-point
drop in correctness score (p = 0.012)6. It is perhaps unsur-

6The age coefficient (β) shown in table 7 and 8 is rounded down to 0.0;
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Pew Knowledge β CI95% T-value p-value

Smartphone (vs. iOS)
Android 0.4 [ 0.2, 0.7] 3.136 0.004*

Smart speaker (vs. Amazon)
Google −0.1 [ - 0.6, 0.4] −0.238 1.000
Other −0.6 [ - 1.3, 0.0] −1.917 0.112
None −0.2 [ - 0.5, 0.1] −1.136 0.513

Covariates
Tech advice: More often 0.4 [ 0.1, 0.7] 2.474 0.027*
Screen-time Estimate −0.1 [ - 0.1, 0.0] −4.588 < 0.001*
Age 0.0 [ - 0.0, 0.0] −2.753 0.012*
Gender: Man −0.2 [ - 0.5, 0.1] −1.540 0.248

Table 8: Final regression table for the Pew knowledge metric.
Adj. R2 = 0.08. ∗Statistically significant. All p-values reflect
Bonferroni correction.

prising that older people have on average slightly less security
and privacy knowledge. We attribute the relatively small ef-
fect size in part to Prolific participants; in prior work, older
crowdworkers and digital panel participants were unusually
tech savvy for their age [46].

4.3 Comparing our participants to a nation-
ally representative sample

An added benefit of reusing Pew questions is that we can
compare responses from our sample to Pew’s nationally rep-
resentative sample (n=4225) [1].

Figure 3a compares our sample to the Pew sample on the
skepticism metric. We find no significant difference between
the two populations (MWU, p = 0.120).

Figure 3b illustrates responses to the knowledge metric
from the two samples. Our Prolific participants tended to
score higher, indicating more security and privacy knowledge
(MWU, p < 0.001). The location-shift estimate, a measure
of effect size related to median [22], is 2.0, indicates that
our participants tend to score about two points higher out of
seven.

5 Discussion

We used a survey with a quasi-representative sample to com-
pare privacy and security perceptions across users of smart-
phone platforms (Android and iOS) as well as smart-speaker
platforms (Google Home, Amazon Echo, another platform, or
none). We find no significant differences in attitudes toward
security, privacy, or company data practices. We do, however,
find that Android users are somewhat more knowledgeable
about digital security and privacy. On the other hand, differ-
ences in smartphone screen time are significantly negatively

when multiplied by 10, it rounds to 0.1.

(a) Pew Skepticism (b) Pew Knowledge

Figure 3: Comparison between Pew participants and our Pro-
lific participants. The populations show significant difference
in privacy/security knowledge.

correlated with all of our metrics except security attitudes:
more screen time is associated with less privacy concern, less
skepticism, and less security/privacy knowledge. In a simi-
lar result, giving tech advice more often is positively corre-
lated with positive security attitudes and more privacy/security
knowledge.

These results have several implications for future research
into tools and interfaces for mobile and IoT privacy and se-
curity. It may be low-effort to incorporate users of different
platforms into survey or interview studies. However, cross-
platform support is more challenging for research that in-
volves new tools, such as testing an agent for managing app
permissions, or field-type studies in which participants use
smart devices in their homes for a period of time.

With respect to smartphones, our results suggest that studies
that chiefly involve attitudes and preferences — for example,
studies related to app permission choices or preferences for
potentially invasive tracking and advertising — may not need
to take differing platforms into account. On the other hand,
we did find differences in security and privacy knowledge,
which implies that cross-platform support may be important
when a user’s knowledge is expected to be a key factor. These
could include studies evaluating knowledge or mental models
related to secure communications or tracking and inferencing,
as well as studies relating to adoption of various privacy- and
anonymity-enhancing technologies.

Our results about screen time and tech advice also have
research design implications. Many researchers already tend
to (at least partially) control for tech-savviness in participants.
Our results support this practice, while suggesting that screen
time may be an equally or even more important variable to
consider.

With respect to smart-speaker platforms, we found no sig-
nificant differences in any of our metrics. This suggests that,
for now, cross-platform differences are not critical for security
and privacy research on smart speakers. It remains an open
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question whether this result extends to other kinds of IoT
devices. It is similarly unclear whether this result will remain
stable over time, as the market for IoT devices becomes more
mature.

Our work also has implications for crowdsourced samples.
Comparing our sample to a U.S.-representative sample from
Pew, we find that our participants express similar skepticism
toward data practices, but are noticeably more digitally knowl-
edgeable than the general U.S. population. The lack of dif-
ference in skepticism provides hope that the gap in privacy
attitudes noted by Kang et al. in 2014 is shrinking as digital
habits and devices become further entrenched [25]. On the
other hand, we confirm prior results that web survey panels,
even when more or less demographically representative, still
provide participants who are disproportionately tech-savvy for
their demographics [46]. We therefore encourage researchers
to continue to recognize this limitation in generalizability, and
to consider alternate means of recruiting, if feasible, when
tech-savviness is important to the research question(s) being
addressed.

Finally, we suggest researchers also measure other potential
differences between the user populations we investigate in
this study. Specifically, we emphasize the need for behavioral
studies to complement our self-report data, and to explore
differences between attitudes and behaviors that may relate
to available privacy or security affordances.

6 Conclusion

In this study, we conducted a security and privacy survey us-
ing previously validated metrics in order to examine whether
there are important differences in attitudes between users of
different smartphone and smart-speaker platforms. Using a
quasi-representative sample, we found no differences in atti-
tudes among these groups. However, we found that Android
users tend to have more security and privacy knowledge than
iOS users. We also found that more daily screen time is asso-
ciated with less privacy concern, less skepticism of company
data practices, and less security and privacy knowledge. By
comparing our sample to a nationally representative dataset
from Pew, we can observe that our quasi-representative sam-
ple has similar skepticism to the general U.S. population,
but more security and privacy knowledge. These results can
provide guidance for designing — and context for interpret-
ing — future studies on technology platforms.
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A Additional plots

Figure 4: Histogram of differences in participant daily screen-
time estimates vs. system screen-time report. The plot in-
cludes data from 225 (88 Android, 137 iOS) participants who
provided both.

(a) IUIPC-8 (b) Pew skepticism

(c) Pew knowledge

Figure 5: Higher screen-time estimate was associated with
lower IUIPC-8, Pew skepticism, and Pew knowledge scales.
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B Survey Questionnaire

Consent and validation

1. Consent form is shown, and consent is given

2. In what country do you currently reside?

◦ United Kingdom
◦ United States
◦ Ireland
◦ Germany
◦ France
◦ Spain
◦ Other

End survey if not United States

3. Please enter your Prolific ID here:
[Free text]

Part 1: Device Background Screener Questions

1. How many smartphones do you currently own and use?

◦ 0
◦ 1
◦ 2+

End survey if 0 is selected

2. For what purposes do you use your smartphone devices?
Select all that apply. [Displayed if “How many smart-
phones do you currently own and use?” 2+ Is Selected]

◦ Personal
◦ Work
◦ Other: [Free text]

3. Please consider your PERSONAL smartphone device
to be your primary device for the remainder of this sur-
vey. [Displayed if “For what purposes do you use your
smartphone devices? Select all that apply.” Personal Is
Selected AND “How many smartphones do you currently
own and use?” 2+ Is Selected]

Page Break

4. Please consider your WORK smartphone device to be
your primary device for the remainder of this survey.
[Displayed if “For what purposes do you use your smart-
phone devices? Select all that apply.” Personal Is Not
Selected AND “How many smartphones do you currently
own and use?” 2+ Is Selected]

Page Break

5. How frequently do you use a voice assistant on your
primary smartphone? (i.e. Hey Siri, OK Google, etc.)

◦ Multiple times a day

◦ Almost once a day

◦ A few times a week

◦ A few times a month

◦ Almost never

6. Which Operating System do you use for your primary
smartphone?

◦ iOS

◦ Android

◦ Windows

◦ Other or Not Applicable [Free text]

◦ I don’t know

End survey if not iOS or Android

7. Which of the following smart device(s) do you currently
own?

◦ Smart Speaker

◦ Smart Doorbell

◦ Smart Thermostat

◦ Smart TV

◦ Smart Fridge

◦ None of the above

◦ Other: [Free text]

8. Which smart speaker (voice assistant) do you use? Select
all that apply. [Displayed if “Which of the following
smart device(s) do you currently own?” Smart Speaker
Is Selected]

◦ Echo Device

◦ Google Home

◦ Apple HomePod

◦ Other: [Free text]

9. How frequently do you use your smart speaker(s)?
(i.e. an Echo Device, Google Home, etc.) [Displayed
if “Which of the following smart device(s) do you cur-
rently own?” Smart Speaker Is Selected]

◦ Multiple times a day

◦ Almost once a day

◦ A few times a week

◦ A few times a month

◦ Almost never
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10. How much time do you spend on your primary smart-
phone on average?

◦ Please estimate your daily average in hours.
[Slider]

Page Break

11. Do you currently have access to your primary smart-
phone device? We may ask you to refer to your smart-
phone during this survey.

◦ Yes

◦ No

Part 2A: iOS Background Questions
[Displayed if “Which Operating System do you use for

your primary smartphone?” iOS Is Selected]

1. What is the iPhone model of your primary smartphone?

◦ SE (1st or 2nd generation)

◦ 12, 12 Pro, 12 Mini

◦ 11, 11 Pro, or 11 Pro Max

◦ X, XS, XS Max, or XR

◦ 8 or 8 Plus

◦ 7 or 7 Plus

◦ 6, 6 Plus, 6S, or 6S Plus

◦ 5, 5S, or 5C

◦ Other: [Free text]

◦ I don’t know

2. Is your primary smartphone device jailbroken?

◦ Yes

◦ No

◦ I don’t know

3. Please navigate through the following steps on your
smartphone to answer the following question accurately:
Settings App > General > About > Software Version
Which version of iOS does your primary smartphone
have? [Displayed if “Do you currently have access to
your primary smartphone device? We may ask you to
refer to your smartphone during this survey.” Yes Is Se-
lected]

◦ iOS 14

◦ iOS 13

◦ iOS 12

◦ iOS 11

◦ iOS 10

◦ iOS 9

◦ Other: [Free text]

Page Break

4. Please navigate through the following steps on your
smartphone to answer the following question accurately:
Settings > Screen Time
Can you see your daily average in screen time for the
past week? Note that some phones show daily numbers
but don’t show an average, please select no if that’s the
case. [Displayed if “Do you currently have access to
your primary smartphone device? We may ask you to
refer to your smartphone during this survey.” Yes Is Se-
lected]

◦ Yes

◦ No

Page Break

5. How much time on average do you spend on your pri-
mary smartphone? Please report your daily average. [Dis-
played if “Please navigate through the following steps
on your smartphone to answer the following question
accurately:
Settings > Screen Time
Can you see your daily average in screen time for the
past week? Note that some phones show daily numbers
but don’t show an average, please select no if that’s the
case” Yes Is Selected]

◦ hour(s) [Free text]

◦ minute(s) [Free text]

Part 2B: Android Background Questions
[Displayed if “Which Operating System do you use for

your primary smartphone?” Android Is Selected]

1. What is the Android model of your primary smartphone?

◦ Blackberry

◦ HTC

◦ Lenovo

◦ LG

◦ Motorola

◦ Nexus

◦ Nokia

◦ Google Pixel
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◦ Samsung Galaxy

◦ Sony Xperia

◦ Other: [Free text]

2. Is your primary smartphone device rooted?

◦ My device is rooted

◦ My device is non-rooted

◦ I don’t know

3. Please navigate through the following steps on your
smartphone to answer the following question accurately:
Settings App > About Phone > Android Version Settings
App > About Phone > Software Information > Android
Version
Which version of Android does your primary smartphone
have?

◦ Android 11

◦ Android 10

◦ Pie 9.0

◦ Oreo 8.0-8.1

◦ Nougat 7.0-7.1.2

◦ Marshmallow 6.0-6.0.1

◦ Lollipop 5.0-5.1.1

◦ KitKat 4.4-4.4.4

◦ Other: [Free text]

Page Break

4. Please navigate through the following steps on your
smartphone to answer the following question accurately:
Settings > Digital Wellbeing
Can you see your daily average in screen time for the
past week? Note that some phones show daily numbers
but don’t show an average, please select no if that’s the
case. [Displayed if “Do you currently have access to
your primary smartphone device? We may ask you to
refer to your smartphone during this survey.” Yes Is Se-
lected]

◦ Yes

◦ No

Page Break

5. How much time do you spend on your primary smart-
phone on average? Please report your daily average. [Dis-
played if “Please navigate through the following steps
on your smartphone to answer the following question
accurately:
Settings > Digital Wellbeing
Can you see your daily average in screen time for the
past week? Note that some phones show daily numbers
but don’t show an average, please select no if that’s the
case.” Yes Is Selected]

◦ hour(s) [Free text]

◦ minute(s) [Free text]

Part 3: Pew Knowledge Questions

1. What does it mean when a website has “https://” at the
beginning of its URL, as opposed to “http://” without
the “s”?

◦ Information entered into the site is encrypted

◦ The content on the site is safe for children

◦ The site is only accessible to people in certain
countries

◦ The site has been verified as trustworthy

◦ Not sure

2. Many web browsers offer a feature known as “private
browsing” or “incognito mode.” If someone opens a web-
page on their computer at work using incognito mode,
which of the following groups will NOT be able to see
their online activities?

◦ The group that runs their company’s internal com-
puter network

◦ Their company’s internet service provider

◦ A coworker who uses the same computer

◦ The websites they visit while in private browsing
mode

◦ Not sure

3. When a website has a privacy policy, it means that the
site. . .

◦ Has created a contract between itself and its users
about how it will use their data

◦ Will not share its users’ personal information with
third parties

◦ Adheres to federal guidelines about deceptive ad-
vertising practices

◦ Does not retain any personally identifying informa-
tion about its users

◦ Not sure
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4. If a website uses cookies, it means that the site . . .

◦ Can see the content of all the files on the device
you are using

◦ Is not a risk to infect your device with a computer
virus

◦ Will automatically prompt you to update your web
browser software if it is out of date

◦ Can track your visits and activity on the site

◦ Not sure

5. Which of the following is the largest source of revenue
for most major social media platforms?

◦ Exclusive licensing deals with internet service
providers and cellphone manufacturers

◦ Allowing companies to purchase advertisements
on their platforms

◦ Hosting conferences for social media influencers

◦ Providing consulting services to corporate clients

◦ Not sure

6. Where might someone encounter a phishing scam?

◦ In an email

◦ On social media

◦ In a text message

◦ On a website

◦ All of the above

◦ None of the above

◦ Not sure

7. The term “net neutrality” describes the principle that . . .

◦ Internet service providers should treat all traffic on
their networks equally

◦ Social media platforms must give equal visibility
to conservative and liberal points of view

◦ Online advertisers cannot post ads for housing or
jobs that are only visible to people of a certain race

◦ The government cannot censor online speech

◦ Not sure

Part 4: SA-6

1. Please rate your agreement or disagreement with the
following statements. Options: {Strongly agree, Agree,
Neutral, Disagree, Strongly disagree}

◦ I seek out opportunities to learn about security mea-
sures that are relevant to me.

◦ I am extremely motivated to take all the steps
needed to keep my online data and accounts safe.

◦ Generally, I diligently follow a routine about secu-
rity practices.

◦ I often am interested in articles about security
threats.

◦ I always pay attention to experts’ advice about the
steps I need to take to keep my online data and
accounts safe.

◦ I am extremely knowledgeable about all the steps
needed to keep my online data and accounts safe.

Page Break

2. You answered you [participant’s selected answer] with
the following statement: I often am interested in articles
about security threats. Why did you feel this way? Please
explain why you chose this answer. [Free text]
(Used as an attention check)

Part 5: IUIPC
Please rate your agreement or disagreement with the follow-

ing statements. Options: {Strongly agree, Agree, Somewhat
agree, Neutral, Somewhat disagree, Disagree, Strongly dis-
agree}

1. Control

◦ Consumer online privacy is really a matter of con-
sumers’ right to exercise control and autonomy
over decisions about how their information is col-
lected, used, and shared.

◦ Consumer control of personal information lies at
the heart of consumer privacy.

◦ I believe that online privacy is invaded when con-
trol is lost or unwillingly reduced as a result of a
marketing transaction.

2. Awareness

◦ Companies seeking information online should dis-
close the way the data are collected, processed, and
used.

◦ A good consumer online privacy policy should
have a clear and conspicuous disclosure.

◦ It is very important to me that I am aware and
knowledgeable about how my personal information
will be used.

3. Collection

◦ It usually bothers me when online companies ask
me for personal information.
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◦ When online companies ask me for personal infor-
mation, I sometimes think twice before providing
it.

◦ It bothers me to give personal information to so
many online companies.

◦ I’m concerned that online companies are collecting
too much personal information about me.

Part 6: Pew Company Questions

1. How confident are you, if at all, that companies will do
the following things? Options: {Very confident, Some-
what confident, Not too confident, Not confident at all}

◦ Follow what their privacy policies say they will do
with your personal information

◦ Promptly notify you if your personal data has been
misused or compromised

◦ Publicly admit mistakes and take responsibility
when they misuse or compromise their users’ per-
sonal data

◦ Use your personal information in ways you will
feel comfortable with

◦ Be held accountable by the government if they mis-
use or compromise your data

Page Break

2. You answered you are [participant’s selected response]
that companies will: Publicly admit mistakes and take
responsibility when they misuse or compromise their
users’ personal data. Why did you feel this way? Please
explain why you chose this answer. [Free text]
(Used as an attention check)

Part 7: How Well Do My Results Generalize? (as it ap-
pears in [46])

1. Do you feel as you already know enough about . . . Op-
tions: {Already know enough, Would like to learn more,
Does not apply, Do not know}

◦ Choosing strong passwords to protect your online
accounts

◦ Managing the privacy settings for the information
you share online

◦ Understanding the privacy policies of the websites
and applications you use

◦ Protecting the security of your devices when using
public Wifi networks

◦ Protecting your computer or mobile devices from
viruses and malware

◦ Avoiding online scams and fraudulent requests for
your personal information

Part 8: Demographics

1. Please indicate your age. If you’d prefer not to answer,
you can skip this question.

◦ Use the slider to indicate your age. [Slider]

2. What gender do you best identify with?

◦ Man

◦ Woman

◦ Non-binary

◦ Prefer to self-describe [Free text]

◦ Prefer not to answer

3. Which of the following best describes your race? Select
all that apply.

◦ White

◦ Black or African American

◦ American Indian or Alaska Native

◦ Hispanic or Latino

◦ Asian

◦ Native Hawaiian or Pacific Islander

◦ Other [Free text]

◦ Prefer not to answer

4. Please specify the highest degree of level of school you
have completed or currently attending.

◦ No high school degree

◦ High school graduate, diploma or the equivalent
(for example, GED)

◦ Some college credit, no degree

◦ Trade, technical, vocational training

◦ Associate’s degree

◦ Bachelor’s degree

◦ Master’s degree

◦ Professional degree

◦ Doctorate degree

◦ Other [Free text]

◦ Prefer not to answer

5. What is your current employment status?

◦ Employed Full-Time

◦ Employed Part-Time

◦ Self-employed
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◦ Unemployed

◦ Student

◦ Home-maker

◦ Retired

◦ Disabled

◦ Prefer not to answer

6. What is your annual household income?

◦ Up to $25,000

◦ $25,000 to $49,999

◦ $50,000 to $74,999

◦ $75,000 to $99,999

◦ $100,000 or more

◦ Prefer not to answer

7. How frequently do you give computer or technology
advice (e.g., to friends, family, or colleagues)?

◦ Almost always

◦ Often

◦ Sometimes

◦ Rarely

◦ Never

end of survey
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Abstract
Algorithms are used to make automated decisions that can

affect individuals in numerous domains. The General Data
Protection Regulation (GDPR) of the European Union (EU)
has granted citizens some rights regarding solely automated
decision-making (SADM), including obtaining an explana-
tion of such processing. It is unclear, however, how organi-
zations should support people in effectively exercising such
rights. We conducted an online survey to understand people’s
perspectives on SADM. We found that our respondents had
several misunderstandings about the SADM right, such as
opt-out of SADM ahead of time. We also identified various
attributes of SADM that our respondents desired to under-
stand, including new attributes (e.g., actionable information
about what they can practically do to improve future decision
outcomes) not covered by implementation guidelines of the
GDPR. Our respondents also anticipated many challenges
with SADM, including not knowing when SADM is applied
to them. We discuss design implications of our results on how
to support people in coping with SADM, for instance, the de-
sign of icons to represent SADM processing and explanation
templates that cover a common set of attributes and can be
personalized to explain a specific SADM decision.

1 Introduction

From job applications to insurance premiums to targeted ads,
algorithms have increasingly been used to make automated
decisions that can affect individuals [16,66]. While using algo-
rithms to automatically make decisions about individuals may
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without fee.
USENIX Symposium on Usable Privacy and Security (SOUPS) 2021.
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allow companies to increase efficiency and save resources,
they also pose significant threats to individuals and society
such as privacy violations, social segregation, discrimination,
and unjustified denials of service [4, 25, 28, 60, 62]. Further-
more, these automated systems often remain opaque to public
scrutiny and understanding, thus leading to a lack of decision
acceptance and trustworthiness in these algorithmic practices.

The SADM right. One key aspect of making automated
decision-making fair, accountable, and transparent is to pro-
vide sensible explanations of these algorithmic decisions to
individuals who might be affected. For instance, the European
Union (EU) General Data Protection Regulation (GDPR),
which entered into force on May 25 2018, defines such an
algorithmic decision as “decision based solely on automated
processing, including profiling, which produces legal effects
concerning the data subject or similarly significantly affects
him or her” [70]. Among other citizen rights, the law allows
citizens (1) to obtain an explanation of the logic involved
as well as the significance and the envisaged consequence
of such processing, and (2) to request human intervention,
express a point of view, and contest the decision [70]. Since
these rules are closely related and to simplify the reference to
these rules, we coined an umbrella term “Right against solely
automated decision-making” (or the SADM right).

GDPR background. The GDPR applies to (1) companies
that have an establishment in the EU and (2) companies not
based in the EU but offer goods and services to people living
in the EU or monitor their behavior if that behavior occurs
in the EU [70]. For instance, if an American organization
(e.g., company or university) has employees, regardless of
their citizenship, who live in the EU (e.g., university staff

who work in the study abroad program in France), then the
US organization needs to comply with GDPR for those em-
ployees. The GDPR and its underlying principles have also
substantially impacted other privacy legislation around the
world. For instance, Brazil and India are adopting GDPR-
like legislation. The UK enacted EU GDPR’s requirements
into a UK law (Data Protection Act 2018 [17]) and later
amended it in 2019 to form a new UK-specific data protec-
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tion regulation (UK-GDPR [18]) for post-Brexit transition.
The UK has also provided guidelines for explaining AI-based
decisions or AI-assisted decisions where humans and AI are
both involved [69]. In part inspired by the GDPR, the US
has also taken significant steps to improve transparency and
consumer privacy with state legislations such as California
Consumer Privacy Act (2018) [56], California Privacy Rights
Act (2020) [52] and proposals of an omnibus federal privacy
law [45].

Research motivations. Despite the potential benefits of
GDPR and the SADM right more specifically, it is unclear
how people perceive SADM or how organizations should sup-
port people in exercising this right. This is in part because
GDPR was not very specific about this right, which is still
open to interpretation regarding its implementation. It is also
why the EU A29WP Working Party (now replaced by the
European Data Protection Board) has been creating more
actionable guidelines on SADM [26]. Moreover, it is increas-
ingly recognized that understanding citizens’ perspectives on
SADM is needed. For instance, both legal and HCI schol-
ars [6, 29, 38, 55, 57, 63] have advocated for seeking citizens’
inputs as crucial and timely in informing the refinement of
these actionable guidelines and the ways in which companies
can effectively support citizens in exercising the SADM right.
Despite the need and importance of understanding citizens’
perspectives on the SADM right, there is a lack of empirical
research on this topic. Our research aims to help fill this gap.

Research questions. Whether organizations can provide
people an effective explanation of their SADM practices is
a crucial element of their ethical use of algorithms and cul-
tivating consumer trust in SADM systems. However, what
people consider as constituents of an effective explanation of
SADM is an open question. Given the broad impact of GDPR
on algorithms, people, and ethics, our study contributes to the
understanding of people’s expectations of the SADM right
and the design of socio-technical mechanisms that empower
people to exercise this right. Our long-term goal is to design
such mechanisms. To inform such design, this paper focuses
on three research questions:

• RQ1: What are people’s understandings of SADM right?

• RQ2: What aspects of SADM do people want to know?

• RQ3: What challenges do people anticipate in exercising
the SADM right?

RQ1 can elucidate how people perceive and expect to ex-
ercise the SADM right. RQ2 can provide a baseline list of
aspects that companies can consider including in the expla-
nations of their SADM practices. RQ3 can identify peoples’
anticipated challenges of exercising the SADM right. To-
gether, answering these questions can inform future design to
support people’s needs regarding SADM.

Study and findings. To answer our research questions, we
conducted an online survey with 392 respondents from the

UK and the US. Our research approach gives voice to ordinary
citizens’ perspectives. It is akin to governments conducting
“citizen juries” that directly inquire and incorporate people’s
inputs on important public policy issues (e.g., [68]). We de-
liberately chose one country (UK) where the SADM right is
directly supported while another (US) that currently does not.
It could help us to explore whether they would have drasti-
cally different views on SADM. This was found not the case
in our study, implying that our respondents shared common
expectations of SADM systems and their explanations.

For RQ1, our respondents had many misunderstandings
about the SADM right, e.g., incorrectly assuming that the
right allows them to opt out of SADM ahead of time or that
they could deny the use of personal information for SADM
processing. For RQ2, our respondents desired to know more
about SADM than what policy-makers have suggested orga-
nizations provide (e.g., type of information, source of infor-
mation, logic used). For instance, our respondents expected
to receive personalized explanations including factors consid-
ered. It indicated a stronger need of the respondents to seek
justification for the decisions made, especially the negative
ones. For RQ3, our respondents anticipated a wide variety of
challenges. Some of these were unique to SADM, such as the
difficulty for people to know when they are subject to SADM.

Research contributions. This research makes two primary
contributions. First, it has many novel empirical results on
people’s perspectives on the SADM and the related right.
Specifically, it uncovers people’s misunderstandings of the
right, which will hinder their effective exercise of the right
to protect themselves. The study also identifies attributes of
SADM that people want to understand beyond what has been
recommended by policymakers. Our research also uncovers
some unique challenges anticipated by our participants to
exercise the SADM right. Second, we propose several design
implications, based on our study results, for organizations to
support citizens exercise this right. For instance, designing
and using (standardized) icons to represent SADM process-
ing, personalized explanation templates to explain SADM
outcomes, and SADM sandboxes that allow users to explore
the SADM systems to improve future decisions about them.

2 Related Work

In this section, we present the relevant literature on people’s
perceptions of algorithmic accountability, fairness, methods of
creating explanations of AI systems, and people’s challenges
with legal concepts (with a focus on privacy policies).

2.1 Perceptions of Algorithmic Accountability

Algorithmic accountability has recently received a lot of trac-
tion with the increased use of algorithms in high-impact do-
mains and the changes in the regulatory landscape, such as the
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implementation of the EU’s GDPR. Bovens describe account-
ability as ‘a relationship between an actor and a forum, in
which an actor must explain and to justify his or her conduct,
the forum can pose questions and pass judgment, and the actor
may face consequences’ [7]. Recent scholarship has concep-
tualized algorithmic accountability, building on the traditional
accountability literature. For instance, Wieringa [72] adapted
Bovens’s [7] widely accepted definition of accountability in
the context of algorithmic accountability. The actors (i.e.,
algorithm developers, decision-makers) are accountable to ex-
plain or justify the algorithmic decisions (account) in a forum
that can question these actors, often with consequences [72].
Additionally, it requires a perspective, i.e., identifying what
needs to be accounted for in the algorithmic system [72].
For instance, Coglianese and Lehr [14] distinguished actors
by their roles to determine the appropriate actor for a par-
ticular situation. They noted that it is important to identify
‘who within an agency actually wields algorithm-specifying
power’ [14]. According to Kolkman [30], a forum provides a
platform for users to understand the decision-making process
and to engage with it. It can further impose consequences on
the actors. The GDPR [1] through its SADM right provides
that forum to an individual citizen in the context of algorith-
mic accountability and further imposes legal accountability
(consequences) for actors. From a technical perspective, Kroll
et al. [41] linked algorithmic accountability to a system’s life
cycle, identifying two possible approaches to algorithmic ac-
countability: ex-ante (before the decision is made) and ex-post
(after the decision is made). Neyland [51] argued that account-
ability should be considered throughout different stages of
algorithmic system, i.e., design, implementation, and evalu-
ation, as accountability is a shared responsibility between
designers, developers, and users throughout the system’s life
cycle. Finally, several researchers [10, 13, 14] also argued
that algorithmic accountability has a direct relationship to
the measure of human involvement. For instance, in case of
a human-out-of-the-loop system (or a SADM system), the
degree of accountability increases manifolds as there is no hu-
man oversight. Our work was partly motivated by the notion
of algorithmic accountability, which underpins the SADM
right, making designers of SADM systems responsible for
explaining and justifying their systems and practices.

2.2 Perceptions of Algorithmic Fairness

The concept of fairness is vast and ambiguous and is used
differently across disciplines [48]. Fairness broadly refers
to an equitable outcome that can be justified reasonably for
a purpose within a context or domain. It further includes
the dimension of unfairness which elaborates on what and
who is considered capable of violating fairness. Fairness also
seeks to clarify who is to be protected and where such protec-
tion can be operationalized [48]. Recent work has explored
algorithmic fairness in different ways such as building fair

decision-making algorithms, determining peoples’ percep-
tions of fairness in these systems. For this paper, we explored
prior literature focusing on people’s perceptions of algorith-
mic fairness in general and in specific application domains.
For instance, Grgic-Hlaca et al. examined why people per-
ceive the use of certain features as unfair in making decisions
about individuals in general [31]. They proposed that people’s
unfairness concerns are multi-dimensional, based on various
aspects such as the relevance, volitionality, and reliability
of decision and moral judgment. Woodruff et al. explored
the impact of algorithmic bias on marginalized groups based
on demographic features such as race [73]. Other scholars
have analyzed people’s perceptions of algorithmic fairness
in specific domains, such as real estate and finance. For in-
stance, Lee and Baykal investigated people’s perceptions of
fair division algorithms (e.g., those designed to divide rent
among tenants) compared to discussion-based group decision-
making methods [42]. They found that participants perceived
the algorithmic decisions to be less fair than group-based de-
cisions because the former did not account for people’s social
behavior. Saxena et al. investigated ordinary people’s attitude
toward three notions of individual fairness in the context of
loan decisions [61]. They found that people tend to prefer
calibrated fairness which selects individuals in proportion to
their merit.

Prior research has also examined algorithmic fairness from
experts’ perspectives. For instance, Veale et al. interviewed
public sector machine learning practitioners regarding the
challenges of incorporating public values into their work [71].
They found a disconnect between organizational realities and
current research into algorithmic fairness. They proposed in-
corporating domain knowledge by designing usable privacy
tools aimed at private sector managers and public sector bu-
reaucrats. Similarly, Holstein et al. conducted a systematic
investigation of commercial product teams’ challenges in de-
veloping fairer machine learning systems [34]. It highlights
the disconnection between the challenges faced by teams in
practice and the proposed solutions in the literature review.
Research suggests that people care about the fairness of al-
gorithms as well as potential discrimination and biases when
companies make decisions about them. Our study helps to
understand whether people would consider fairness issues
such as biases in the context of SADM.

2.3 Transparent and Explainable AI

The algorithmic black box makes it difficult for users to know
how an algorithm works, mainly because the information is
either of a certain level of secrecy or intellectual property or
too complicated for users to understand [64]. The principle
of transparency is related to such a black box. It refers to
provide people with the details of knowledge/information
that a system gains from its users implicitly. Such details may
include how the service works, the potential consequences and
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other types of data management (e.g., sensible data) [2]. For
example, in the 2016 US Presidential Election, algorithmic
transparency on Facebook became a key issue to “end the
profiling” [11]. Research has been arguing that practicing the
principle of transparency may have a significant impact on
people’s knowledge and behaviors. Lee and Boynton stated
that people are more like to use a system properly and form
a sense of trust toward the system designer and developers
if they understand how the systems work [43]. The notion
of transparency is very relevant to our present work because
explanation of SADM is a form of transparency.

Improving transparency of AI systems has been an active
area of research in the AI and machine learning community.
There is a growing body of work on creating explanations of
AI systems or decisions/predictions to improve their trans-
parency. Hu et al. presents a survey of existing methods [35],
which mainly differ by two dimensions: scope of the expla-
nation (global vs. local) and how the explanation is gener-
ated (intrinsic vs. post-hoc). Global explanations focus on
how the whole model/system works, whereas local expla-
nations describe specific decisions made by the model. For
instance, ‘model-agnostic’ approaches such as LIME (Local
Interpretable Model-Agnostic Explanations) explain a spe-
cific prediction of an algorithm by learning a local model
around that predicted value [59]. However, these approaches
are primarily helpful in supporting experts (e.g., data ana-
lysts) [9]. Intrinsic explanations are built-in part of the model.
For instance, decision tree rules [44] are a built-in aspect of
the decision tree, which lends itself to easy human interpreta-
tion. In comparison, deep learning models (artificial neural
networks) are often difficult to explain the logic behind these
models. Thus, researchers have created (post-hoc) explana-
tions after these models have been built.

From a policy perspective, Doshi-Velez and Kortz argue
that an explanation of an algorithm for end-users requires
similar level of accountability that is ascribed to the human
decision-makers. This may be achieved by applying certain
technical considerations such as using local explanations to
reach the outcome without divulging company trade-secrets
[21]. Selbst and Barcos [63] explore the use of existing laws
to fix the interpretability challenge of machine learning al-
gorithms by focusing on not only their logic but also their
fairness. From an HCI perspective, Binns et al. argue that end-
users expect system explanations to be similar to those from
human decision makers [5]. This is because the end-users
apply similar perceptions of justice to the context of auto-
mated decision-making that is applicable in human decision-
making [5]. Eslami et al. conducted a qualitative study to
explore end-users’ perceptions of personal information used
to make targeted ads [24]. They found that increased visibility
of inferences made about users can lead to “algorithm dis-
illusionment,” the idea that users realize the limitations of
those algorithms which they thought to be perfect before [24].
In another study, Kizilcec [40] found that over-explanation

i.e., supplementing the procedural explanation of the grade-
adjusting algorithm with the outcome-specific information
to increase the transparency of the algorithm further led to
students’ distrust in the system. There should be a balance
between lack of explanation and over-explanation of the algo-
rithm process to cultivate user trust.

2.4 People’s Challenges with Privacy Policies

Since the SADM right has legal meanings, we also looked
at prior research that shows how ordinary people may strug-
gle with legal concepts and documents. In the domain of
privacy, these issues have been around for a long time [12].
For instance,people struggle with privacy policies, a form of
explanation that describes an organization’s data/privacy prac-
tices and are required in the US. Grossklags and Goods point
out that privacy policies are often unstructured, jargon-filled,
and thus difficult to read and comprehend [32]. Prior work
has also shown less than 1% of the general population read
these documents [3].

2.5 Summary

These lines of work suggest that people may have multi-
dimensional perspectives on automated decision-making, and
they may encounter challenges with legal concepts. The prior
literature also calls for research on human-centered perspec-
tives on SADM to provide accountable, fair, and transparent,
yet balanced explanation to automated decision-making. Our
study helps fill the gap by investigating people’s perspectives
of SADM, such as their understandings and expectations of
the SADM right, the kinds of attributes of automated decision-
making that they wish to understand, and what challenges they
anticipate in exercising the SADM right.

3 Method

To answer our research questions, we conducted a large-scale
online survey with respondents from the UK and US to under-
stand common understandings and perceptions of automated
decision-making. We chose surveys over interviews because
the former allowed us to study a much larger sample and iden-
tify common patterns in their perceptions. Our IRB approved
this research.

We decided to focus on the UK and US in this study for
many reasons. First, while the UK needs to be compliant with
UK-GDPR [18], the US currently does not. However, the un-
derlying transparency, accountability, and fairness principles
(i.e., providing transparency about companies’ data practices)
are much more broadly supported. For example, the Fair In-
formation Practices principles that undergird privacy-related
legislation in the US include an openness principle (organi-
zations should be open about “developments, practices and
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policies with respect to personal data”) and an individual par-
ticipation principle (individuals can access data about them
or confirm whether an organization has data about them) [20].
SADM is a concrete type of data practice. We deliberately
chose one country where the SADM right is directly sup-
ported while another that has not to see whether they would
have drastically different perspectives on the idea of SADM.
Second, the US is the world’s leading Internet economy and
the home for most Internet giants that provide services to
global users. The UK is the largest internet economy in the
G20 [17] surpassing other European countries such as Ger-
many and France. Third, the two countries are from two con-
tinents and might have different cultures. Lastly, English is
the official language of both countries allowing us to use the
same survey.

3.1 A Video Tutorial of The SADM Right
Since our respondents might not know the SADM right, we
created a short video with animations to educate them about
the right1. We chose this format over others because a video
with animations, an audio track, and text captions can be more
engaging and accessible than text or audio alone. Below is a
summary of how we designed this video tutorial.

First, we searched descriptions and examples of the SADM
right from reliable resources such as the GDPR website [70],
UK-ICO (UK Information Commissioner’s Office) [53],
CNIL (French Data Protection Authority) [50], and EU
Working Party-29 (AWP29) Guidelines [26]. We specifically
sought: (1) introduction of the right as part of the GDPR; (2)
explanation of salient features of the right (e.g., under the
SADM right, the users were introduced to the terms profiling
and automated decision-making, along with an example of
each term); and (3) a real-life example illustrating how the
right can be exercised. We included a bank-related example
from the EU’s official website [15]. The example reads, “You
use an online bank for a loan. You are asked to insert your
data and the bank’s algorithm tells you whether the bank will
grant you the loan or not and gives the suggested interest rate.
You must be informed that you may express your opinion, con-
test the decision and demand that the decision made via the
algorithm be reviewed by a person. Additionally, the company
must also explain to you how the automated decision-making
algorithm makes a decision about you and its envisaged legal
or significant consequences for you.”

Second, the descriptions and examples were then integrated
into a script (written in English) by one researcher, based on
which another researcher created various graphical anima-
tions using Adobe Illustrator, Adobe Photoshop and iMovie.
A third researcher, a legal scholar with expertise in the GDPR,
reviewed the script and the animations to ensure their cor-
rectness and neutrality. When inaccuracies were identified,
we updated the script and the animations accordingly. We

1https://youtu.be/BrQMqmPEWQs

performed this process iteratively until all researchers agreed
on both the script and animations.

Third, we audio-recorded the final script in English, embed-
ded the audio in the animations, and generated the video. The
video was then incorporated into the survey. Before conduct-
ing the actual study in Fall 2018, we did a pilot on Amazon
Mechanical Turk (US participants) and Prolific (UK partici-
pants) with the initial survey design. We received some feed-
back that the voice of the video was too monotonic. To address
this issue, we on-boarded a broadcasting professional to re-
record the audio track with more tones and variations to make
the audio more engaging.

3.2 Survey Flow

Our survey had a total of 21 questions, including both open-
ended and multiple-choice questions. We started by asking
people’s understanding of the SADM right. The first question
asked whether respondents had heard of this right before, and
the second asked about their understanding of the right. We
then asked another two questions about their understanding of
‘user profiling’ and ‘automated decision-making,’ respectively.
Next, respondents were asked to watch our video tutorial on
the SADM right. Then, we asked a simple attention checking
question (“In the video, did you spot a computer screen?”)
to ensure they paid attention to the video. We then asked
them two multiple-choice questions (MCQ) to examine their
understandings of the right, e.g., “which of the following
statements best explains the Right against solely automated
decision making?”, “which of the following is an example
of the Right against solely automated decision making?” For
each MCQ question in the survey, they can select all/multiple
responses that apply. However, out of the five answer op-
tions there was only one correct answer option to each of the
two multiple-choice question, based on the legal definition of
the right. For instance, the statement that best explained the
SADM right was, “It allows users to request companies to
explain how the AI makes automated decisions about them.”
Similarly, the correct example of SADM right was, “An in-
dividual stumbled upon the social media settings page that
shows an automatically generated profile that the company
uses to provide a personalized news feed and other targeted
ads. This person requests the company to explain the pro-
cess of automatic profiling.” We then asked an open-ended
question about decisions that may affect them significantly.

Next, to understand respondents’ expectations about at-
tributes to explain for the SADM right, we asked an open-
ended question, “Regarding the example from the video
about automatically making decisions on bank loans, what
aspects of automated decision making would you like to be
explained?” This was followed by a multiple-choice question
(MCQ) asking respondents to choose attributes they would
like to be included in the explanations about SADM. They
can choose multiple responses from a randomized list of six
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pre-defined attributes, adapted from concrete examples in the
‘Guidelines on Automated Decision-Making’ created by the
EU Working Party (A29WP [26]). These attributes include:

• Type of information: “Company must inform me what
types of data (e.g., my name, age, address) are used in
making automatic decisions about me.”

• Explaining logic involved: “Company must inform me
how data is used or what algorithm or method is used in
making automatic decisions about me.”

• Fairness of algorithm: “Company must inform me how
it ensures that the algorithm or method used in making
automatic decisions about me is fair and unbiased.”

• Source of information: “Company must inform me
where or how the company found/obtained my data that
is used in making automatic decisions about me.”

• Company infrastructure: “Company must provide me
customer care services to contest automated decision
making.”

• Data accuracy and updates: “Company must update
both my data and the algorithm for accurate decision
making as well as inform me about these updates.”

We then asked respondents to recall whether they have
encountered an incident where they could have exercised this
right. If they answered “Yes,” we then asked them to provide
details about that incident, how they could have exercised the
right, what benefits and challenges they could have if they try
to exercise the right, and any possible solution to address the
challenges. If they answered “No,” we directly asked them
about the benefits, challenges, and solutions. Lastly, we asked
their overall understanding of the right using a Likert scale
question followed by an open-ended question.

3.3 Data Analysis
For the open-ended questions, we conducted a thematic anal-
ysis [8], a standard method for analyzing qualitative data. We
used a software called Dedoose to code the open-ended survey
responses qualitatively. Three researchers coded together and
discussed a 10% subset of the data. Once the coders achieved
a good understanding of the data, the three coders continued
to code another 10% subset of the data independently, then
discussed and reconciled their coding to develop the initial
codebook. The inter-coder reliability is 0.89 (Cohen’s Kappa),
which is considered good [27]. Due to a large amount of
qualitative data from our survey, we decided to involve an-
other two research assistants to help with the coding process.
The inter-coder reliability for the additional two coders was
0.88 (Cohen’s Kappa). Using the agreed-upon code-book,
one researcher and the two new coders repeated the proce-
dure mentioned above to ensure that all coders shared a good

understanding of the coding process. Then each of the five
coders independently coded a subset of the rest of the data.
We added new codes to the code-book when existing codes
cannot capture the data. Upon completion, the final code-book
contained over 300 lower-level codes. We then grouped all
codes into higher-level themes, such as people’s understand-
ing or misunderstandings of the SADM right before and after
watching the video (i.e., understanding questions), attributes
of SADM that people desire to know (i.e., attribute questions),
and different types of expected challenges in exercising the
right (i.e., challenge questions).

Furthermore, we compared how UK and US respondents
answered these key questions on understanding, attribute, and
challenges regarding the percentage of respondents who se-
lected each answer in the multiple-choice questions or men-
tioned a theme in the open-ended questions. Since each re-
spondent can select/mention multiple answers in each ques-
tion, we cannot perform Chi-Square tests comparing the two
groups because the data is not independent (e.g., two answers
were chosen by the same respondent). Instead, we treated each
answer/theme as a separate, binary question. A respondent
can only select/mention an answer or not. We then conducted
tests of proportions between the UK and US respondents for
each answer. Since these are essentially post-hoc comparisons,
we applied Bonferroni correction to adjust the family-wise
p value. Specifically, we divided the common 0.05 p value
threshold by the number of answers/themes in each ques-
tion. The adjusted p value threshold for statistical significance
ranges from 0.007 to 0.01 depending on the specific questions

3.4 Participants

Similar to prior research, we used Amazon Mechanical Turk
(MTurk, based in the US) to recruit US respondents (e.g., [39])
and Prolific (based in the UK) to recruit UK respondents
(e.g., [54]). We could not recruit enough UK respondents
from MTurk because MTurk is much less popular than Pro-
lific in the UK. Similarly, we recruited US respondents on
MTurk because it is much more popular than Prolific in the
US. Therefore, we had to use two platforms, each for respon-
dents from one country. We required the respondents to be
residing in the US/UK and had more than 95% task accep-
tance on both platforms.

We manually removed incomplete or randomly filled re-
sponses based on their quality. For instance, some respon-
dents pasted the same text (e.g., a long paragraph about a
product, which is completely irrelevant to our topic) to each
answer. Others entered unintelligible characters or words. We
removed 15 responses from MTurk (used for US respondents)
and two responses from Prolific (used for UK respondents)
due to quality issues. After filtering, we had 392 valid re-
sponses in total, including 192 from the US and 200 from
the UK. For our US sample, 61% were male and 39% were
female. Respondents’ ages ranged from 25 to 35 (SD = 1.15).
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88% of the respondents had at least some college education,
and 21% had a technology background. For our UK sample,
62% were female and 38% were male. Their ages ranged
from 25 to 34 (SD = 1.15). 70% had a college education and
7% had a technology background. The average time for com-
pleting the survey was about 25 minutes. After quality check,
each US participant was paid $3 and each UK participant was
paid $3.5 (to meet the payment requirement of Prolific).

4 Results

This paper focuses on (1) peoples’ understanding and misun-
derstandings of the SADM right; (2) attributes of SADM that
our respondents desired to understand; (3) challenges antici-
pated by the respondents in exercising this right. We found
that the UK and US responses were broadly consistent and did
not observe any notable differences in these results between
the two groups. As detailed in Section 3.3, we conducted tests
of proportions to compare the UK vs. US responses and found
no statistically significant difference.

4.1 Peoples’ Understanding of The Right
4.1.1 Before watching the video tutorial

We asked our respondents about their understanding of the
SADM right, before watching the video tutorial of the right.
As summarized in Table 1, we present peoples’ misunder-
standings and reasonable understandings of the right based
on the GDPR definition of the SADM right, both before and
after watching the video tutorial.

Misunderstandings. Many respondents incorrectly as-
sumed that the SADM right inherently allows people to deny
being subjected to SADM or let the companies use their per-
sonal information, including profiling for any SADM decision-
making. For instance, P148 from UK thought that “it’s the
right for you to not consent to automatised decisions”. Some
respondents even anticipated that the right could allow them
to completely opt-out of automated decisions made by com-
puters or algorithms. However, this is a misconception be-
cause companies can legally do user profiling and SADM
if consumers agree to the service contract. In practice, this
may allow any Internet-based services (with a valid service
agreement and a privacy notice) to subject people to SADM
processing. Furthermore, respondents thought that they could
choose ex-ante (i.e., before a decision is made) between au-
tomated and human-involved decision making. For instance,
P151 from UK believed that, “you have the right to request
that a human looks at your application for something before a
decision is made.” However, the GDPR (under Art 22(3) [70])
allows for human intervention ex-post (i.e., only after) the
user is subjected to SADM decisions. Majority of respon-
dents reported a lack of understanding of the SADM right,
primarily, because they had not heard this right before.

Before tutorial US UK

Deny subjecting to SADM 58 57
Human involvement 49 33
Don’t know/unsure 45 70
User control and choice 25 25
Prohibit profiling 11 3
Inform about SADM 10 4
Obtain explanation 6 12

After tutorial US UK

Deny subjecting to SADM 66 60
Inform about SADM 43 40
Obtain explanation 34 44
Human involvement 27 29
Prohibit profiling 16 11
Don’t know/unsure 16 21
Contest against SADM 6 7

Table 1: The top table shows our respondents’ answers to
the open-ended question, understanding of the SADM right
before watching the tutorial. The bottom table shows our
respondents’ answers to the open-ended question, understand-
ing of the SADM right after watching the tutorial.

Reasonable understandings. Some respondents correctly
assumed that they could request for human review of auto-
mated decisions ex-post, i.e., after the automated decision is
made. Art 22(3) under GDPR provides the right to the con-
sumers to obtain human intervention, express their concern,
or even contest the solely-automated decision. We also found
people mostly preferred human review in the case of nega-
tive outcome (e.g., loan rejection) of a SADM decision. For
instance, according to P108 (UK), “if I have applied for some-
thing and have been rejected automatically by [a] computer I
can appeal and have it looked at by human.”

Some respondents also preferred to be informed when sub-
jected to SADM and obtain an explanation for SADM deci-
sions made. Art 13(2)(f) GDPR highlights these requirements,
stating that companies must inform users about the existence
of SADM, including profiling, and provide meaningful infor-
mation about the logic involved to make the decision.

“I don’t know.” Many respondents reported having no
prior knowledge of the right. While some respondents guessed
a basic meaning of the right. Others were unable to even guess.
For instance, P36 from US reported that, ‘I have not got even
the smallest of clues’ about what SADM right means.

4.1.2 After watching the video tutorial.

After watching the tutorial, over 97% of US and 90% of UK
respondents correctly answered the attention-checking ques-
tion, suggesting that the vast majority of them watched the
video carefully. They also felt the video was informative in
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helping them understand SADM. For example, P85 from US
found that “Some of the questions, such as the “automated de-
cision making” were a little confusing but [..] the video made
it a lot easier to understand.” Our results also suggest that
most respondents gained a basic understanding of the right
after watching the video. Based on the responses from the
two multiple-choice questions examining their understanding
of the right after watching the video, 80% of both US and UK
respondents’ expressed understanding was consistent with the
legal definition. The enhanced understanding of the SADM
right also helped respondents to answer subsequent questions
such as those related to attributes of SADM process to explain
and challenges to exercise SADM right.

At the end of the survey, over 80% of US respondents and
64% of UK respondents reported either extremely clear or
somewhat clear understanding of the SADM right, based on
the responses to the Likert scale question. Our respondents
also provided their self-reported understanding of the right
through an open-ended question towards the end of the sur-
vey. We found that their understanding was consistent with
the legal definition and covered significant aspects of the
right. These aspects included participants’ assumptions that
the right allows people to be informed about being subjected
to SADM, to obtain explanations of the SADM process, to
request human involvement, and to contest against solely auto-
mated decisions. However, some respondents still had misun-
derstandings after watching the video. For instance, some of
them still believed that the right prohibits user profiling for tar-
geted ads. A large proportion of respondents were still keen to
deny being subjected to SADM if it affects them significantly.
For instance, P57 from UK reported that his opinion about
this right remained same as before watching the video, i.e.,

“This is a person’s right to get fair treatment free from pre-
programmed decision making algorithms.” They prefer not to
be subjected to SADM process because they lack trust in the
SADM systems to make fair decisions, especially in case of
high-stake decisions impacting them legally or significantly.

4.2 SADM Attributes People Want to Know

To capture people’s expectations about the attributes of the
‘solely’ automated decision-making that they desire to un-
derstand, we asked an open-ended question, followed by a
multiple-choice question. Table 2 summarizes the answers to
the two questions, respectively. These answers are attributes
frequently mentioned by our respondents.

4.2.1 Attributes from survey open-ended responses

First, we present the results from the open-ended question. We
further classify them as part of the local or global explanation
(as defined in section 2.3), wherever applicable. Our respon-
dents’ answers (summarized in top of Table 2) covered major
themes such as the type of information used, the process of

Open-ended US UK

Type of information 77 88
Personalized explanation 56 52
Unique factors 44 34
Source of information 35 56
No explanation 12 20
Human involvement & appeal 19 24
Fairness of algorithm 6 10

Multiple-choice US UK

Type of information 40 36
Explaining logic involved 34 36
Fairness of algorithm 34 35
Source of information 34 31
Company infrastructure 32 29
Data accuracy and updates & appeal 28 27

Table 2: The top table shows our respondents’ answers to the
open-ended question regarding what attributes they would
like to understand and the corresponding number of US and
UK respondents who mentioned each attribute. The bottom
table shows our respondents’ answers to the multiple-choice
question where they can select multiple answers where each
answer option (i.e., attribute to explain) was suggested by the
policy-makers (in this case, the Working Party A29WP [26]).
In the top table, the attributes in bold were only expressed by
the respondents, i.e., not mentioned by A29WP and thus not
shown in the right table.

SADM, and the source of information. A large percentage of
respondents (US 40%, UK 44%) reported that they were inter-
ested in knowing about the ‘type of information’ used. They
also desired to know the ‘source of information’ (US 18%,
UK 28%). For instance, P136 from UK wanted to “[..] know
what information is used to make the decision and where it
was obtained from.”

Furthermore, many respondents desired to know the
‘unique factors considered’ (US 23%, UK 17%), i.e., the cri-
teria used in the decision-making and the weights of those
factors that were unique to their profiles. For instance, P46
from the US emphasized that “I would like for them to explain
how much weight they put on what specific data information
that have about me” and “how they determine what data is
important and what data is not.” Similarly, P14 from UK
requested to know “what factors are taken into consideration
when applying for a loan ...[and what] could hinder your
chances of getting a loan.” ‘Factors considered’ differ from
the ‘type of information’ used because the factors could in-
clude a subset of the user information collected and possibly
other non-user information (e.g., market interest rate) as crite-
ria for decision-making. For instance, a company can collect
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different types of user information such as age and gender,
but age is the most important factor considered for SADM
(e.g., age greater than a certain number). These attributes can
be classified as part of local explanation since they help to
explain how the model makes a specific decision.

The need to know the factors considered relates to the
expectations to receive personalized explanations. People re-
ported that they wanted to have personalized explanations of
automated decisions ( US 29%, UK 26%) as a way to seek
justification for the decision made for them. This explanation
should include reasons for a negative decision, their impact,
limitations, and ways to improve/alter the decision. For in-
stance, P136 from UK wanted to know “How my circum-
stances were assessed - what factors led to me being accepted
or turned down, if it was a points based system, how close
was I/ what would I need to do to achieve the necessary score.”
She preferred a personalized explanation of a particular deci-
sion rather than a general explanation of the SADM process.
She also desired actionable information about what she can
do to improve the decision outcome. Similarly, P170 from
US stated that “It would be the same questions I would ask
of an employee”. Here P170 expected to receive a machine-
provided explanation similar to the experience of receiving
an explanation from a human decision-maker. One possibility
is to create chatbots that can converse with the user to explain
the decision made automatically. In another instance, both
P51 from US and P195 from UK pointed out the risks of
user profiling in SADM and therefore expected greater trans-
parency in explanations. P51 suspected that the automated
decisions could use “the data that was biased in any way in
an unfair manner” and therefore demanded to know “com-
plete description of how each aspect causes a change in their
decisions [..] as well as the changes that could be made”.
Similarly, P195 questioned “how certain features such as age
and gender can” influence a decision to make “people be
potentially deprived a loan”.

It is worth noting that some respondents expressed that
they did not want any explanation about automated decision-
making (US: 12, UK: 20). They did not report specific reasons
for this preference when answering this question. However,
later when discussing their anticipated challenges in exercis-
ing the right, some respondents said that knowing SADM can
be boring, or not worth their time and effort. For instance,
P145 from the UK said, “effort required to exercise this right
is greater than the ‘reward’ I would expect to gain.” Here,
he seemed to derive his preference based on a cost-benefit
analysis of exercising the right. As we will discuss later, one
common challenge people anticipated was that exercising
the right can be too time-consuming. Another possible rea-
son could be that people feel resigned about SADM. Privacy
scholars [67] have suggested that most Americans give up
data for relevant ads, not because of convenience, but res-
ignation. Rather than participating in a rational exchange,
consumers are giving up their personal information with ‘a

feeling of futility’ [67]. Future research can further investigate
why some people do not want an explanation of SADM.

4.2.2 Attributes in policy-makers’ recommendations

Next, we compare themes from the open-ended question with
the six pre-defined attributes from the MCQ-based question.
As described in section 3.2, these pre-defined attributes were
adapted from the GDPR Working Party-29 Guidelines [26]
and included: a) type of information, b) explaining logic in-
volved, c) fairness of algorithm, d) source of information, e)
company infrastructure, and f) data accuracy and updates.

Table 2 (right) shows US and UK respondents’ choices of
these pre-defined attributes of SADM where each respondent
can choose multiple attributes. A majority of respondents
from both countries wanted to know the ‘type of information’
used, followed by ‘explaining logic involved’, ‘fairness of
algorithm’, and ‘source of information.’ ‘Data accuracy and
updates’ and ‘company infrastructure’ were least selected.

It is interesting to note that three major themes from the
open-ended question corroborate with similar pre-defined
attributes from the multiple-choice question in terms of how
commonly they were expected by our respondents. These
included ‘type of information’, ‘explaining logic involved’
and the ‘source of information’ used.

However, we also observed some differences between the
responses to the two questions. For instance, while about
one-sixth of respondents selected ‘Fairness of algorithm’ in
the multiple-choice question, a much smaller percentage of
respondents expressed it in the open-ended question. Since
we asked the open-ended question first, this might suggest
respondents did not immediately think about the fairness as-
pect. Or in other words, they might be paying more attention
to a negative decision about themselves and a need for a per-
sonalized explanation of the decision rather than whether the
SADM process is fair.

Last but not least, we found that some themes were unique
to the open-ended question, such as ‘seeking justification’ for
the decision, requesting a personalized explanation including
the weight of the ‘factors considered’, or not willing to be
presented with any explanation at all. This is an important list
of attributes because they were sought by the respondents but
were not covered in policy makers’ recommendations. This
gap might lead to ineffective SADM explanations that do not
satisfy people’s expectations or needs.

4.3 Anticipated Challenges

We heard from our respondents about what attributes they
prefer in the explanations for the SADM decision. However,
will they be able to exercise this right easily if they want to?
We next asked respondents about their perceived challenges
of using this right. Participants reported several types of chal-
lenges that may arise at different stages of exercising the
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Major challenges anticipated US UK

Hard to safeguard against SADM processing 40 54
Common Challenges 63 75
Hard to identify and fight bias in algorithm 62 69
Hard to contest SADM decisions 32 29
Review process not user friendly 26 18

Table 3: Main perceived challenges of exercising SADM
mentioned by our respondents.

SADM right. Some of these challenges (e.g., hard to rectify
incorrect information about individuals) have been reported in
other contexts. In contrast, other challenges seem more salient
in the context of the SADM right. We will briefly summarize
the former and then focus on the latter. Table 3 summarizes
the number of US and UK respondents who mentioned each
type of these challenges.

4.3.1 Common Challenges

Our respondents reported several perceived challenges of the
SADM right. These challenges are also common in other
contexts for protecting people’s privacy, such as: lack of user
awareness as well as control of personal data collection and
sharing, lack of user trust on companies, lack of transparency
of company privacy practices, time-consuming to communi-
cate with companies, and difficult to rectify incorrect infor-
mation that companies have about individuals.

4.3.2 Challenges More Salient in SADM

From the participants’ responses, we identified several chal-
lenges that are either more salient or have different implica-
tions in the context of SADM right. We present them below.

Hard to identify and fight biases in algorithms. Respon-
dents were concerned that the algorithms used in the SADM
process could be wrought with biases. Such a bias could be
hard to detect, verify, prove to cause discrimination. P184
from the US pointed out that as an initial step, it will be dif-
ficult to check “how the algorithm is updated and how fair
and unbiased it is.” He further suspected that the companies
could be reluctant to provide such information, making it all
the more difficult to assess. Furthermore, if the algorithm is
found to be biased, it may be challenging to provide proof of
bias to the company and request them to make it unbiased for
future decision-making.

Hard to safeguard against SADM processing. Many par-
ticipants reported that they might not be aware of being sub-
jected to SADM processing while using an internet-based
service, e.g., social media, banking. For instance, P 136 from
the US expressed that “It might be difficult to know in the first
place whether I was affected by automated decision making or
not.” It could be because companies might not actively notify

people about SADM processing or, as P21 from the US noted,
“It’s hidden in legal terms that most people don’t understand
so you don’t ever even notice it.” Additionally, respondents
felt that once the SADM system decides for them, it would be
challenging to request a re-evaluation of the outcome. Users
might find it challenging to explain their circumstances for
companies to re-evaluate the decisions about them. For in-
stance, P36 from the UK explained that while applying for
a job or a loan, one of the biggest challenges is that SADM

“decisions [..] don’t take into consideration personal circum-
stances or personality” of an individual and that the person
is “not being able to explain [themselves]..” in case of nega-
tive outcome. As a result, people expected to have an ex-ante
opt-out option to not be subjected to the SADM processing.
However, they also worried that even if the option existed,
they may not know it either due to their own blind-spot or the
lack of transparency from companies.

Hard to contest SADM decisions. Respondents from
both the UK and the US pointed out that it will be difficult to
contest the SADM decisions. Companies can show resistance
or be “hesitant about having human review the decision of
the automated system” as P105 (US) put it. He anticipated
that one way of doing so is to make it difficult to contact
the company for human involvement in SADM. Based on
his real life experiences, he cited that “unfortunately, most
customer service is anonymously automated. Seldom is there
an actual human being in which I could contact to deal with
this issue.” While reaching customer services might be a need
and challenge in commerce, getting a real person to check the
machine-made decisions is at the core of the SADM right.

Review process not user-friendly. Even if the users get
access to the customer representative, such customer staff

may lack relevant training to review the SADM decisions.
For instance, P81 from US questioned the quality of human
involvement to review a decision. He expressed, “ I don’t
anticipate any meaningful human interventions that would
contradict the results of an automated system.” It could also
be possible that companies may not invest in a dedicated team
of experts to review automated decision, and “presumably,
the “human intervention” could just be an intern who clicks
okay to a computer prompt”. Additionally, the companies
may even lack human resources to respond to large amounts
of complaints, leading to slow redress of decision.

People were also concerned that even with required human
involvement, the review process “won’t be impartial” (P80,
UK). P88 from the US suspected companies would be “un-
willing to change decision” because “[it] likely makes them
too much money for them to actually be willing to do anything
to change it.” This highlights people’s lack of trust in compa-
nies to carefully review SADM decisions and change them if
needed.
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5 Discussion

This study explored research questions regarding people’s
understanding of the SADM right, aspects of SADM that
they want to be explained, and their perceived challenges in
exercising the SADM right. Our respondents incorrectly as-
sumed that the right allows them to deny being subjected
to SADM or to opt-out altogether. Respondents expected a
few novel attributes of SADM to be explained, which are
not covered by government guidelines on SADM [26]. These
novel attributes ranged from receiving personalized explana-
tions to seeking justification for adverse outcomes. Lastly,
our respondents reported four broad perceived challenges of
exercising the SADM right: i) Hard to safeguard against
SADM processing: respondents anticipated that they might
not be aware of whether or when companies subject them to
SADM processing; ii) Hard to identify and fight algorithmic
biases: respondents were concerned that algorithms might
harbor biases that would be hard to detect, verify, and prove
to cause discrimination; iii) Hard to contest the outcome of
SADM: respondents anticipated that companies could show
resistance to review adverse outcomes/decisions by compli-
cating ways to contact them or denying human reviewers to
re-evaluate the SADM decision; and iv) Unfriendly review
process: respondents anticipated that companies may lack the
infrastructure to respond to SADM decision review requests
or that human reviewers may lack the relevant training to
conduct the review. Table 4 summarizes the main findings.
Next, we will discuss design and policy implications that can
mitigate some of the misunderstandings and challenges and
support people’s informational needs of SADM.

5.1 Design Implications
5.1.1 Help People Understand SADM

Personalized explanation templates. Our findings suggest
that people have different expectations or informational needs
for explanations of SADM. Many respondents anticipated
personalized explanations of the SADM outcomes. They ex-
pect companies to provide explanations that can justify the
decision regardless of the outcome and provide actionable
suggestions on what people may do to improve the decision
outcome, especially in negative decisions. While designing
explanations, caution must be taken to balance over-simplified
vs. over-complicated explanations [25, 40, 49]. To strike a
good balance, companies can present hierarchical explana-
tions with multiple levels of details and personalization, which
is similar to the privacy nutrition labels for IoT devices [23].
For instance, it would be useful to design explanation tem-
plates that would allow people to zoom into details about
a specific decision, personalized based on individuals’ de-
mographics (e.g., age) and computing knowledge. It could
also include suggestions to improve the outcome next time.
Suppose a bank rejects a person for a credit card; it could

People’s perspective
on SADM right

Main findings

Understandings of
the SADM right

Misunderstandings:
- Deny subjecting to SADM
- User Choice and Control (e.g. opt out)
- Don’t know
Reasonable understandings:
- Obtain explanation
- To be informed about decision
- Prohibit profiling (e.g. for targeted ads)
- Request for human intervention
- Contest against SADM right

Attributes of SADM
that people desired to
be explained

Attributes (open-ended):
- Type of information
- Personalized explanation
- Unique factors
- Source of information
- Human involvement and appeal
- Fairness of algorithm

Challenges antici-
pated in exercising
the SADM right

- Hard to safeguard against SADM processing
- Hard to identify and fight bias in algorithm
- Hard to contest SADM decisions
- Review process not user friendly
- Other common challenges

Table 4: A summary of the main findings from the study.

provide an explanation template with multiple levels of per-
sonalized explanations. At the basic level, it could include the
outcome and a high-level reason (e.g., low credit score). At
the intermediate level, the user could zoom into details such
as attributes considered for the outcome and which attributes
the user could improve for a better outcome. A more detailed
level could include additional information such as what other
personal data the company uses to make SADM decisions and
its source, how the company ensures the fairness and accuracy
of the algorithm used, and other aspects (see Table 2).

Sandboxes to play with SADM systems. Another key
finding of our study is that our respondents expected explana-
tions to include how a decision is relevant to them. It includes
1) describing the (significant) effect that the SADM decision
has on the individual and 2) providing individually tailored
and practically actionable recommendations to improve fu-
ture outcomes for the individual. A concrete design idea is
that companies can implement interactive interfaces that de-
scribe how different factors affect a decision, allow users to
interact with various factors to see their impact and provide
personalized recommendations to improve acceptance for fu-
ture outcomes. For instance, a car insurance company can
provide customers with an interactive sandbox to explain
the extra insurance premium for certain events (e.g., speed-
ing). It can also allow customers to play with the algorithm
(or sandbox) by testing different factors such as levels and
times of speeding, driver age, and past accident records to
see the dependence of outcome on these factors. However,
as a challenge, the sandbox could possibly allow for reverse-
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engineering the model, which would not be ideal in anomaly
detection cases (e.g., fraud prevention).

5.1.2 Mitigate Misunderstandings and Challenges

Icons for SADM processing. Since our respondents had
many misconceptions about the SADM right, it would be ben-
eficial for companies to consider these misconceptions when
designing their platforms to better support users exercise the
SADM right. Additionally, our respondents anticipated that it
would be challenging to detect whether/when they are subject
to SADM. One way to communicate whether a user is subject
to SADM is to show indicators of SADM (visual icons or
other modalities). Various privacy icons have been proposed
to convey complicated privacy concepts. Some of the icons
are about the privacy notices in various domains (e.g., online
tracking [19, 47], social media [36], web cams [22, 58], web
links [37]), while others are to convey privacy choices [33,65].

It is worth noting that even though there are icons repre-
senting targeted ads, targeted ads are only one example of a
much broader set of SADM practices. We are not aware of any
existing icons for SADM processing. For instance, imagine
that a bank website shows a SADM icon next to its credit
card application and loan application. An e-commerce site
shows the icon next to its recommended products to a user, or
a social media site displays the icon next to the recommended
friends to a user. These icons can represent whether the cor-
responding decisions about the prevailing user are made by
an automated system using algorithms alone (SADM) or by
involving humans in the process (human-AI hybrid).

In addition, these icons could increase transparency by
highlighting the uncertainty of the decision made by using
solely automated systems. This was another aspect that some
of our respondents reported as a challenge of the right. The
icons would be even more useful if they are standardized (e.g.,
by self-regulating trade organizations or the Internet standard
organization, W3C). While these icons are likely to have their
challenges (e.g., people may ignore or misunderstand them),
when they are designed and evaluated appropriately (e.g.,
see good examples of nutrition labels and the recent CCPA
opt-out icons), they can help communicate SADM.

Social support for contesting algorithmic decisions.
Our respondents felt it would be challenging to contest the
outcome of SADM due to unfriendly review processes. They
also anticipated the difficulty for them to explain their per-
sonal circumstances to appeal a negative decision. One design
direction is to create tools or platforms that allow people to
share and learn from each other about their strategies and
experiences in working with specific companies for their re-
dress/contest requests. This is similar to crowd-sourcing help
for tech support, such as [46]. End-user tools could be de-
signed to guide users to create and share contest requests
(e.g., answering a set of questions and attaching supporting
documents). These shared user experiences can also further

motivate companies to improve how they handle people’s
redress requests. How SADM systems can be designed to
support contestability is another exciting future direction.

5.2 Policy Implications

Our results also have some policy implications. For instance,
policymakers could consider adding novel attributes to pol-
icy guidelines for companies to explain decisions made by
SADM. As suggested by participants, these attributes include
‘seeking justification’ for the decision, requesting ‘personal-
ized explanation’ including the weight of the ‘factors consid-
ered,’ or an option to opt-out of receiving any explanation at
all. Policymakers could also consider mandating notifications
to alert users when subjected to SADM processing, similar
to website cookie notifications. Lastly, policymakers and in-
dustry organizations could initiate regulatory standards that
could be applied internationally (e.g., a standard explanation
template) similar to ISO standards.

6 Limitations

Our study has several limitations. First, we recruited adult
participants, but our participants ended up with a small age
range (about 25-35 years old), which was not intentional. Sec-
ond, our study data does not explain the lack of differences
between the US and UK responses. Third, we analyzed but
did not observe any correlations between the “no explana-
tion” responses and other participant data (e.g., demograph-
ics). Fourth, our results may not be generalizable since we
cannot claim that our sample represents the populations in
those two countries. Lastly, our study focused on people’s de-
sire for explanation rather than how SADM explanations are
currently implemented. Future work could attempt to address
these limitations and explore these directions further.

7 Conclusion

Automated decision-making, including profiling based solely
on computer algorithms, continues to grow in importance
as more companies adopt this practice to improve efficiency.
The challenge, therefore, is to find the balance between op-
portunities for the companies and the impact on end-users.
We studied people’s understandings and expectations of the
right against solely automated decisions because they are
major stakeholders and would be directly impacted by these
automated decisions. We presented design implications for
companies to support citizens in exercising this right. Future
research can explore concrete designs and modalities to ex-
plain various attributes of automated decision-making that
people desire to understand.
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Survey Questions: 
Q1 Have you heard about the “Right against solely automated decision making" before? 

o Yes (1) 

o No (2) 
 
Q2 What do you think the “Right against solely automated decision making" means? Please briefly 
describe your understanding below. 
 
 
 
 

 
 

 
 

Q3 Please: 1) Briefly describe your understanding of "User Profiling"? 
2) Give an example to illustrate your understanding. 

 
 
 
 

 
 
 

 
 

Q4 Please: 1) Briefly describe your understanding of "Automated decision making"? 
2) Give an example to illustrate your understanding. 

 
 

 

 
 

 
 
 
 

Q5 Now we will explain the meaning of the “Right against solely automated decision 
making". Please either read the description or watch the video carefully. The next few questions 
will be based on your understanding from the resources below. 

 
Video: youtu.be/BrQMqmPEWQs  

 

Q3.6 In the video, did you spot a computer screen? 

o Yes (1) 

o No (2) 
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Q7 Do you have any suggestions to improve this video? Please write them down below. 
 

  _ 
 
 
 
 

 

 
 

Q8 Based on the information you have just learned from the video/text description, which of 
the following statements best explains the “Right against solely automated decision making"? 
(Choose all that apply) 

▢     It allows users to request companies to delete their personal data  (1) 

▢.     It allows users to request companies to explain how the AI makes automated decisions 
about them (2) 

▢.     It allows users to object to the processing of their personal data  (3) 

▢.     It allows users to request companies to correct their personal data  (4) 

▢.     Other (Please Specify)  (5)    

 
 

 

Q9 Based on the information you have just learned from the video/text description, which of the 
following is an example of the “Right against solely automated decision making"? (choose all that 
apply) 

▢.      A college level football player stumbled upon a photo of them on a webpage of a sports 
magazine. This person wonders how the magazine editor found the photo. (1) 

▢.     An individual stumbled upon the social media settings page that shows an automatically 
generated profile that the company uses to provide a personalized news feed and other 
targeted ads. This person requests the company to explain the process of automatic 
profiling. (2) 

▢.     An individual request the bank to transmit details of this person’s bank transactions to a 
new Budget planning app. (3) 

▢.     An individual recently switched jobs but still appears on the social events webpage of the 
previous organization. This person requests the organization to remove such information. 
(4) 
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▢.     Other (Please specify)  (5)    

 
 

Q10 
If the companies start to make decisions about you automatically, what kind of decisions do you 
think might significantly affect you? Please explain briefly. 

 
 

 
 

 
 

 

Q11 Regarding the example from the video about automatically making decisions on bank loans, 
what aspects of automated decision making would you like to be explained? 
 
 
 
 

 

 
 

 

Q12 Which of the following aspects of automated decision making would you like to be 
explained/provided with? (select all that apply) 

▢.       Company must inform me where or how the company found/obtained my data that is 
used in making automatic decisions about me (1) 

▢.      Company must inform me what types of data (e.g., my name, age, address) are used in 
making automatic decisions about me (2) 

▢.       Company must inform me how data is used or what algorithm or method is used in 
making automatic decisions about me (3) 

▢.       Company must inform me how it ensures that the algorithm or method used in making 
automatic decisions about me is fair and unbiased (4) 

▢       Company must update both my data and the algorithm for accurate decision making as 
well as inform me about these updates (5) 

▢       Company must provide me with customer care services to contest automated decision 
making (6) 
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▢.      Other, please specify  (7)    
 

Q13 In your past internet usage experience, have you ever encountered an incident where 
you could have exercised your “Right against solely automated decision making"? 

o Yes (1) 

o No (2) 

 
 

Q14 Could you briefly explain this past incident? How could you have exercised this right? 
 
 
 
 

 
 

 

Q15 What are some challenges you think you could have encountered while exercising your 
“Right against solely automated decision making" for the incident you mentioned in the previous 
question? Please explain briefly. 

 
 

 
 

 
 

 

 

Q16 What could be some possible solutions you would suggest to companies in order to 
overcome the challenges you mentioned in the previous question? Please explain briefly. 

 
 
 
 

 

Display This Question: 

If In your past internet usage experience, have you ever encountered an incident where you could 
hav... = Yes 

Display This Question: 

If In your past internet usage experience, have you ever encountered an incident where you could 
hav... = Yes 

Display This Question: 

If In your past internet usage experience, have you ever encountered an incident where you could 
hav... = Yes 

178    Seventeenth Symposium on Usable Privacy and Security USENIX Association



 
 

Q17 Based on your understanding of the “Right against solely automated decision making", 
how do you expect to be benefited from exercising this right online? Please briefly describe 
below. 

 
 

 
 

 
 

 

 
Q18 Based on your understanding of the “Right against solely automated decision making", 
what are some of the challenges you anticipate while exercising this right? Please briefly 
describe below. 

 
 
 
 

 
 

 
 

 
Q19 What are some possible solutions you would suggest to companies in order to overcome 
the challenges you mentioned in the previous question? Please briefly describe below. 

 
 

 

 
 

 
 

 
 

 
 

Display This Question: 

If In your past internet usage experience, have you ever encountered an incident where you could 
hav... = No 

Display This Question: 

If In your past internet usage experience, have you ever encountered an incident where you could 
hav... = No 

Display This Question: 

If In your past internet usage experience, have you ever encountered an incident where you could 
hav... = No 
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Q21 Please briefly describe below your overall understanding of the “Right against solely 
automated decision making"? 
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Abstract
Third-party tracking allows companies to collect users’ be-
havioural data and track their activity across digital devices.
This can put deep insights into users’ private lives into the
hands of strangers, and often happens without users’ aware-
ness or explicit consent. EU and UK data protection law,
however, requires consent, both 1) to access and store infor-
mation on users’ devices and 2) to legitimate the processing
of personal data as part of third-party tracking, as we analyse
in this paper.

This paper further investigates whether and to what extent
consent is implemented in mobile apps. First, we analyse a
representative sample of apps from the Google Play Store.
We find that most apps engage in third-party tracking, but
few obtained consent before doing so, indicating potentially
widespread violations of EU and UK privacy law. Second, we
examine the most common third-party tracking libraries in
detail. While most acknowledge that they rely on app develop-
ers to obtain consent on their behalf, they typically fail to put
in place robust measures to ensure this: disclosure of consent
requirements is limited; default consent implementations are
lacking; and compliance guidance is difficult to find, hard to
read, and poorly maintained.

1 Introduction

Third-party tracking, the deliberate collection, processing and
sharing of users’ behavioural data with third-party compa-
nies, has become widespread across both mobile app ecosys-
tems [16, 83, 85] and the web [16, 67]. The use of third-party

Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
without fee.
USENIX Symposium on Usable Privacy and Security (SOUPS) 2021.
August 8–10, 2021, Virtual Conference.

trackers benefits app developers in several ways, notably by
providing analytics to improve user retention, and by enabling
the placement of personalised advertising within apps, which
often translates into a vital source of revenue for them [32,62].
However, it also makes app developers dependent on privacy-
invasive data practices that involve the processing of large
amounts of personal data [40, 48, 62], with little awareness
from users and app developers [28,71,74,85]. Data protection
and privacy legislation such as the General Data Protection
Regulation (GDPR) [38] in the EU and the UK, and the Chil-
dren’s Online Privacy Protection Act (COPPA) [79] in the US,
establish clear rules when it comes to the processing of per-
sonal data and provide additional safeguards when it comes
to information relating to children. As explained in Section 3,
consent is a necessary precondition for third-party tracking.

The implementation of consent in mobile apps has—since
the end of 2020—sparked a fierce public battle between Ap-
ple and Facebook over tracking controls in iOS 14.5 [1, 2].
To give users more control over their data, Apple has intro-
duced an opt-in mechanism for the use of the Advertising
Identifier (AdID)—similar to how apps currently request lo-
cation or contacts access. Facebook, like many other mobile
advertising companies, is concerned that most users will not
agree to tracking if asked more clearly and explicitly [3]; iOS
users could already opt-out from the use of AdID, but were
not explicitly asked by every app. By comparison, Google
does not currently offer users the option to prevent apps from
accessing the AdID on Android in general, but intends to
change this from ‘late 2021’ [84]. The importance of consent
aside, there exists little empirical evidence as to whether mo-
bile apps implement any type of consent mechanisms before
engaging in tracking.

Despite their crucial role within the software development
life cycle, putting the blame of implementing consent incor-
rectly on app developers might be misguided. Many lack legal
expertise, depend on the use of tracking software, and face
limited negotiation power in the design of tracker software,
which is usually developed by large, multinational compa-
nies [12,21,32,49,62]. At the same time, failure to implement
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(a) This app uses the Consent API devel-
oped by Google. The popup suggests that
personal data may be shared with 199 com-
panies before user consent is given (‘con-
tinue’).

(b) This app uses the consent implemen-
tation by Twitter MoPub. By declining, a
user rejects a ‘personalized ad experience’,
but potentially not all app tracking.

(c) This app uses a custom consent solu-
tion. Consent is not granular. The answer
options do not match the question. It is
unclear if ‘No’ rejects analytics.

Figure 1: While most apps on the Google Play Store use third-party tracking, only few apps allow users to refuse consent (less
than 3.5%). The figure shows three common examples of these 3.5% of apps. Since very few apps give users a genuine choice
over tracking, our paper suggests widespread violations of EU and UK privacy law.

appropriate consent mechanisms in software impacts individ-
uals’ choice over data collection and their informational self-
determination, and may expose vulnerable groups—such as
children—to disproportionate data collection. This underlines
the need for robust privacy guarantees in code.

Driven by these observations, the present contribution aims
to answer the following research questions:

1. Do app developers need to obtain valid user consent
before engaging in third-party tracking in the EU and
UK? (consent requirements for tracking)

2. To what extent do apps engage in third-party tracking,
and obtain valid user consent before doing so? (practices
of app developers)

3. To what extent do third-party tracking companies en-
courage and support app developers to obtain consent as
and where required? (practices of tracker companies)

Contributions. In answering these questions, this paper
makes three contributions. First, we clarify the role of consent
in the regulatory framework applicable in the EU and the UK
when it comes to the processing of personal data for third-
party tracking. Second, we provide empirical evidence as to
a widespread absence of consent mechanisms to legitimise
third-party tracking in 1,297 apps. Third, we analyse the
guidance provided by 13 commonly used tracker companies
and assess whether they inform app developers about how to
translate consent in code (see Figure 2 and Table 2).

Structure. The rest of this paper is structured as follows.
Section 2 reviews the relevant literature surrounding the con-

cept of consent, app privacy analysis, and existing system-
wide tracking controls for Android. Section 3 discusses the
role of consent for third-party tracking in the EU and UK by
drawing on the guidance issued by national Data Protection
Authorities (DPAs). Section 4 analyses the presence of con-
sent for third-party tracking in 1,297 Android apps randomly
sampled from the Google Play Store. Section 5 reviews the
guidance offered by tracker companies to app developers. Af-
ter discussing the limitations of our approach in Section 6,
we turn to the discussion of our results in Section 7 and our
conclusions in Section 8.

2 Background

In this section, we discuss previous relevant literature, cover-
ing the concept of consent, the empirical analysis of privacy
in apps, and existing system-wide tracking controls for An-
droid. In particular, we highlight the limits of consent, and the
dependence of end-users on the privacy options implemented
by their apps and smartphone operating system.

2.1 Promises and Limits of Consent

Consent is a pillar of privacy and data protection law, in
the US, EU, and many other jurisdictions and international
frameworks. As an approach to privacy protection, consent is
associated with the regime of notice & choice [74]. For many
data-processing activities, companies that want to process
data from an individual must
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1. Adequately inform the individual (Notice), and

2. Obtain consent from the individual (Choice).

These two fundamental requirements are often implemented
in software through the provision of a privacy policy, accom-
panied by consent options for the end-user.

The limitations of the notice & choice paradigm have been
explored in a range of scholarship. Regarding “notice”, it has
been documented that most people do not read privacy poli-
cies, and that when they try to, have difficulties understanding
them [69] and do not have enough time to read every such
policy [61].

Regarding “choice”, evidence suggests that many individ-
uals struggle with privacy decisions in practice [5, 72]. The
mismatch between stated and observed privacy preferences
is known as the “privacy paradox” [64], although this so-
called “paradox” may be best explained by structural forces
that prevent alignment between values and behaviour [75,82].
Individuals often have no real choice but to accept certain
data processing because some digital services—such as Face-
book or Google—have become indispensable [19]. Even
when offered genuine choice, individuals face ubiquitous
tracking [16], are tricked into consent [65], and do not get
an adequate compensation in exchange for their data [23].
Because of the limits to individual privacy management, var-
ious scholars argue that the regime of notice & choice does
not provide meaningful ways for individuals to manage their
privacy [13, 14, 74].

Despite such limitations, consent remains a key component
of many privacy and data protection regimes. For the purpose
of this present contribution, we do not assume that consent is
the only or best way to address privacy and data protection
issues. Rather, we aim to investigate whether, in addition
to all these problems and limitations, the basic process of
consent itself is even being followed where it is currently
required in the context of third-party tracking in apps.

2.2 Analysing Privacy in Apps

There is a vast range of previous literature that has analysed
the privacy practices of mobile apps, and third-party track-
ing in particular. Two main methods have emerged in the
academic literature: dynamic and static analysis.

Dynamic analysis executes an app, and analyses its run-
time behaviour. While early research analysed apps by modi-
fying the operating system [8,33], recent work has focused on
analysing apps’ network traffic [50,59,66,68,70,71,73,76,80].

As for system modification, Enck et al. modified Android
so that sensitive data flows through and off the smartphone
could be monitored easily [33]. Agarwal and Hall modified
iOS so that users were asked for consent to the usage of
sensitive information by apps [8], before the introduction of
run-time permissions by Apple in iOS 6.

As for network analysis, Ren et al. instrumented the VPN
functionality of Android, iOS, and Windows Phone to expose
leaks of personal data over the Internet [70]. Conducting
a manual traffic analysis of 100 Google Play and 100 iOS
apps, they found regular sharing of personal data in plain
text, including device identifiers (47 iOS, 52 Google Play
apps), user location (26 iOS, 14 Google Play apps), and user
credentials (8 iOS, 7 Google Play apps). Van Kleek et al. used
dynamic analysis to expose unexpected data flows to users and
design better privacy indicators for smartphones [80]. Reyes
et al. used dynamic analysis to assess the compliance of
children’s apps with COPPA [71], a US privacy law to protect
children. Having found that 73% of studied children’s apps
transmit personal data over the Internet, they argued that none
of these apps had obtained the required “verifiable parental
consent” because their automated testing tool could trigger
these network calls, and a child could likely do so as well.
Okoyomon et al. found widespread data transmissions in apps
that were not disclosed in apps’ privacy policies, and raised
doubts about the efficacy of the notice & choice regime [66]
(as discussed in the previous section).

Dynamic analysis offers different advantages. It is rela-
tively simple to do, largely device-independent, and can be
used to monitor what data sharing actually takes place. It has,
however, several limitations. The information gathered might
be incomplete if not all code paths within the app involving
potential data disclosures are run when the app is being anal-
ysed. Further, network-based dynamic analysis may wrongly
attribute system-level communications to a studied app, e.g.
an Android device synchronising the Google Calendar in the
background, or conducting a network connectivity check with
Google servers. Network-based dynamic analysis remains
nonetheless a versatile, reliable and practical approach.

Static analysis infers the behaviour of an app without the
need for execution. This process often relies on decompiling
an app and analysing the retrieved program code [31,51]. The
main advantage of static analysis is that it enables the anal-
ysis of apps at a much larger scale (e.g. millions rather than
hundreds) [16, 20, 81, 83]. As opposed to dynamic analysis,
static analysis may require substantial computing resources
and does not permit the direct observation of network traffic
because apps are never run.

Egele et al. developed an iOS decompiler and analysed
1,407 iOS apps. They found that 55% of those apps included
third-party tracking libraries [31]. Viennot et al. analysed
more than 1 million apps from the Google Play Store, and
monitored the changing characteristics of apps over time [81].
They found a widespread presence of third-party tracking
libraries in apps (including Google Ads in 35.73% of apps, the
Facebook SDK in 12.29%, and Google Analytics in 10.28%).
Similarly, Binns et al. found in analysing nearly 1 million
Google Play apps that about 90% may share data with Google,
and 40% with Facebook [16].

The presence of consent to tracking in apps has received
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relatively little research attention; to the best of our knowl-
edge, no large-scale studies in this area exist. With static
analysis, it is difficult to detect at what stage a user might give
consent, because of the varied implementations of consent in
app code. However, network-based dynamic analysis makes
this kind of consent analysis possible, and at a reasonable
scale. We demonstrate this in Section 4.

2.3 Alternatives to In-App Consent

Before turning to the legal analysis concerning when consent
for third-party tracking within individual apps is required, it
is worth considering the options users currently have to limit
app tracking on Android at a system level. This is pertinent
to our subsequent analysis because, if system-level controls
were sufficient, the question of efficacy and compliance with
individual app-level consent requirements might be redun-
dant. The options for users fall into three categories: system
settings, system modification, and system APIs.

System Settings. The Android operating system offers
users certain possibilities to limit unwanted data collection.
Users can manage the types of data each app can access
through permissions. This does not stop tracking, but blocks
access to certain types of data, such as location. A problem
inherent to the permission approach is that trackers share per-
mission access with the apps they come bundled with. This
means that, if a user allows location access to a maps app
with integrated trackers, all these trackers have access as well.
This, in turn, might give users a false sense of security and
control. Google offers users the possibility to opt-out from
personalised advertising. If users choose to do so, apps are
encouraged to cease using the system-wide Google Advertis-
ing Identifier (AdID) for personalised advertising (although
apps can continue to access the AdID). Unlike iOS, Android
does yet not offer the option to opt-out from analytics tracking
using the AdID, or to prevent apps from accessing this unique
user identifier. However, Google intends to change this from
‘late 2021’ [84].

System Modification. Since the early days of Android,
many developers have set out to modify its functionality and
implement better privacy protections. Custom ROMs are
modified versions of Android that replace the default operat-
ing system that comes pre-installed on Android smartphones.
Popular examples are Lineage OS and GrapheneOS, which
both try to reduce the dependency on Google on Android and
increase user privacy. Another is TaintDroid, which monitors
the flow of sensitive information through the system [33]. A
popular alternative to custom ROMs is rooting devices by
using exploits in the Android system to gain elevated access
to the operating system, or by changing the bootloader of the
Android system. Rooting is a necessary prerequisite for many
privacy-focused apps, including AdAway [6], XPrivacy [18],
and AppWarden [11]. System modification grants maximum
control and flexibility regarding tracking, but requires a high

level of technical expertise. It also relies on security vulnera-
bilities, often creating risks for (non-expert) users.

As a result, Google has recently begun to restrict attempts
to modify Android by preventing custom ROMs from running
apps using Google’s Safety Net. This is meant to protect sensi-
tive apps (e.g. banking apps) from running on unsafe devices,
but is also used by other popular apps such as Pokemon GO
and Snapchat [41]. Some Internet outlets have declared the
“end for Android rooting, [and] custom ROMs” [77].

System APIs. Another alternative to system modification
is to develop apps that build on the capabilities of Android’s
system APIs to detect and block network traffic related to
tracking. Such is possible without the need for system modi-
fication at the cost of more advanced functionality. Popular
apps in this category include AdGuard (using a local VPN on
the Android device) [7] and DNS66 (changing the DNS set-
tings of the Android device) [57]. Another is NetGuard [17],
a firewall that allows users to monitor network connections
through a VPN, and to block certain domains manually. All
these tools block connections regardless of the actual content
of the communications. These content-agnostic approaches
can lead to overblocking and break apps.

Alternative tools aim for more fine-grained protection by
removing sensitive information from network requests, such
as device identifiers or location data [59, 76]. Unfortunately,
these content-based approaches rely on breaking secured net-
work connections, and on installing a self-signed root certifi-
cate on the user’s device. This practice was banned by Google
with the introduction of Android 7 in 2016 because of the
security risks it entails [44]. While these apps grant users the
possibility to block tracking through system APIs, Google
does not allow them on the Play Store [45]. Instead, users
must sideload them onto their device from alternative sources,
such as GitHub and F-Droid.

In conclusion, while there exists a wide array of options for
end-users to reduce tracking, none of them can provide the
granularity of consent implemented inside each individual app.
Many of the existing tools require a high level of technical
expertise, including root access or modifications to the operat-
ing system, and are therefore unsuitable for non-expert users.
This makes many users dependent on the privacy solutions
offered by apps themselves and their operating systems.

3 When is Consent to Tracking required?

In this section, we analyse whether consent is a prerequisite
for third-party tracking under EU and UK law, as well as its
role under the Google Play Store policy. We focus on these ju-
risdictions as they have relatively stringent and specific rules
on consent and third-party tracking. While similar rules exist
in other jurisdictions (such as the COPPA in the US, which
requires parental consent for tracking), recent regulatory ac-
tions and rich guidance issued by European regulators offer
an ideal setting for a large-scale analysis.
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Two main legal instruments are relevant to the issue of
consent to third-party tracking on mobile apps: the GDPR
and the ePrivacy Directive1.

3.1 GDPR and the Need for a Lawful Ground

Applicable since 25 May 2018, the GDPR grants users various
rights over their personal data. It also imposes a wide array
of obligations on so-called controllers, paired with high fines
for non-compliance. One of the cornerstones of the legisla-
tive reform is the concept of Data Protection by Design; this
obliges controllers to implement appropriate technical and
organisational measures to ensure and demonstrate compli-
ance with all rules stemming from the Regulation throughout
the entire personal data processing life cycle (Article 24(1)
and 25(1) GDPR). All companies operating in the EU or UK
must follow the rules set out in the GDPR.2 Compliance with
the GDPR is monitored and enforced by the Data Protection
Authorities (DPAs) instituted in each EU Member State and in
the UK. If a controller fails to comply, DPAs have the power
to impose fines that can go up to C20 million or 4% of the
company’s worldwide annual turnover, whichever is higher.

For the purpose of this paper, we assume that app develop-
ers qualify as controllers. In other words, that they “determine
the purposes and the means of the processing of personal data”
(Article 4(7) GDPR). While this might well be the case when
the company actually processing the personal data at stake is
also in charge of the development of the app, it is important to
highlight that controllership does not always end up on their
shoulders. This is the case, for instance, when a company
outsources the development of its app to an external team of
software developers working on the basis of clear-cut specifi-
cations and requirements, in which case the latter is likely to
be considered as a processor (Article 4(8) GDPR) or a third
party (Article 4(10) GDPR).

If app developers want to collect personal data for whatever
purpose, they need to rely on one of the six lawful grounds
listed in Article 6(1) GDPR. Only two usually apply in the
context of mobile apps, namely: consent and legitimate in-
terests3. On the one hand, and as specified in Article 4(11)
GDPR, a valid consent is

any freely given, specific, informed and unambigu-
ous indication of the data subject’s wishes by which
he or she, by a statement or by a clear affirmative

1It is worth noting that the ePrivacy Directive is currently under revision.
A change to the current regulatory requirements in practice is expected no
earlier than in two years due to the nature of the EU legislative process.

2More specifically, all companies based in the EU and UK, as well as
companies monitoring the behaviour of, or offering goods and services to,
individuals located in the EU and UK, fall within the territorial scope of
application of the GDPR (Article 3 GDPR).

3The remaining four lawful grounds listed in Article 6(1) GDPR being the
fulfilment of a contract, a legal obligation, the data subject’s vital interests,
and the performance of a public task.

action, signifies agreement to the processing of per-
sonal data relating to him or her

As recently clarified by the Court of Justice of the European
Union, this bans the use of pre-ticked boxes to gather con-
sent [27]. Legitimate interests, on the other hand, is a viable
alternative to consent but requires a careful balancing exercise
between the controller’s interests in processing the personal
data and the data subjects’ interests and fundamental rights
(Article 6(1)f GDPR) [35]. The other guarantees stemming
from the GDPR (including transparency, security, purpose
and storage limitation, and data minimisation) remain appli-
cable regardless of the lawful ground used to legitimise the
processing.

Consent for High-Risk Data Processing. While the con-
troller’s legitimate interests could potentially be a viable op-
tion for legitimising third-party tracking on mobile apps, this
processing is likely to qualify as a high-risk data processing
activity.4 Features of third-party tracking that indicate such
high-risk processing include the use of “evaluation or scor-
ing”, “systematic monitoring”, “data processed on a large
scale”, “data concerning vulnerable data subjects”, or “inno-
vative use or applying new technological or organisational
solutions”. Some of these features undoubtedly apply to third-
party tracking, since tracking companies usually engage in
large-scale data collection, at a high-frequency, across differ-
ent services and devices, with limited user awareness.

The Information Commissioner’s Office (ICO)—the UK’s
DPA—discourages the use of legitimate interest for high-risk
activities and recommends that controllers instead rely on
another lawful ground such as consent [52]. Similarly, after
having analysed the case of tracking deployed on a webshop
selling medical and cosmetic products [28], the German DPA
came to the conclusion that the average website visitor could
not reasonably expect tracking of their online activities to take
place, especially when it operates across devices and services.
In that case, it argued, the website visitor is not in a position
to avoid the data collection. These are the concrete manifesta-
tions of the balancing exercise required by Article 6(1)f. All
in all, the above-mentioned considerations disqualify the use
of the controllers’ legitimate interests as an appropriate lawful
ground to legitimise third-party tracking in mobile apps.

4The Article 29 Working Party—an EU body to provide guidance on data
protection law (now the European Data Protection Board)—has listed the 9
features commonly found in such high-risk activities, namely: 1) Evaluation
or scoring, 2) Automated-decision making with legal or similar significant
effect, 3) Systematic monitoring, 4) Sensitive data or data of a highly personal
nature, 5) Data processed on a large scale, 6) Matching or combining datasets,
7) Data concerning vulnerable data subjects, 8) Innovative use or applying
new technological or organisational solutions, and 9) Prevention of data
subjects from exercising a right or using a service or a contract. [36]
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3.2 ePrivacy and the Need for Consent for Lo-
cal Storage of and Access to Data

In addition to the GDPR, the ePrivacy Directive also applies
to third-party tracking. This is a lex specialis, meaning that,
when both the ePrivacy Directive and the GDPR apply in
a given situation, the rules of the former will override the
latter. This is the case for third-party tracking, since Article
5(3) of the ePrivacy Directive specifically requires consent
for accessing or storing non-technically necessary data on a
user’s device. It is widely accepted, and reflected in DPAs’
guidance, that most tracking activities are not technically
necessary, and therefore require consent to store data on a
user’s device [54]. So, if tracker software involves accessing
or saving information on a user’s smartphone—as third-party
trackers typically do on a regular basis—this requires prior
consent. As a result, while consent was already the most
reasonable option under the GDPR, it becomes the only viable
one when combining both regulatory frameworks.

As stated above, the GDPR provides a range of possible
lawful grounds of which consent is just one; however, Article
5(3) of the ePrivacy Directive specifically requires consent
for accessing or storing non-technically necessary data on
a user’s device. As a consequence, any further processing
by the third party which is not covered by the initial consent
interaction would usually require the third party to obtain
fresh consent from the data subject.

Recent guidance and enforcement action from various
DPAs have also demonstrated how the GDPR and the ePri-
vacy requirements apply to situations where consent is the
basis for processing by one controller, and when that data is
provided to another controller for further processing. Article
7(1) of the GDPR requires that, where consent is the law-
ful ground, the controller must be able to demonstrate that
the data subject has consented. The ICO’s guidance states
that third-party services should not only include contractual
obligations with first parties to ensure valid consent is ob-
tained, but “may need to take further steps, such as ensuring
that the consents were validly obtained” [53]. It notes that,
while the process of getting consent for third-party services
“is more complex”, “everyone has a part to play” [53]. The
responsibility of third parties has been further illustrated in an
enforcement action by the CNIL (the French DPA), against
Vectaury, a third-party tracking company [22]. This showed
how the validity of consent obtained by an app developer is
not “transitive”, i.e. does not carry over to the third party.
If a first party obtains consent “on behalf ” of a third party,
according to a contract between the two, the third party is still
under the obligation to verify that the consent is valid.

To summarise the implications of GDPR and ePrivacy in
the context of third-party tracking: consent is typically re-
quired for access to and storage of data on the end-user’s
device. Even if that consent is facilitated by the first party,
third parties must also be able to demonstrate the validity of

the consent for their processing to be lawful on that basis.

3.3 Requirements of the Google Play Store

In addition to EU and UK privacy law, Google imposes a
layer of contractual obligations that apps must comply with.
These policies apply worldwide—so beyond the jurisdiction
of the EU and UK—and might oblige all app developers to
implement adequate mechanisms to gather consent for third-
party tracking. Google’s Developer Content Policy highlights
that in-app disclosure and consent might need to be imple-
mented when “data collection occurs in the background of
your app” [47]. The Developer Content Policy also requires
that developers abide by all applicable laws. It is unclear how
strictly compliance with these policies—and in particular with
all applicable laws—is verified and enforced by Google.

4 Tracking in Apps Before and After Consent

The previous section established that third-party tracking in
apps requires valid user consent under the EU and UK regu-
latory framework. Despite these legal obligations, it yet not
clear how and whether consent is realised in practice. In order
to examine the extent to which regulation around consent is
implemented in practice, we conducted two studies—Study 1
(in this section) to see how consent is implemented in a rep-
resentative sample of Google Play apps, and Study 2 (in the
following Section 5) to examine how app developers were sup-
ported and encouraged to implement consent by the providers
of tracker libraries.

4.1 Methodology

We studied a representative sample of 1,297 free Android apps
from the UK Google Play Store. This sample was chosen
randomly (through random sampling without replacement)
from a large set of 1.63 million apps found on the Google
Play Store between December 2019 and May 2020 to under-
stand the practices across the breadth of app developers. We
explored the presence of apps on the app store by interfacing
with Google Play’s search function, similar to previous re-
search [81]. The selected apps were run on a Google Pixel 4
with Android 10. Each app was installed, run for 15 seconds,
and then uninstalled. We did not interact with the app during
this time, to record what companies the app contacts before
the user can be informed about data collection, let alone give
consent. During app execution, we recorded the network traf-
fic of all tested apps with the popular NetGuard traffic analysis
tool [17]. We did not include any background network traffic
by other apps, such as the Google Play Services. For apps that
showed full-screen popup ads, we closed such popups, and
took note of the presence of display advertising. We assessed
whether each contacted domain could be used for tracking
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Hosts Company Apps

adservice.google.com Alphabet 19.7%
tpc.googlesyndication.com Alphabet 17.2%
lh3.googleusercontent.com Alphabet 14.2%
android.googleapis.com Alphabet 12.9%
csi.gstatic.com Alphabet 11.6%
googleads.g.doubleclick.net Alphabet 10.3%
ade.googlesyndication.com Alphabet 9.7%
connectivitycheck.gstatic.com Alphabet 9.5%
config.uca.cloud.unity3d.com Unity 7.5%
ajax.googleapis.com Alphabet 6.9%
api.uca.cloud.unity3d.com Unity 6.8%
android.clients.google.com Alphabet 6.7%
gstatic.com Alphabet 5.8%
graph.facebook.com Facebook 5.5%

Table 1: Top contacted tracker domains by 1,201 randomly
sampled apps from the Google Play Store, at launch, before
any interaction with the apps.

and, if so, to what tracking company it belonged, using a com-
bination of the App X-Ray [15] and Disconnect.me [29]
tracker databases. 15 seconds after having installed the app,
we took a screenshot for further analysis, and uninstalled it.

We inspected the screenshots for any form of display adver-
tising, privacy notice or consent. We took note of any display
advertising (such as banner and popups advertising) observed.
We classified any form of information about data practices
as a privacy notice, and any affirmative user agreement to
data practices as consent. While this definition of consent is
arguably less strict than what is required under EU and UK
law, this was a deliberate choice to increase the objectivity of
our classification, and provide an upper bound on compliance
with EU and UK consent requirements. We then re-installed
and ran those apps that asked for consent, granted consent,
and repeated the network capture and analysis steps above,
i.e. monitoring network connections for 15 seconds, followed
by a screenshot, and finally, removed the app once again.

4.2 Results
Of the 1,297 apps, 96 did not show a working user interface.
Some apps did not start or showed to be discontinued. Other
apps did not provide a user interface at all, such as widgets
and Android themes. We therefore only considered the re-
maining 1,201 apps. 909 apps (76%) were last updated after
the GDPR became applicable on 25 May 2018.5 On average,
the considered apps were released in August 2018 and last

5It is worth noting, however, that both the need for a lawful ground—an
obligation under Directive 95/46—and the consent requirement for access
to and storing on terminal equipment—an obligation under the ePrivacy
Directive—were already applicable before 25 May 2018. The latter has
merely provided clarification on the conditions for consent to be valid.

updated in December 2018. All apps were tested in August
2020, within a single 24-hour time frame.

Widespread tracker use. Apps contacted an average of
4.7 hosts each at launch, prior to any user interaction. A ma-
jority of such apps (856, 71.3%) contacted known tracker
hosts. On average, apps contacted 2.9 tracker hosts each, with
a standard deviation of 3.5. The top 10% of apps contacted at
least 7 distinct hosts each, while the bottom 10% contacted
none. Alphabet, the parent company of Google, was the most
commonly contacted company (from 58.6% of apps), fol-
lowed by Facebook (8.2%), Unity (8.2%), One Signal (5.6%),
and Verizon (2.9%). Apps that we observed showing display
ads contacted a significantly higher number of tracker hosts
(on average 6.0 with ads vs 2.2 without).

Dominance of Google services. The 9 most commonly
contacted domains all belong to Google; the top 2 do-
mains are part of Google’s advertising business (adservice.
google.com, linked to Google’s Consent API, and tpc.
googlesyndication.com, belonging to Google’s real-time
advertisement bidding service). 704 apps (58.6%) contacted
at least one Google domain; the top (Google) domain was
contacted by 236 apps (19.7%). Such breadth and varia-
tion is reflective of the corresponding variety of services that
Google offers for Android developers, including an ad net-
work (Google AdMob), an ad exchange (Google Ad Manager,
formerly known as DoubleClick), and various other services.
Domains by other tracker companies, such as Unity and Face-
book, were contacted less frequently by apps (see Table 1).

Google’s tracking was also observed to be deeply integrated
into the Android operating system. It has been known that the
Google Play Services app—required to access basic Google
services, including the Google Play Store—is involved in
Google’s analytics services [63]. In our network analysis,
this app seemed to bundle analytics traffic of other apps and
send this information to Google in the background with a
time delay. Without access to encrypted network traffic (as
explained in Section 2.3), this makes it impossible to attribute
network traffic to individual apps from our sample, when
such network traffic could also be related to other system
apps (some of which, such as the Google Phone app, use
Google Analytics tracking themselves). As a consequence,
we are likely under-reporting the number of apps that share
data with Google, since we only report network traffic that
could be clearly attributed.

Consent to tracking is widely absent. Only 9.9% of apps
asked the user for consent. Apps that did so contacted a
larger number of tracker hosts than those that did not (3.7
with consent vs 2.8 that did not). A slightly larger fraction
(12.2% of all apps), informed the user to some extent about
their privacy practices; apps in this category also contacted
a larger number of trackers than those that did not (3.6 that
informed vs 2.8 that did not). 19.1% of apps that did not
ask for consent showed ads, compared to only 2.5% of apps
that asked for consent. Once consent was granted, the apps
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contacted an average of 4.2 tracker hosts (higher than the 3.7
before granting consent, and the 2.8 for apps without any
consent flows).

Consent limited to using or not using an app. Most apps
that ask for consent force users into granting it. For instance,
43.7% of apps asking for consent only provided a single
choice, e.g. a button entitled “Accept Policy and Use App” or
obligatory check boxes with no alternative. A further 20.2%
of apps allowed users to give or refuse consent, but exited im-
mediately on refusal, thus providing a Hobson’s choice. Only
42 of the apps that implemented consent (comprising a mere
3.5% of all apps) gave users a genuine choice to refuse con-
sent. However, those apps had some of the highest numbers
of tracker hosts, and contacted an average of 5.2 on launch.
Among these apps, if consent was granted, the number of
tracker hosts contacted increased to 8.1, but, interestingly, an
increase was also observed even if data tracking was opted-out
(from the pre-consent 5.2 to 7.5 post-opt-out).

Consent limited to the personalisation of ads. Consent
was often limited to an opt-out from personalised ads. 37 of
the 42 apps that implement a genuine choice to refuse consent
restrict this choice to limiting personalised advertising; such
choice might make some users wrongly assume that refusing
to see personalised ads prevents all tracking (see Figure 1 for
some common examples). We observed that 23 of these 37
apps (62%; 1.9% overall) used Google’s Consent API [43], a
toolkit provided by Google for retrieving consent to person-
alised ads (particularly when multiple ad networks are used).
None of the apps using the Google Consent API, however,
ended up asking users to agree to further tracking activities,
such as analytics. Only 4 apps provided the option to refuse
analytics; all 4 of these did so in addition to providing the
option to opt-out of personalised advertising. One further app
in our sample requested consent to process health data.

5 Support and Guidance from Trackers

The previous section found a widespread absence of consent
to third-party tracking in apps. As explained in Section 3,
both first and third parties have a part to play in facilitating
valid consent, and third parties need to take steps to ensure
consent obtained by first parties is valid. At the same time,
it has been reported that many app developers believe the re-
sponsibility of tackling risks related to ad tracking lie with the
third-party companies [62], and need clear guidance regarding
app privacy [12]. In this section, we assess the efforts, that
providers of tracker libraries make, to encourage and support
app developers in implementing a valid consent mechanism.
We focus on the most common libraries so as to understand
the current practices across the tracking industry.

5.1 Methodology

Our qualitative analysis focuses on the 13 most common
tracker companies on Android (according to [39]), and three
types of document that each of them provides: 1) a step-by-
step implementation guide, 2) a privacy policy, and 3) further
publicly available documentation. While there may be other
ways in which providers of tracking libraries support app de-
velopers to facilitate valid consent, we reason that these are
the standard means by which such support would be provided.
Step-by-step implementation guides serve as a primary re-
source for app developers and summarise the essential steps of
implementing a tracker library in code. Since the implementa-
tion of consent must be done in code, consent implementation
is one essential step for those trackers that require consent.

In assessing this documentation, we assume the perspective
of an app developer who is motivated to comply with any ex-
plicit requirements mentioned by the tracker provider, and to
follow their instructions as to how to do so, but lacks in-depth
knowledge about how the GDPR and ePrivacy Directive ap-
ply to their use of a given third-party tracking software [49].
We also assume that app developers are likely to read doc-
umentation only so far as necessary to make the third-party
library functional, often through trial-and-error [56, 58], and
stop studying other resources once the tracker implementa-
tion is functional, since they are often pressured by time and
economic constraints [4, 32, 62].

5.2 Results

Our results are summarised in Table 2. We detail our main
findings in the following paragraphs.

Most trackers are unclear about their use of local stor-
age. Whether a tracker accesses and/or stores information on
a user’s device is essential in determining the need to imple-
ment consent, as explained in Section 3.2. As such, we would
expect to find information stating whether or not access and/or
storage takes place as part of the standard operation of the
tracker. However, we did not find such information for 6 out
of 13 trackers. For the others, this information was difficult
to find. AppsFlyer rightly states in its online documentation
that “there are no cookies for mobile apps or devices” [9].
While this is true from a technical perspective, EU and UK
law do not differentiate between cookies and other informa-
tion saved on a user’s device. Crucially, we did not find any
tracker stating not to save information on a user’s device. In
the absence of such a denial, app developers would run the
risk of assuming they do not need to obtain consent for data
accessed and/or stored by the tracker.

Most trackers expect app developers to obtain consent.
Despite being unclear about their use of local storage, a closer
inspection of the tracker policies and documentation found
that most trackers instruct developers to request consent from
EU users (11 out of 13). AppLovin is an exception, but does
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Tracker Apps
Expects consent
(in EU / UK)

Implements consent
(by default)

Mentions consent
(in implementation guide)

Discloses local
data storage

Google Analytics 50% Yes No No Yes
Google AdMob 45% Yes No Yes Yes
Google Crashlytics 29% Yes No No Yes
Facebook App Events 20% Yes No No ?
Google Tag Manager 19% Yes No No Yes
Facebook Ads 14% Yes Yes* No ?
Flurry 9% Yes No No ?
Unity Ads 8% Yes Yes No Yes
Inmobi 8% Yes No Yes ?
Twitter MoPub 6% Yes Yes No Yes
AppLovin 6% No No No ?
AppsFlyer 5% ? No Yes ?
OneSignal 4% Yes No No Yes

Table 2: Consent requirements and implementation for 13 commonly used Android trackers. App shares according to the Exodus
Privacy Project [39]. The trackers in bold require consent, but do neither implement such by default nor mention the need to do
so in their implementation guides. ?: We did not find any information. *: Facebook opts-in users by default to their personalised
advertising, unless they disable this behaviour from their Facebook settings or do not use the Facebook app.

require consent if developers want to show personalised ads
(which tend to be more lucrative than contextual ads). For
AppsFlyer, we could not find any information regarding the
need to ask users for consent. The need to ask for consent was
sometimes difficult to find, and required a careful reading of
the policies and documentation provided. Some developers
are bound to overlook this, and unnecessarily compromise on
the users’ right to choose over tracking.

Few trackers implement consent by default. We further
inspected whether tracker libraries provide their own consent
implementation. If they do, an app developer would not need
to make any further modification to the app code. However,
only a minority of tracker libraries (3 out of 13) integrates
an implementation of user consent by default, and none of
the five most common trackers do so. Unity Ads and Twitter
MoPub provide consent flows that are automatically shown,
without further action by the app developer. Facebook Ads
only shows ads, if the app user 1) has agreed to personalised
ads in their Facebook account settings, and 2) uses the Face-
book app on their phone. However, Facebooks opts-in users
by default to their personalised advertising, unless they dis-
able this behaviour from their Facebook settings (checked 14
February 2021). While Google AdMob provides a consent
library, this is not implemented by default. Indeed, Google
AdMob expects the app developer to retrieve consent from
the user, but shows personalised ads even if the developer
does not implement their consent library.

Limited disclosure of consent requirements in step-by-
step guides. We find that 3 out of 13 tracker libraries disclose
the potential need for consent in their step-by-step implemen-
tation guides. This is despite 11 out of 13 trackers mentioning

the need to implement consent in other places of their online
documentation. Google AdMob mentions the need to retrieve
consent amongst other “examples of actions that might be
needed prior to initialization” [46] of AdMob. Inmobi points
out that developers need to “obtain appropriate consent from
the user before making ad requests to InMobi for Europe” [55]
in the Section on “Initializing the SDK”. AppsFlyer offers
developers to “postpone start [of the tracker library] until
you receive user consent due to GDPR or CCPA requirements,
etc.” [10] in Section 3.4 on “Delay SDK initialization”. It is
not clear from these three implementation guides what other
reasons are to “delay initialisation” beyond legal compliance,
and why this is not clarified. At least 6 out of 13 trackers
require consent, but neither implement such by default nor
inform app developers of the need to do so in the implemen-
tation guides. If AppLovin needs consent (despite not stating
to do so, but as suggested by our legal analysis in Section 3),
this figure would increase to 7 out of 13 trackers.

Compliance guidance: often provided, but sometimes
difficult to find, hard to read, and poorly maintained.
Many tracker companies provide additional information on
GDPR compliance and consent implementation on a separate
website as part of their online documentation. We found some
compliance guidance (with varying levels of detail) for all
trackers except the Google Tag Manager. Excluding the 3
trackers implementing consent by default, a developer needs
an average of 1.56 clicks to reach these compliance guides.
For AppLovin, a developer must click “Help Center”, then
“Getting started & FAQ”, and lastly “User opt-in/opt-out in
the AppsFlyer SDK”. Facebook required developers to click
“Best Practices Guide” and then “GDPR Compliance guide”.
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(a) Facebook links to a page that is sup-
posed to explain how to implement consent
in practice.

(b) Google AdMob links to an outdated
library, creating unnecessary friction for
consent implementation.

(c) Flurry links to a broken GDPR guide.

Figure 2: Many trackers provide information on what developers need to know to implement consent. These guides are often
difficult to find, hard to read, and poorly maintained. 3 out of 13 common trackers linked to unmaintained or broken pages.

While this GDPR compliance guide provides some guidance
on the implementation of consent, the link to Facebook’s
“consent guide” with practical examples of how to implement
consent was broken. Also, the framing as “Best Practices”
suggests optionality of legal compliance. For OneSignal, de-
velopers must first click “Data and Security Questions” and
then “Handling Personal Data”.

The compliance guides (excluding code fragments) reached
a mean Flesch readability score [42] of 41.8, as compared
to 50.6 for the step-by-step implementation guides (where
100 means “very easy”, and 0 “very difficult” to read). Both
the implementation and compliance guides are “difficult” to
read, with the compliance guides somewhat more so. For 3
of the 13 trackers, we were directed to broken or outdated
links (see Figure 2). Google AdMob linked to an outdated
consent strategy, while the Facebook SDK and Flurry linked
to non-existing pages (returning 404 errors). We found other
pages with compliance information for each of these trackers,
but broken guidance can act as a deterrent for developers who
want to implement consent and follow their legal obligations.
However, while this paper was under review, the broken links
in the documentation of the Flurry and Facebook trackers
were fixed.

6 Limitations

It is important to acknowledge some limitations of our
methodology. Our analysis in Section 4 used dynamic anal-
ysis, and not all tracking might be detected. We only in-
spected network traffic before and shortly after consent was
given. Apps might therefore conduct more tracking during
prolonged app use. Besides, we only reported the network
traffic that could be clearly attributed to one of the apps we
studied, potentially leading to under-reporting of the extent of
Google’s tracking (as explained in Section 4). While the re-
ported tracking domains can be used for tracking, they might
also be used for other non-tracking purposes; however, it is
the choice of the tracking company to designate domains for
tracking. We do not study the contents of network traffic be-
cause apps increasingly use certificate pinning (about 50% of

the studied apps used certificate pinning for some of their net-
work communications). As for our second study in Section 5,
we studied the online documentation of tracker libraries with
great care, but did not always find all relevant information,
particularly regarding the local storage of data on a user’s
device. Where this was the case, we disclosed this (e.g. see
Table 2).

7 Discussion and Future Work

Consent is an integral part of data protection and privacy leg-
islation, both in the EU and the UK, and elsewhere. This
is all the more so in the context of third-party tracking, for
which consent appears the only viable lawful ground under the
ePrivacy Directive and the GDPR, as analysed in Section 3.
Not only has this has been emphasised by multiple DPAs,
but is also acknowledged by tracking companies themselves
in the documentation they make available to app develop-
ers. Relying on the controller’s legitimate interests—the only
conceivable alternative to consent under EU and UK data pro-
tection law—would likely fail short of passing the balancing
test outlined in Article 6(1)f GDPR. This also follows from
the requirement to obtain consent prior to storing or accessing
information on a user’s device, under the ePrivacy Directive.

Against this backdrop, we analysed 1,297 mobile apps
from Google Play in Section 4 and discovered a widespread
lack of appropriate mechanisms to gather consent as required
under the applicable regulatory framework. We found that,
while the guidelines of many commonly used tracker libraries
require consent from EU and UK users, most apps on the
Google Play Store that include third-party tracking features
do not implement any type of consent mechanism. The few
apps that require data subjects to consent do so with regard
to personalised advertising, but rarely for analytics—despite
this being one of the most common tracking practices. Where
an opt-out from personalised advertising was possible, the
number of tracker domains contacted decreased only slightly
after opting-out, hinting to continued data collection when
serving contextual advertising. These observations are at odds
with the role of consent as the only viable option to justify the
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processing of personal data inherent to third-party tracking.
As detailed in Section 4, the fact that only 9.9% of the

investigated apps request any form of consent already sug-
gests widespread violations of current EU and UK privacy
law. This is even before considering the validity of the con-
sent mechanisms put in place by that small fraction of apps.
As underlined in Section 3, consent must be “freely given”,
“informed”, “specific” and “unambiguous”. The findings out-
lined in Section 4 suggest that most apps that do implement
consent force users to grant consent, therefore ruling out its
qualification as “freely given”. The same goes for the 43.7%
of those apps that do not provide data subjects with the possi-
bility to consent separately for each purpose, but instead rely
on bulk consent for a wide array of purposes.

When considering both the absence of any form of consent
in more than 90% of the investigated apps and the short-
comings inherent to the few consent mechanisms that are
implemented by the remaining sample, we infer that the vast
majority of mobile apps fail short of meeting the requirements
stemming from EU and UK data protection law. Our analysis
does not even consider the fact that consent is only one of a
variety of legal rules that third-party tracking needs to com-
ply with. Breaches of other legal principles—such as data
minimisation, purpose and storage limitation, security and
transparency—might be less visible than a lack of consent
and harder to analyse, but no less consequential.

We further found that one of the reasons for the lack of
consent implementation in apps might be inadequate support
by tracker companies [12, 62]. Studying the online docu-
mentation of the 13 most commonly used tracker libraries in
Section 5, only 3 trackers implemented consent by default,
and another 3 disclosed the need to implement consent as part
of step-by-step implementation guides. These step-by-step
guides serve as a primary resource for app developers, and
can give a false impression of completeness when in fact
additional code needs to be added for many trackers to re-
trieve user consent. This is true for at least 6 out 13 trackers,
including Google Analytics and the Facebook App Events
SDK, which likely need consent, but neither disclose this
in their implementation guides nor implement such consent
by default. While most trackers provide some compliance
guidance, we found that this can be difficult to find, hard to
read, and poorly maintained. Whatever the reasons for the
lack of consent, the result is an absence of end-user controls
for third-party tracking in practice.

Lastly, it is worth highlighting that Google, which is both
the largest tracking company and the main developer of An-
droid, faces conflicts of interest with respect to protecting
user privacy in its Google Play ecosystem [30, 48, 78]. The
company generates most of its revenue from personalised ad-
vertising, and relies on tracking individuals at scale. Certain
design choices by Google, including its ban of anti-tracking
apps from the Play Store, its recent action against modified
versions of Android, and the absence of user choice over

AdID access for analytics on Android (as opposed to iOS),
create friction for individuals who want to reduce data collec-
tion for tracking purposes, and lead to increased collection of
personal data, some of which is unlawful as our legal analysis
has shown.

Future work. An overarching question for future work
is the extent of the legal obligations faced by the many ac-
tors involved in the third-party tracking ecosystem, ranging
from app developers to providers of tracker libraries and mo-
bile operating systems. This is inextricably linked to their
qualification as “controllers”, a legal notion the boundaries
of which remain, despite recent jurisprudence [24–26] and
detailed guidance [34, 37], still controversial. Our analysis
highlighted how simple changes in the software design can
have significant effects for user privacy.

Moreover, while the US—unlike many developed
countries—lack a federal privacy law, there exists a variety
of specific privacy laws, such as COPPA to protect children
and HIPAA to protect health data, as well as state-level pri-
vacy laws, including CCPA in California. Some of these laws
foresee consent requirements similar to EU and UK law. We
leave it to further work to assess how widely apps comply
with the consent requirements of US privacy legislation.

8 Conclusions

Our work analyses the legal requirements for consent to track-
ing in apps, and finds an absence of such consent in practice
based on an analysis of a representative sample of Google Play
apps. This, in turn, suggests widespread violations of EU and
UK privacy law. Simple changes by software intermediaries
(such as Google and Facebook), including default consent
implementations in tracker libraries, better legal guidance for
app developers, and better privacy options for end-users, could
improve the status quo around app privacy significantly. How-
ever, there is doubt that these changes will happen without
further intervention by independent parties—not only end-
users, but also policymakers and regulators—due to inherent
conflicts between user privacy and surveillance capitalism.

While the web has seen a proliferation of deceptive and
arguably meaningless consent banners in recent years [60,65],
we hope that mobile apps will not see a similar mass adop-
tion. Rather, we aim to influence the current policy discourse
around user choice over tracking and ultimately to make such
choice more meaningful. As Apple has demonstrated with its
recently introduced iOS 14.5, system-level user choices can
standardise the process of retrieving user consent and make
hidden data collection, such as tracking, more transparent
to end-users. We call on policy makers and data protection
regulators to provide more stringent guidelines as to how
consent to tracking should be implemented in program code,
particularly by browser developers, device manufacturers, and
platform gatekeepers in the absence of such existing require-
ments.
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“Whether it’s moral is a whole other story”: Consumer perspectives
on privacy regulations and corporate data practices
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Abstract
Privacy laws govern the collection, use, and disclosure of per-
sonal information by businesses. Through an online survey
with 300 participants and a follow-up interview with 32 partic-
ipants, we investigate Canadians’ awareness of their privacy
rights and how businesses manage their personal information.
Further, we explore how Canadians respond to hypotheti-
cal privacy violations using ten scenarios adapted from real
cases. Our participants are generally aware of having privacy
rights but have insufficient knowledge and resources to ex-
ercise those rights properly. Participants did not necessarily
equate compliance with the law as sufficient for ethical con-
duct. Through our analysis, we identified a “moral code” that
consumers rely on to assess privacy violations based on the
core moral values of trust, transparency, control, and access.

1 Introduction

Despite rapid technological change, the Canadian regula-
tory landscape under the Fair Information Practices Princi-
ples framework that has governed consumer privacy has re-
mained largely unchanged for the last 50 years [8]. From
this framework, Canada has devised ten Fair Information
Principles (FIPs) under Canadian privacy law known as the
Personal Information Protection and Electronic Documents
Act (PIPEDA). The core principles of PIPEDA are: 1) ac-
countability, 2) identifying purposes, 3) consent, 4) Limiting
Collection, 5) Limiting Use, Disclosure, and Retention, 6) Ac-
curacy, 7) Safeguards, 8) Openness, 9) Individual Access, and
10) Challenging Compliance (described in Appendix A4.1).

Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
without fee.
USENIX Symposium on Usable Privacy and Security (SOUPS) 2021.
August 8–10, 2021, Virtual Conference.

We investigated Canadians’ perspectives on their privacy
rights and corporate data practices relating to their digital data
through a survey with 300 Canadian residents and followed-
up with 32 interviews. The studies explored general privacy
perceptions and self-reported knowledge of businesses’ data
collection and usage practices towards consumer data. Partici-
pants described their understanding of their own privacy rights
and their interpretations of ten scenarios describing corporate
data privacy practices adapted from real privacy cases pub-
lished online [24] by the Office of the Privacy Commissioner
of Canada (OPC) to guide compliance with PIPEDA.

Our work makes two main contributions. First, we expand
the literature on individuals’ privacy perspectives and under-
standing about corporate data practices. Participants perceived
significant challenges to consumer privacy protection: a lack
of awareness, difficulty enforcing privacy laws, rapid techno-
logical change, and safeguarding against hackers. They were
largely unaware of the PIPEDA FIPs and unsure how they
applied to the provided scenarios. The interviews uncovered
that participants relied on an informal “moral code” to judge
privacy violations. This code was derived from personal val-
ues of trust, transparency, control, and access. Participants
wanted businesses to follow this moral code even when it
exceeded legal requirements.

Second, our mixed-study methodology enables a better
understanding of users’ reasoning and interpretation of the sit-
uation when faced with privacy violations. Participants identi-
fied various barriers that prevented them from raising privacy
concerns with businesses or regulatory bodies, even though
most feel it was primarily the consumer’s responsibility to re-
port such privacy violations. We observed ambivalence from
participants, as they felt that individuals were largely power-
less when faced with corporate privacy violations, regardless
of whether these violated regulations or their own moral code.
Our work increases awareness of end-user perspectives among
stakeholders and supports calls for change. It can also inform
educational efforts and may prompt privacy-supportive sys-
tems to help users manage their privacy in this context.
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2 Background

Personal information on digital platforms could be exposed
to other individuals, but may also be collected, used and
shared with institutions [7]. Social privacy involves privacy
situations with other individuals, whereas institutional pri-
vacy concerns users’ relationships with organizations who
collect, use, and share their personal data to provide online
services [30]. Past research shows that users tend to focus
their privacy concerns on the appropriateness of shared infor-
mation in a social context and neglect institutional privacy
risks [30]. A study that focuses on social media users [32]
found that privacy is understood universally as a matter of
controlling one’s own data relating to personal autonomy and
that concerns and engagement in protective tactics centres on
being personally affected by privacy violations. Many con-
sumers feel ill-informed about how their data is collected and
used [27, 28, 31].

Even though users recognize a need to protect their private
data, many feel they have little control over their own data [32].
Mayer’s Integrative Model of Organizational Trust [22] posits
that trust is the perception of an organization’s ability, benev-
olence, and integrity. The perceived effectiveness of privacy
legislation and the trust users have towards organizations
could affect their perceived effectiveness of privacy policies,
perceived benefits of information disclosure, and their assess-
ments of online privacy risks [41].

Privacy has been described in several distinct but related
theories. Privacy could be described as the right to be left
alone [34]. Yet, this does not capture the relationship between
consumers and corporate organizations. When consumer be-
haviour is observed in context of privacy, a paradox is often
observed [14,19]. Reasons for the privacy paradox commonly
describe consumers’ lack of awareness [12,27] and the notion
of privacy as a commodity: trading personal information for
convenience, goods, and services [3, 5]. Other theories define
privacy as a state subjective to individuals’ perceptions and
beliefs [34]. Altman [6] defines privacy as the “the selective
control of access to the self or to one’s group.” Similarly,
Westin [42] described privacy as the perceived control an indi-
vidual has over the collection and use of personal information.
Solove [35] argues that privacy has many different meanings
serving various functions in different contexts. The notion of
contextual integrity considers the flow of information about
individuals that are related to the context and could be vio-
lated when the informational norms associated with a given
situation are breached [23]. Though context-dependent pri-
vacy research (e.g., [18, 39]) enables inferences about privacy
decisions, further research is needed to identify conditions
that lead to disclosure decisions [18].

In a recent position paper, Abdul-Ghani [1] positioned the
extent to which consumers are aware of the data collection
mechanism used by organizations and the tools available to
consumers to protect their personal information as an ethical

issue that could impact modern digital marketing practice.
For example, institutional privacy assurances such as privacy
policies can help to reduce individual privacy concerns [44].
The problem is that users seldom read privacy policies be-
fore agreeing to the terms and conditions because policies
are long and difficult to understand [4]. Palmatier and Mar-
tin [26] recommended several ways for organizations to act
ethically regarding the collection, use, storage, and dissemina-
tion of consumer data, including minimizing data collection,
more transparency and control, and protecting data from data
breaches, and regular audits of organizational privacy prac-
tices. Of course, other competing priorities for organizations
may render these options less desirable from their perspec-
tive than their current practices, especially if current practices
technically comply with the relevant regulations.

Some researchers [25] have proposed privacy as a dynamic,
dialectic process, where privacy regulation is under continu-
ous negotiation and management conditioned by one’s own
expectations and experiences. However, existing research on
users’ understanding of privacy rights shows that although
many like the concepts of having privacy rights, users gen-
erally do not know what their rights are [17]. Furthermore,
since users seldom read privacy policies, their expectations re-
garding corporate data practices are often mismatched against
the actual data practices, leading to unintended sharing of
personal information online [29].

3 Methodology

Our mixed study methodology was cleared by our university’s
research ethics board and consisted of a survey and follow-up
one-on-one interviews with a subset of participants. We con-
sulted a law and privacy expert during the development of the
survey and pilot tested with lab members. We collected 300
survey responses from Canadian residents using Prolific1 for
recruitment. Participants (148 self-identifying as male, 149 as
female, and 3 as non-binary) were compensated $3.40 CAD
for completing a Qualtrics2 questionnaire, which took on av-
erage 14.2 minutes to complete (SD = 8 minutes). Table 1
summarizes our participants’ demographics. We had more
participants from the province of Ontario and in the 20s to
30s age range with lower levels of education and income com-
pared to the most recent Statistics Canada census data [37].
Note that we did not exclude participants from Quebec (QC),
but the province is primarily French-speaking. Thus, we be-
lieve that this impacted their interest in our English-language
survey on Prolific. Using Westin’s privacy clusters, 8% of par-
ticipants are marginally concerned (i.e., low privacy concern),
75% are pragmatists (i.e., medium privacy concern), and 16%
are fundamentalists (i.e., high privacy concern). We found
reasonable agreement between our user clusters compared to

1https://www.prolific.co
2https://www.qualtrics.com
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past studies [2, 10, 13, 33].
From the survey sample, we pseudo-randomly invited (i.e.,

ensuring broad coverage of demographics) 32 interested par-
ticipants to a virtual follow-up interview that lasted on average
39 minutes (SD = 11 minutes). Each interview participant
was compensated $20.70 CAD. The participants’ identities
were anonymized with a code name (e.g., P1, P32)

3.1 Survey

The survey (see Appendix A) contained Likert-scale and
multiple-choice questions with a “Prefer not to answer” op-
tion for all questions. The survey is divided into four sections,
with the first section containing demographic information.
The second section included Westin’s privacy index questions.
The third section focused on self-reported knowledge of Cana-
dian privacy regulations, privacy rights and protection, how
businesses collect, use, and share personal information, and
perceptions of smart technology’s impact on privacy.

In the fourth section, each participant was randomly as-
signed to five out of ten privacy vignettes created from real
privacy complaints against organizations, investigated by the
Office of the Privacy Commissioner of Canada (OPC). Ran-
domizing five of ten vignettes enabled us to explore a broader
range of data privacy scenarios without overburdening the
participants. Each case’s conclusions are based on factual
analysis through court decisions and OPC findings, which
provide reasonable guidelines for whether the organization’s
actions were in compliance or violation of a provision of
PIPEDA. We selected ten cases with clear outcomes, cover-
ing a range of FIPs, and that are likely to occur in everyday
life from twenty candidate cases. For brevity, we summarized
the scenarios in Table 2. More information about the selected
cases is available in Appendix A4.2.

Each vignette was displayed one at a time and accompa-
nied by three five-point Likert-scale questions (Strong agree
to Strongly disagree); the questions are: 1) I think scenar-
ios like this are likely to happen; 2) I would be concerned
about my privacy in this scenario; 3) I think the business acted
appropriately in a lawful manner based on the situation de-
scribed. Lastly, we asked participants to select “Which of the
privacy principles do you think apply in this situation” from a
checklist. To ensure a baseline understanding of the ten FIPs,
we displayed the OPC’s official descriptions of the principles
for each scenario.

3.2 Interview

Approximately one-third (n = 111) of the survey participants
volunteered to be contacted via email for a follow-up inter-
view. We sent these participants a screening questionnaire
containing the interview consent form; 79 participants re-
sponded, and 53 agreed to schedule an interview. In the final

stage, 32 participants completed the interview via video con-
ferencing.

The semi-structured interview consisted of two parts (see
Appendix A2). In the first part, we asked general questions
regarding personal information and how Canadian privacy
laws protect consumer privacy. We then asked participants
to explain whether they think companies and existing laws
provide adequate protection and what other protections should
exist. We inquired about whose responsibility it is to report
privacy concerns. If the participants had a previous privacy
concern or complaint against a business, they recounted the
incident. Lastly, participants shared their thoughts about the
biggest challenges facing consumer privacy protection.

In the second part, the participants clarified and elaborated
on their responses to their previously completed vignette sce-
narios in the survey. We were particularly interested in their
opinions about whether the business had acted appropriately
under the law and whether they would be concerned about
their privacy if faced with the scenario. If relevant, they were
asked to share a similar situation they experienced. We re-read
the scenarios from the survey before participants responded
and encouraged them to thoughtfully discuss their responses
to the scenarios. The interviews were audio-recorded, then
transcribed using Trint3 speech-to-text software and manually
checked for accuracy.

3.2.1 Grounded Theory analysis

We chose Grounded Theory methodology [11] to analyze
the interview data to form an explanatory theory about how
consumers assess privacy violations in the collection, use, and
disclosure of their personal information. In the first iteration,
the lead researcher read all transcripts to gain an overall under-
standing, then coded all transcripts point-by-point in Atlas.ti4

qualitative analysis software and developed 106 descriptive
codes. Through Axial coding, we developed a codebook by
looking for patterns and connections within the codes, and
generated 13 groups. Figure 1 shows a sample of the codes
grouped into higher-level concepts.

A research assistant used the developed codebook to con-
duct a second independent analysis of 10 out of 32 interview
transcripts). We used Krippendorff’s alpha coefficient [20] to
measure the agreement of the two coders because it is sensi-
tive to small samples, whereas Cohen’s kappa assumes an in-
finite sample size [21]. Krippendorff [20] suggests α ≥ 0.667
as the minimum acceptable value. Our test showed moderate
agreement between the two researchers’ analyses, α = 0.741.
The two researchers met and resolved the coding variability
by explaining their rationale for the analysis and discussed
until they reached a mutual agreement. The lead researcher
then re-coded the remaining interview based on the agreed

3https://trint.com
4https://atlasti.com
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Province and Territory Gender Age Group Level of Education Income
Survey StatCan Interview Survey StatCan Interview Survey StatCan Interview Survey StatCan Interview Survey StatCan Interview

ON 55% (38%) 59% Male 49% (49%) 50% 18 to 19 years 4% (N/A) 0% No high school 1% (12%) 3% <$15k 6% (21%) 0%
BC 16% (13%) 19% Female 50% (51%) 50% 20 to 29 years 42% (13%) 22% High school 18% (24%) 6% $15k-$34k 16% (30%) 16%
AB 12% (12%) 13% Non-binary 1% (N/A) 0% 30 to 39 years 36% (14%) 50% College 14% (22%) 19% $35k-$74k 34% (33%) 31%
NS 6% (3%) 6% 40 to 49 years 10% (13%) 13% Bachelors or higher 64% (29%) 66% $75k-$149k 31% (14%) 38%
MB 4% (4%) 3% 50 to 59 years 4% (15.0%) 9% Other Professional 2% (11%) 6% $150k-$199k 4% (2%) 6%
SK 3% (4%) 0% 60+ years 3% (23%) 6% No answer 0.3% (N/A) 0% >$200k 2% (2%) 6%
NL 1% (2%) 0% No answer 6% (N/A) 3%
PE 1% (0.4%) 0%
NB 0.7% (2%) 0%
QC 0% (23%) 0%
YT 0.3% (0.1%) 0%
NT 0% (0.1%) 0%
NU 0% (0.1%) 0%

Table 1: Participant demographic information for the survey and interview study. Survey demographics are compared to national
averages from Statistics Canada’s most recent census data (in brackets).

Figure 1: A subset of codes used in the open coding process
in Atlas.ti. The codes are grouped into related concepts based
on the axial coding process in the format “Concept: Code”.

analysis. Lastly, we used Selective Coding to integrate results
into a theory unifying core themes and grounded in the data.

4 Survey Results

The majority of participants owned at least two types of
internet-connected devices. Desktop, laptops, and mobile
phones are the most common (99%), followed by tablets
(70%), gaming consoles (68%), and smart media devices
(65%). Less than half owned home assistants (42%), wear-
ables (37%), and smart appliances (37%). Some have a car
with a smart system (19%) and home security systems (12%);
few have internet-connected toys, monitors, and trackers (8%),
and medical health monitors (3%).

4.1 Technology’s impact on privacy
Only 36% rated their knowledge of how these technologies
affected their privacy as good or very good. As summarized

Figure 2: Self-reported knowledge of how to protect personal
information across a variety of devices.

in Figure 2, participants felt they had poor knowledge about
how new technology like home assistants, smart devices, and
smart cars, and other connected devices affect their privacy.
Even though they reported having highest knowledge about
how desktops and laptops, followed by tablets, home security
systems, and mobile phones affect their privacy, participants
were not very confident about these either.

4.2 Information management practices
As summarized in Figure 3, participants reported being dili-
gent in applying some information privacy management prac-
tices while neglecting others. We note that these are self-
reported behaviours. Therefore, they may not fully reflect
actual behaviours. Participants believe themselves to be most
diligent in avoiding sharing their Social Insurance Number
(SIN), exercising safe password practices, downloading files
from reputable sources, and installing the latest software up-
dates. They reported being less attentive about using encryp-
tion and disabling Wi-Fi and Bluetooth when not in use and
when moving through public spaces. More than half would
withhold sharing optional information, but less than half think
about why their data is needed, who will use it, and how it
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Scenario Description Compliant Principles

S1-outsourcing-abroad Your email provider notifies you that your email subscription will be outsourced to the US.
You will be asked to accept or decline the new services upon login to your new account.

Yes Accountability; Consent

S2-GPS-tracking Your telecommunications employer notifies you that they will begin tracking your location
via Global Positioning System (GPS) on company vehicles to manage workforce produc-
tivity, safety, and company assets.

Yes Identifying Purposes; Consent;
Limiting Collection; Limiting
Use; Safeguards; Openness

S3-opt-out-consent Your cellular provider notifies you by mail that the company intends to use customers’ per-
sonal information for secondary marketing purposes. You could have your name removed
from the marketing list by contacting the company; otherwise, it will assume your consent.

Yes Consent

S4-over-collection You are asked for your personal identification information (Utility bill and driver’s licence)
for the purpose of verifying your identify for receiving a free $10 gift card.

No Accountability; Consent; Lim-
iting Collection; Openness

S5-amending-consent You receive a notice from your bank that its changing their policy to use your personal
information for the secondary purpose of marketing. The notice outlines who would have
access to customers’ personal information and how to withdraw your consent.

No Consent

S6-identify-theft Your personal information was used by a fraudster to open a credit card account using your
personal information, and your bank assumed the financial loss for the account balance

No Accuracy; Safeguards

S7-safeguarding-data A connected toy manufacturer, of which you are a customer, notifies you that they are
improving security after a data breach resulting in the potential compromise of you and
your child’s personal information.

No Safeguards

S8-openness-of-collection You are asked to create a User ID and provide your credit card information to access online
services from a well-known technology company to download a free app. Instructions for
downloading without providing the information is posted in the website’s support section.

No Identifying Purposes; Limiting
Collection; Openness

S9-accessing-password Your request to directly access your login-related information (date, time, and IP address)
from a web-based company after suspicious password reset is denied based on the explana-
tion that only law enforcement can have access, not clients.

No Accountability; Safeguards; In-
dividual Access; Challenging
Compliance

S10-challenging-exceptions Your physician refuses to provide your insurance company his personal notes after your
medical examination because he claims it is not part of your official medical record.

No Individual Access

Table 2: Scenario descriptions (condensed version) and the relevant privacy principles. The OPC ruled the first three scenarios
compliant with PIPEDA and the rest in violation.

Figure 3: Self-reported information privacy behaviour.

would be used before providing it online. Unsurprisingly,
many participants do not read privacy policies. Only half said
they would remove their personal information when they no
longer need the product or service. Even though 67% of partic-
ipants indicated that they are concerned about their personal
information held by companies, few said they would raise
a privacy concern if companies mishandled their personal
information.

4.3 Awareness of privacy rights
Only a third of participants indicated that they have good
knowledge of their privacy rights (29%) and how to protect
those rights (37%). This overall low level of knowledge is
reflected in the low awareness of how businesses manage
their personal information. Most participants are aware of the
information management practices for only some or none of
the services and products that they use. We used Friedman’s
Analysis of Variance to determine how their awareness dif-
fered across the eight types of data management practices
(Figure 4). We found an overall statistically significant dif-
ference between perceived awareness of different practices
(χ2(8) = 559.987, p < .0005). Pairwise comparisons with a
Bonferroni correction for multiple comparisons revealed a
statistically greater perceived awareness for what is collected,
why it is collected, and how it is collected compared to the
other practices.

4.4 Applying FIPs
We first asked the participants whether they felt the scenario
were likely to happen in real life to ensure that our selection
of scenarios was relatable. Over 75% of participants agree
that the majority of scenarios (S2-S3, S5-S8) are likely to
happen. Over half of participants agreed that the remaining
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Figure 4: Perceived awareness of ways businesses manage
personal information for services and products currently used;
Likert scale responses: 1 = none, 2 = some, 3 = most, 4 = all

Figure 5: Percentage of participants who applied the FIPs to
each scenario (S1-S10). The blue scale represents the prin-
ciples used by the OPC in its official case interpretations.
Darker cells represent a higher percentage.

three scenarios were likely (55% to 68%). After reading each
scenario, the participants selected the FIPs they thought would
apply to the situation. Figure 5 summarizes the percentage
of participants who selected each principle per scenario com-
pared to the OPC interpretations. Our participants generally
over-applied the principles to privacy situations. This may be
because they have insufficient understanding of the principles,
or insufficient detail to appreciate the scenarios’ nuances fully.
We would not necessarily assume that a layperson would have
perfect alignment with the OPC, but these responses give
a general sense of their interpretations. Laypersons’ misap-
plication of the FIPs (compared to regulators) suggests that
consumers (i) have misconceptions of their privacy rights and
(ii) have low efficacy to hold organizations accountable for
privacy violations.

5 Interview Results

This section reports our qualitative findings regarding partici-
pants’ understanding of personal information and how Cana-

dian privacy laws protect consumer privacy. We recorded
the frequencies during data analysis to help with identify-
ing trends, but deliberately avoided reporting numbers in
the paper, as is recommended for inductive approaches like
Grounded Theory [16]. Instead, we use descriptive language
(e.g., most, some, few, none) where appropriate. Supplemen-
tary interview results that are not central to our research ques-
tion are included in Appendix C.

5.1 Canadian privacy protection

Most participants admitted to being “unaware of what privacy
laws are and what is required of companies” or unclear about
the “specifics” of what the law says, but “do know that there
are laws in place.” P5 explained,

I don’t know the letter of the law and what the laws
specifically are, but my gut feeling is that privacy or
personal information probably isn’t super well pro-
tected. . . because so much information gets put onto the
Internet. . . I don’t doubt that there are laws in place that
try to protect that as much as possible. I just see it kind
of as an inevitable thing that information will leak out
one way or another. (P5)

5.1.1 Effectiveness of existing privacy laws

Participants’ overall consensus is that the law offers “weak”,
“ineffective”, and “unregulated” protection. Some preferred
other “hardcore” international regulatory bodies like the Eu-
ropean GDPR. P5 explained, “I think of what I read, the
[Canadian] laws. . . sound really good. I just doubt whether
they are put into place in a way that actually protects infor-
mation.” P7 also believed not enough is being done: “I don’t
know if that’s from a lack of [laws], you know, how the re-
quirements are written or if it’s on the side of them enforcing
the rules. It feels like not enough is being done. I don’t know
exactly why or where that is.”

Some believe businesses do their best to protect consumers’
information, but it is not “bulletproof” (P2). “Generally”,
said P20, “I’m assuming [companies] have security systems
in place. . . because of the idea if something was breached
and something leaked out, it would be bad publicity for that
company. So I think they’re trying to do as best they can.”

Another group believed businesses have no incentives to
protect consumer privacy because “information and data are
hugely profitable for companies” (P1). Because information
is valuable, it is “in their financial best interest to obfuscate
what they’re collecting” (P7).

Others simply “don’t know” whether companies provide
reasonable protection. P4 declared, “I feel like I don’t nec-
essarily have enough understanding of how our information
is being used. . . so I’m not sure I have an opinion on like
what. . . because I don’t really know what is a reasonable level
of privacy. . . and what companies are doing right now.”
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5.1.2 Responsibility for reporting privacy violations

The majority believed that the affected individuals (e.g., con-
sumers) “who felt that their privacy was violated” (P5) are
responsible for reporting concerns “to the proper channels
and take care of the problem” (P2). Unfortunately, none of
our participants could clearly identify the “proper channels”
or who is accountable for businesses’ compliance.

These participants internalized privacy violations as some-
thing that happens to them personally, and therefore they
should be responsible for reporting. When asked about why
consumers should report privacy concerns, P18 thought is it
because “[consumers] are the only ones that are concerned
about our privacy. . . The companies are not going to bring
it up. . . unless it involves a lot of money. . . and reaches the
news.” Another believed the “onus [is] on people to be to help
themselves be informed about things. . . [otherwise] you’re
susceptible to being taken advantage of. . . and people using
your information in an unethical way” (P21).

The most common recourse is to report concerns directly
to the business, but some also believed it is their responsibility
to report to government agencies because “the government
wouldn’t know unless you report them” (P13). Many partici-
pants assumed the existence of a federal authority and govern-
ment agency like a “privacy commissioner”, “better business
bureau”, or “ombudsman”, but none of the participants were
aware of the process for reporting. “I don’t even know who
to go to,” said P23, “I’m sure there’s someone in government
that’s responsible for it. . . it seems like an owner’s task to try
to figure that out and lodge a complaint that probably will
fall, if I’m being realistic, on deaf ears.”

A small number of participants believed that anyone who
is aware of the privacy violation, like “conscientious em-
ployees should whistle blow if they see something going on
illegally” (P7). Few mentioned that companies are responsi-
ble for bringing privacy violations forward to the consumer or
a government agency because “they have a legal and ethical
responsibility” (P11). Ultimately, participants thought that the
responsibility “falls on the consumer” (P21) because “your
rights aren’t really protected without you having to go out
and do something on your own” (P13).

5.1.3 Challenges for consumer privacy protection

Our participants identified four main challenges (C1–C4) for
consumer privacy protection.

C1. Lack of awareness: Even though most participants
believed consumers are responsible for reporting privacy vio-
lations, they also did not know how to address privacy con-
cerns. For example, P11 had not raised any privacy concerns
with companies because

I didn’t know who I should raise that concern with.
Should I bring it up with the company. . . send them an
email. . . send it to some sort of privacy watchdog orga-
nization in the country? So I didn’t raise a concern, but

it wasn’t because I didn’t have a concern, I just didn’t
know what to do. (P11)

Many participants felt that they lack awareness of the rami-
fications of information disclosure. P18 declared, “the gen-
eral population are. . . not aware of what not to provide to the
companies,” P11 elaborated,

As a Canadian consumer, there are so many things that,
you know, I’m guilty of signing up for. I really have
no clue what information [companies] have on me and
how they’re using it. . . It’s not something that’s clear to
Canadians where to look, what they should advocate for.
What’s a reasonable expectation of information to give
up? What’s unreasonable? (P11)

On the enforcement side, P31 admitted, “I don’t really
know what the government does to ensure that information is
being stored correctly and securely, or even collected lawfully.
My perception has always been that it’s the sort of thing that
only gets dealt with when a problem comes up.”

The problem is that “Canadians are not educated enough
on the privacy laws that are available to protect their informa-
tion,” said P22. As one possible solution, our participants sug-
gested more public awareness about the resources available.
For example, “finding out about the [privacy] commissioner
of Canada that I didn’t even know existed before now” (P9).

C2. Enforcing privacy laws: Policing consumer privacy
is a daunting task because of its “breadth” and “scope”. “Con-
sumer privacy can be violated in so many different ways,”
explained P25, “[it’s] impossible to police every single appli-
cation, every single website out there to see whether or not
they’re complying with whatever laws have been put in place.”
Most participants recognized that many of the products and
services they use operate in the United States or other coun-
tries: “So many companies operate internationally that it’s
easy for some companies to sort of skirt around that. . . a com-
pany bases their servers in Thailand. . . whether a Canadian
can enforce any sort of laws on that company is really ques-
tionable” (P25). Therefore, privacy enforcement is viewed as

“an issue of scale with the incredible amount of data compared
to. . . the limited resources of the government” (P7). Enforce-
ment is viewed as one of the “biggest steps aside from the
law itself” (P14).

As a result of poor enforcement, our participants believe
firmer laws with harsh penalties for non-compliance should
be put in place, and they frequently used GDPR as an ex-
ample of the type of enforcement they would “like to see in
Canada” (P4). Highlighted protections included the right to
permanently delete information and the right to refuse to pro-
vide information. If a company “break the rules. . . they can
get fined” (P18). Some viewed these protections as “what a
company should have been doing already”, but implementing
the rules would “force a lot more companies to adopt better
privacy practices” (P32).

C3. Rapid technological change: Our participants iden-
tified the reality that “technology is evolving, and the law
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doesn’t keep up” (P27). The “technology” mentioned in-
clude artificial intelligence, personal home assistants, and
other “smart” devices. “we’re not even sure how to legislate
for [these technologies]”, said P10, “because. . . they’re still
under development.” P11 elaborated:

The limitation to protecting [consumer privacy] is the
pace of change. I think it outpaces how quickly govern-
ments can respond and implement laws and policies. . . by
the time [laws] roll out and by the time new technologies
or new areas that affect privacy take place, there’s often
a lag period before policies are made. (P11)

This group recognized that the online space is “the most
difficult place to protect Canadians. . . “If we were to be a
hundred percent protected”, retorted P31, “[the government]
would have to be passing new laws every day.” Consumers’
lack of awareness for protecting their privacy is partially due
to “the combination of this old and new technology and peo-
ple’s [lack of] understanding of how it works and what they
need to do” (P27).

Our participants are unsure of how to “fix” privacy concerns
under existing and new technology, but instead recommend
improved usability and access to privacy resources, tools,
and information to keep consumers better informed about
their data. Suggestions included displaying information in
“more accessible” and “user-friendly” formats. For example,
reducing lengthy privacy policies to succinct summaries or
short videos. From a utilitarian perspective, some envisioned
more accessible ways to find their personal information held
by companies in a centralized database where “I could access
which companies have information on me and how long are
they able to hold it for” (P11).

C4. Hackers: “Hackers” from both outside and inside com-
panies (e.g., malicious employees) were seen as a significant
threat and limitation in protecting consumer data. Companies

“try the best they can,” explained P2, “they try to encrypt it,
they try to protect it, but there’s always someone that can get
their hands on [the data], [and] you can never find out who
this person is.”

In the face of a data breach, some believe it is “not re-
ally the company’s fault that the leak even happened” (P2).
Hackers “who want your data are willing to go to extreme
lengths to get it. . . trying to stay one step ahead is difficult if
not impossible task for a lot of companies, especially medium
to small companies” (P23). Staying ahead of the hackers is
an arms race: “[companies] got to stay one step ahead of
the hackers. . . [It] requires them hiring people that would be
hackers. . . It’s kind of like hackers against hackers trying to
stay one step ahead of people trying to steal the data” (P13).

Part of the problem is the lack of security expertise to safe-
guard consumer data. For example, P3 said, “small business
owners, they start up a website and they take credit card pay-
ments through it, but they don’t make sure that their website
is secure.” Some believed a lack of security expertise to pro-
tect against data breaches is not unique to small companies.

P27, a part-time auditor, declared to “have both identified
and read about audit findings that are simply mind-boggling,
not for small organizations, but for Fortune 500 organiza-
tions. . . Organizations believe they are secure, but in reality
they have huge cracks in their security walls.”

Since most believe it is impossible to completely safeguard
against hackers, companies should simply “do everything
that they can. . . to ensure that it’s harder for people to break
into their system’’ (P9). These participants believe it is in the
companies’ best interest to safeguard consumer data against
hackers to uphold their reputation and “continue to have a
good name” (P12).

6 A moral code for data privacy

We found that participants do not rely on legal guidelines
to determine whether what companies do with their data is
appropriate. Instead, they weigh the severity of the violation
against their own ‘moral code’ centred on what they feel is
right and wrong. Legally compliant conduct is not necessar-
ily interpreted as ethical and moral, nor as protective of the
autonomy and privacy and consumers. P21 clearly describes
the boundary between legal and ethical conduct in response
to the scenario S8-openness-of-collection:

Do I think that they acted appropriately under the law?
I’m hard-pressed to say it’s illegal. I mean, I could be
wrong on that one, but I don’t think that they’re being
particularly ethical. You know, the fact that you have to
kind of jump through hoops to be able to not provide
your credit card information for something that’s free,
that’s a little concerning to me. . . I don’t like the optics of
it, but are they being unlawful by asking for your credit
card information, even for free stuff? To my knowledge,
I don’t think it’s unlawful. (P21)

Our participants repeatedly identify this boundary between
legal and ethical as the “grey zone” where the companies’
actions could be technically legal but unethical. As P6 ex-
plained in response to S1-outsourcing-abroad: “I think that’s
a bit of a grey zone. . . I think what they did is a kind of a grey
area where they can’t really be prosecuted or have anything
really done to them. I think they acted accordingly, I want
to say, but I really don’t approve of it.” This ‘grey zone’ our
participants described is based on their perceptions that laws,
by definition, are vague with many loopholes that businesses
could take advantage of:

Just because the law can be vague. I think that it’s writ-
ten that things need to be transparent, and technically
[what they did] does fall under the definition of being
transparent. Now whether it’s moral is a whole other
story. I think they’ve found a loophole in the wording of
the law that makes it advantageous for them. They’ll end
up with more people on their marketing list if they do it
the way they’re doing it. . . (P3)

.
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Pillars Moral Code Sub-Codes
I Trust Intuition, Reputation, Size, Security Expertise
II Transparency Honesty, Purpose, Best Interest
III Control Choice, Consent
IV Access Access, Usability, Recourse

Table 3: The components of the moral code

This sets the stage for the last step of our Grounded Theory
analysis. We propose that participants’ understanding and
perspective follows a “moral code” for data privacy. We based
our model on the identified codes, patterns, and relationships
between concepts identified in the analysis. We refined the
results into four core values that consumers use to navigate
their information disclosure: trust towards the organizations,
transparency of the organization, feelings of control over per-
sonal information, and access to privacy information. We
summarize the components of the moral code in Table 3. Par-
ticipants’ responses to the ten privacy scenarios from Table 2
offer examples of the moral code in practice.

6.1 Pillar I: Trust

Trust towards companies strongly influenced our participants’
perceptions of whether the companies’ privacy conduct was
appropriate, with some participants weighing privacy deci-
sions entirely based on trust towards the business.

Intuition: In judging privacy violations, participants re-
lied primarily on their gut feelings towards a situation. For
instance, P5’s response to S1-outsourcing-abroad,

I feel really uncomfortable about that situation because
it feels like they’re holding your data hostage and switch-
ing you from the country with laws that you initially
signed up for. . . to a whole different system that you
might not be familiar with. I would assume that they’re
following the law because at least they’re informing
you. . . (P5)

Participants used words like “red flag”, “creepy”, “sketchy”,
“annoyed”, “sneaky”, “uncomfortable”, and “suspicious” to
describe questionable conduct. P6 admitted: “[the situation]
just seems kind of sketchy to me. You know, it’s not a very
academic term. . . but it kind of rubs me the wrong way.”

Reputation: We avoided naming specific companies in the
scenarios, but some participants indicated that their attitude
towards a privacy violation would depend on the business. For
example, in response to S1-outsourcing-abroad, P2 explained
that they wouldn’t be concerned if the company was Google
because “They’re reputable,” while others expressed distrust
if the business was Facebook under the same scenario. Simi-
larly, in S3-opt-out-consent, P3’s interpretation of whether the
business acted appropriately under the law would “depend on
my company.” “If it were a reputable company,” continued P3,

“I wouldn’t be concerned. . . [If it’s] a brand new cell phone
company, I would be a little bit concerned because they don’t

have the reputation. . . to protect my data.”
Some participants defaulted to trusting reputable compa-

nies. P31 explained, “I deal with companies that I believed
to be reputable. So I would assume that they’re following
the rules and the regulations and doing things properly. . . I
assume they’re not breaking the law.”

Size: Our participants perceived larger companies to be
more trustworthy. P2 explained: “Bigger companies just have
a standard to live by. . . ” Others shared similar opinions, such
as “a large company. . . would know better” (P8). They be-
lieved that larger companies have “a human resource person
or someone who’s appointed to deal with privacy and legal is-
sues,” and are, therefore, ”better informed than a small [com-
pany], who may not have the staffing to deal with [privacy
and legal issues]” (P8). Smaller companies may be “not be as
compliant. . . [because they] just don’t have the professional
expertise to know what the law is exactly” (P8).

Security expertise: Some participants also believed that
small to medium-sized companies lack security expertise for
protecting data against hackers. This is because “even ex-
perts have to continually keep up with hackers who are, you
know. . . have a lot of incentive and they may be very well
educated and capable people, more so than the actual people
who were dealing with the security for the company. . . only
the largest companies with deep pockets could afford to get an
adequate level of security” (P8). These participants shared the
view that even though they may not like the idea of sharing
certain information with businesses, they felt more at ease
with sharing their data with large companies because they
perceived them to be better equipped to protect their data. P21
explained in response to scenario S8-openness-of-collection:

The fact that you said that it’s a fairly well-known com-
pany asking for the information, I feel fairly safe that
they’re going to protect my personal information. I mean,
ultimately, any company is going to be at risk of being
hacked or having their information taken from them. But
I usually feel a lot safer when it’s like a big company
versus it being, you know, someone smaller like fly-by-
night. (P21)

Participants thus believe that privacy protections and stan-
dards vary significantly across different organizations, and
they generally placed greater trust in larger companies.

6.2 Pillar II: Transparency
Whether a business is transparent and forthcoming about its
conduct influenced our participants’ assessment of the severity
of privacy violations and their acceptance of an organization’s
privacy practices.

Honesty: Being honest and forthcoming were identified as
essential values. Obfuscating privacy-compromising practices
is viewed as dishonest and unethical. In P12’s words, “I feel
like it’s dishonest. I don’t think it’s the most ethical thing. I
think companies are always out to sort of serve their own
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interests. And if it’s not in their interests for you to be aware
of all that information, they’re not going to make it always
easy for you to find.” P23 described the concern further in S8-
openness-of-collection, “[the company is] hiding important
information in spots where, you know, vulnerable, uneducated,
unknowing people would never [look], would never see. . . I
think that’s sleazy. . . why hide that information?”

Many of our participants were willing to forgive certain
types of misconduct if the organization is honest about it. For
example, in the event of a data breach in S7-safeguarding-
data, many participants believed that the recovery effort is
redeemable because the business did not try to cover up
the breach. P4 explained, “security breaches happen. So I
wouldn’t fault them for the actual security breach. If after-
wards, they do everything to try and deal with the breach
appropriately, then that’s fine. . . ”

Purpose: Participants showed greater comfort and accep-
tance towards data collection if they understood and agreed
with its purpose. For example, in S2-GPS-tracking, most
thought it reasonable to track company vehicles because they
are the company’s property and not an employee’s private
space. Hence it was not considered an intrusion of privacy.

From a legal perspective, the business in S4-over-collection
“said what information they needed, explained what they’re
going to do with it, and [said] they’re not going to keep it past
that time. . . which keeps all within the guideline” (P32), but
our participants felt uneasy about “whether [the company]
actually needed that information in the first place” (P32).

“A grocery store doesn’t need my driver’s license number or
utility bill for. . . confirming who you say you are” (P24).

Best interest: If a business has acted with the consumers’
best interest in mind, our participants view the actions as ethi-
cal. In the case of being denied access to online accounts, P21
said, “I’ve had that issue with an e-mail address being hacked
previously. . . and jumped through a whole lot of hoops to get
[my] account back. . . they ask for a lot of information that
maybe shouldn’t be necessary. But ultimately, I think they’re
trying to protect the consumer. They’re trying to ensure that
you are actually you.” In a similar situation in S9-accessing-
password where the business denied the individual’s access,
our participants rationalized that the business acted responsi-
bly from an ethical point of view. “It sucks that I have to jump
through all these hoops to get my answer”, responded P22,

“but it sounds like they’re doing a better job of respecting and
looking after my data.” P31 agreed, “seeing that I tried to
get information from them and they said ‘no’. . . I’d probably
actually feel better about it. So I’d change my password and
wouldn’t feel concerned.”

6.3 Pillar III: Control

Our participants felt that they lacked control over their per-
sonal information once a company collects it. For example,
P28 said in response to S4-over-collection, “I just have this

feeling that once you send this information, you really have
no idea what they’re doing with it. Like they’re saying they’re
going to do that. But you have no idea what actually happens
to it after.” P22 agrees, saying that “Once you enter [your
information] it goes to this kind of black hole of not know-
ing. . . What do they do with it? You’re kind of at their leisure,
at their discretion.”

Choice: When asked about why they would give their per-
sonal information when feeling uneasy doing so, our partic-
ipants identified a lack choice for the services and products
they need as one of the main reasons. P1 explained, “I don’t
even know if I’m on any Canadian servers because most of
the stuff we use is in the US and beyond. . . I don’t know the
alternatives. I mean, if I went looking for Canadian alter-
natives to the services I use, I suspect I wouldn’t find that
many [laughs].” P1 continued, “you gotta pick the Apple or
Microsoft or Google these days because it’s pretty much the
3 things that make devices and software to put on them,” P7
complained, “You sort of need to sign away your rights to be
able to do things.” Our participants felt cornered when orga-
nizations try to provide the perception of choice and control
over personal information. In S1-outsourcing-abroad, P5 felt

“they’re holding your data hostage” if the customer does not
agree to the terms. These participants felt uneasy giving away
their information but believed they had no other options. In
the words of P11, “I kind of went into a spot where I didn’t
necessarily have an alternative option, so I complied, but I
just kind of didn’t like it.”

Consent: All participants agreed that obtaining consumers’
consent before data collection is the basis of lawful conduct.
Several participants held the view that consent should always
be explicit. “Opt-out” consent was viewed as being unethical
practice. P23 explained in response to S3-opt-out-consent:

I don’t know if the law is an “opt-out” or an “opt-
in” type of law, but. . . but I don’t think they acted ethi-
cally. . . It shouldn’t be like, hey, if you don’t want this,
then you have to do, you know, jump through the hoops
in order to make sure that you don’t want this. It should
be. Hey, if you want to be included, give us a call. . . and
[opt-out] is not the way that consent works, nor should
it work that way. (P23)

Similarly, in S5-amending-consent, P19 felt the business
should ‘‘get the confirmation from customers that they feel
comfortable with [the changes in the terms and conditions]
rather than letting them know that, you know, we’re [already]
doing that.” Consent should, therefore, be “brought about by
the individual, and the individual should be the one to make
the decision–full stop” (P23).

6.4 Pillar IV: Access

Our participants wanted “a better sense of accessibility of
[their] data” (P5), including access to how companies man-
age their personal information, more usable privacy informa-
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tion, and clear recourse for addressing privacy concerns.
Access: Our participants identified that they lack access

to details about how companies handle their personal infor-
mation, what information companies have about them, where
their data is stored, how long the data is kept, and when it gets
destroyed. P8 recounted their experience requesting access to
personal data:

I have in a couple of instances tried to contact companies
about what information they have about me, and had
some positive replies in terms of they’ve given me the
information, sent me the information, or said that they
would delete the information. Although I can’t guarantee
that it’s gone. At least, they said they would. I have also
received no response from some places, in which case I
assume that they’re probably not deleting it. And then
also there’s the case of companies that go under and you
can’t. . . I tried to contact [a company] that I knew had
quite a bit of information about me and they’re gone, but
it doesn’t mean their databases are gone. If a company
goes bankrupt or something. I think in many times in a
lot of those things are just ignored. So where are they
kept? Where’s the servers, and what happened to them?
Did anybody ever delete it properly? Did the hard drive
just get thrown into the garbage somewhere? (P8)

In response to the scenario S7-safeguarding-data, P9 raised
the concern that “we have no idea what’s happening with
our information. The only time that we ever find out. . . that
something is wrong is when there is a big announcement
that the information was breached and this many customers
were affected. . . But apart from that. . . I don’t feel like I know
anything” (P9). Denying consumers access to their personal
information could erode trust. In S10-challenging-exception,
P13 believe the doctor “acted appropriately under the law,
but don’t think that it’s right that there are notes about you
that you’re not allowed to see.”

Usability: Unsurprising, participants’ lack of awareness
is partially due to not reading terms and conditions before
signing up for a service or product because they are “absurdly
long”. Even those who are privacy-conscious find it challeng-
ing to understand privacy policies. After experiencing a data
breach, P23 said, “I started being more aware of privacy and
who I give my information to and even going as far as looking
at companies policies as to their storage of user data. And a
lot of it’s, you know, I would say, verbose. Like it’s not really
clear on what they’re doing with their with your data or in-
formation, you’re sort of just asked to trust them unilaterally.”
When responding to scenarios like S3-opt-out-consent and
S8-openness-of-collection, Our participants are conscious that
companies recognize that most people don’t read policies and
take advantage of the “loopholes” in getting users to agree to
their terms and services. “I feel like it’s dishonest,” said P12.

Recourse: While our participants realize they have legal
privacy rights and that businesses are under certain obliga-
tions to protect consumer privacy, barriers exist that prevented

participants from identifying and challenging a business who
infringes on their privacy. For those who had raised a con-
cern, many did not have a satisfying resolution. Several of
the companies our participants contacted did not follow up
to confirm whether the concern was addressed. P32 said, “I
emailed the company, and they called me, and I actually spoke
to. . . their supervisor. . . they assured me they would sit down
and look at their process and see if there were anything they
could do. . . at least. . . they said they would (laughs), but I don’t
know what happened after that.” When a company doesn’t
follow-up, people tend to give up and “just let it go” (P19).
Understandably, some of our participants had “a lack of faith
in the system that something is going to be done” (P23) if
they raised a concern, and they “don’t trust companies to
be as accountable as they should be.” (P26) Aside from not
knowing whom to report concerns to, P1 elaborated, “as far
as if they would actually do anything. . . like what do you do?
Go to the police and tell them Facebook’s not doing what you
asked them to? . . . There’s nothing really clear beyond just
going to the company and hoping they actually listen to you,
which they usually don’t.”

7 Discussion and future work

A commonality between many existing privacy theories is
that individuals’ perceptions of privacy depend on situational
circumstances. Privacy regulations like PIPEDA define pri-
vacy through regulations for controlling the flow of personal
information about individuals. We suggest that there exists
a misalignment between privacy regulations based on FIPs
and privacy theories like contextual integrity [23], organiza-
tional trust [22], Solove’s Taxonomy of Privacy [35], and our
concepts of Moral Codes. These works show that preserving
privacy is not only a matter of controlling the flow of per-
sonal information, but also how privacy practices and norms
meet individual and societal values. Our work contributes to
identifying specific moral values that individuals abide by in
making privacy decisions.

The Government of Canada has recently suggested changes
to PIPEDA in conjunction with the Digital Charter that specif-
ically mandates “the ethical use of data to create value, pro-
mote openness and improve the lives of people—at home
and around the world” as one of the guiding principles [15].
As indicated by our results, PIPEDA’s FIPs focusing on the
basic technical and legal responsibilities of organizations are
insufficient to address the ethical and ecological concerns that
emerge and ascend to the top of minds during consumers’ pri-
vacy decision-making. Our participants’ Moral Codes suggest
new rights and expectations for privacy, including increased
access, meaningful choices, clearer information, the ability to
move or remove information, and real accountability through
stronger enforcement. Based on our study results, we propose
the following recommendations.

Consent Model: Most participant concerns center on
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PIPEDA’s current model of “implied” consent that allows
businesses to claim they have an individual’s consent to use
their information in a certain way without asking for it. For
example, the cellular company in the compliant scenario S3-
opt-out-consent could argue it has “implied” consent because
they are using existing customers’ information and, by sign-
ing up for the service, customers must have implied consent
to receive marketing material. Our participants deemed this
approach within the boundary of the law but highly unethical.
This observation suggests that mismatches between corporate
privacy practices and individuals’ personal values were likely
to be viewed as unethical. Many participants referenced the
GDPR as a model they would like to see incorporated into
Canadian law. An organization under GDPR must have “le-
gitimate interests” to use personal information, such as fraud
prevention. Our results suggest that this model is in closer
alignment with the Moral Codes that consumers abide by, such
as Purpose and Best interest. Therefore, we recommend adopt-
ing a consent model similar to GDPR’s “legitimate interest”
model to replace the “implied consent” model in PIPEDA.

Control and Access: Descriptions of the FIPs appeared to
satisfy participants’ moral expectations superficially, but in
practice, they were disappointed with their weak enforcement
and vague applicability to real-life privacy situations, leaving
individuals powerless to control and access their personal in-
formation. For example, many participants felt “trapped” and
like they had no choice but to agree to S1-outsourcing-abroad
for fear of losing their data. PIPEDA provides “right of ac-
cess” and limited “right to deletion” of inaccurate or outdated
personal information. Our participants also desired stronger
rights to deletion and the “right to data transfer”, where they
could request their personal information in an accessible and
portable format to transmit it to a different organization. How-
ever, usability testing needs to be conducted on which data
formats (e.g., CSV, JSON, XML) are more usable and acces-
sible to end-users, possibly developing new human-readable
formats. Other usability issues that create barriers for control
and access identified by our participants, such as the pre-
sentation of privacy policies and privacy settings, could be
addressed by standardizing certain key interface elements.
For example, the State of California Department of Justice
has released a standard “Privacy Options Opt-Out Icon” to
direct users to opt-out [36].

Assessment Tools: Our results suggest participants were
ill-equipped to identify privacy violations and hold businesses
accountable using legal frameworks like the PIPEDA. Instead,
they relied on their own moral assessment of businesses’ pri-
vacy conduct based on trust, transparency, control, and access.
Therefore, we suggest using the Moral Codes as a framework
to develop tools that help organizations align their practices
and policies with consumer expectations. For example, the
Information Commissioner’s Office (ICO) in the UK has de-
veloped a three-part test [40] with an ethics component to help
businesses determine whether they have a legitimate interest

in processing consumers’ personal data.
We further propose that an independent entity such as the

Better Business Bureau [9] could conduct an assessment and
provide ratings for organizations on the basis of their privacy
practices. Our Moral Codes could be used as one of the criteria
guiding this type of assessment. This would enable customers
to seek out organizations that meet their privacy expectations
and may serve as incentives for organizations to improve their
practices.

Despite this potential incentive, a key problem lies with
how to convince corporate organizations to take these steps.
Competing corporate priorities mean that there is little in-
centive for them to prioritize “moral” or privacy-preserving
designs, and in many cases, there are significant economic and
competitive disincentives. Our view is that this issue requires
increased governmental regulation and oversight, and only
once this is in place will there be sufficient interest in making
practical changes. However, studies such as this one help in-
crease awareness among stakeholders, and provide supporting
evidence to those in positions to push for change.

Limitations: We chose to present participants with scenar-
ios and information about the privacy principles, which may
have primed them and increased their privacy concern. This
was a considered methodological choice because we wanted
participants to engage with the principles and provide their
perspectives, but we also knew from background research
that people were likely unfamiliar with the principles. Our
survey opened with demographic questions Westin’s Privacy
Segmentation Index to compare the overall privacy attitudes
from our sample to previous studies. As indicated by some
studies (e.g., [43]), the Westin categories may not accurately
infer behavioural intent and responding to demographic ques-
tions first could increase the stereotype threat [38]. Our work
is focused on users and regulations from Canada; while we
broadly think that our findings would generalize, at least to
other Western countries, further work is needed to explore the
unique attributes present in other parts of the world.

8 Conclusion

Making online privacy decisions is increasingly difficult due
to the complexity of information technologies and the variety
of activities that consumers engage with online across multi-
ple platforms and devices [3]. Our research adds to the body
of literature in understanding individual’s privacy preferences
and behaviours. Beyond the traditional economic view of indi-
viduals engaging in privacy benefit trade-offs, and heuristics
and biases that influences behaviour, we suggest that under-
standing users’ privacy ethics could offer rich insights into
how they engage in online privacy decision-making.
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APPENDIX 
 
A. Online Survey 
The survey choices are formatted differently than what appeared in the Qualtrics survey seen by participants to 
conserve space. 

 
A1 Demographic Questions 
Q1. Which province or territory are you currently living in? (Choices: The thirteen provinces and territories) 
 
(The following questions all include a “Prefer not to answer” choice.) 
Q2. Which gender do you identify as? (Choices: Male, Female, Non-binary, Other) 
 
Q3. What age group do you belong to? (Choices: 19 years and under, 20 years to 79 years in five-year intervals, 80 
years and above) 
 
Q4. What is your highest level of education? (Choices: Less than a high school degree, High school degree or 
equivalent, College degree, Bachelor’s degree, Master’s degree, Doctoral degree, Other professional degree) 
 
Q5. What is the total income of your household per year? (Choices: Less than $15,000, $15,000 to $99,999 in 
$4,999 intervals, $100,000 to $149,000, $150,000 to $199,999, $200,000 and above) 
 
A2 Westin privacy index Questions 
Q6. Participants responded to the following questions with a four-point scale ranging from “Strongly Agree” to 
“Strongly Disagree” 

 
1. Consumers have lost all control over how personal information is collected and used by businesses. 
2. Most businesses handle the personal information they collect about consumers in a proper and 

confidential way. 
3. Existing laws and business practices provide a reasonable level of protection for consumer privacy 

today. 
 

A3 Survey questions 
Q7. Which, if any, of the following types of Internet-connected device(s) do you have in your household?  

1. Mobile phones 
2. Tablets 
3. Desktop or laptop computers 
4. Smart appliances (e.g., gas/electric meters, refrigerators, thermostats or robotic floor cleaners) 
5. Smart media devices (e.g., printers, speakers, TVs) 
6. Wearables (e.g., smartwatches, Fitbit) 
7. Medical health monitors (e.g., Smart continuous glucose monitoring (CGM) and insulin pens, smart 

inhalers, smart heart monitors) 
8. Home assistants (e.g., Amazon Alexa or Google Assistant) 
9. Gaming consoles connected to the Internet (e.g., Xbox, PlayStation 4 or Nintendo Wii U) 
10. Home security systems connected to the Internet (e.g., SimplySafe) 
11. Toys, baby monitors or GPS child trackers connected to the Internet (e.g., Hello Barbie, Furby 

Connect, Phillips Avent, Amber Alert) 
12. Car with smart system (e.g., Audi Connect, Lexus Enform, Ford SYNC3) 

 
Q8.  How would you rate your knowledge of your privacy rights? (Choices were a five-point scale ranging from 
“Very good” to “Very poor”) 
 
Q9. How would you rate your knowledge of how to protect your privacy rights? (Choices were a five-point scale 
ranging from “Very good” to “Very poor”) 
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Q10. In general, how concerned are you about your personal information held by businesses? (Choices were a five-
point scale ranging from “Very concerned” to “Not at all concerned”) 
 
Q11. Participants responded to the following questions with a four-point scale ranging from “I am aware for all of 
the services and products that I use” to “I am aware for none of the services and products that I use” 

1. What personal information is collected and its sensitivity  
2. Why my personal information is collected 
3. How my personal information collected 
4. What my personal information is used for 
5. Where my personal information is physically kept 
6. How my personal information is protected and secured 
7. Who has access to or uses my personal information 
8. Who my personal information is shared with 
9. after it is no longer needed 

 
Q12. In general, how would you rate your knowledge of how these technologies affect your privacy? (Choices were 
a five-point scale ranging from “Very good” to “Very poor” with a “Don’t know” option) 
 
Q13. Participants rated their knowledge of how to protect their personal information on the following Internet-
connected devices using a five-point scale ranging from “Very good” to “Very poor” with a “Don’t know” option. 

1. Mobile phones 
2. Tablets 
3. Desktop or laptop computers 
4. Smart appliances (e.g., gas/electric meters, refrigerators, thermostats or robotic floor cleaners) 
5. Smart media devices (e.g., printers, speakers, TVs) 
6. Wearables (e.g., smartwatches, Fitbit) 
7. Medical health monitors (e.g., Smart continuous glucose monitoring (CGM) and insulin pens, smart 

inhalers, smart heart monitors) 
8. Home assistants (e.g., Amazon Alexa or Google Assistant) 
9. Gaming consoles connected to the Internet (e.g., Xbox, PlayStation 4 or Nintendo Wii U) 
10. Home security systems connected to the Internet (e.g., SimplySafe) 
11. Toys, baby monitors or GPS child trackers connected to the Internet (e.g., Hello Barbie, Furby Connect, 

Phillips Avent, Amber Alert) 
12. Car with smart system (e.g., Audi Connect, Lexus Enform, Ford SYNC3) 

 
Q14. For each of the statements, how would you rate your knowledge regarding your privacy?  
(Choices were a five-point scale ranging from “Very good” to “Very poor” with a “Don’t know” option) 

1. The basics of Canada’s federal privacy laws 
2. How the Federal Government handles my personal information  
3. A business’s obligations concerning my privacy and personal information 
4. How to raise a privacy concern with businesses that handles my personal information 
5. How to file a privacy complaint with a business to the Office of the Privacy Commissioner of Canada 

(OPC) 
 
Q15. To what extent do you agree or disagree with the following statements for protecting your privacy? (Choices 
were a five-point scale ranging from “Always” to “Never”) 

1. I think about why my personal information is needed, who will use it, and how it would be used before 
providing it online or in person.  

2. I read the privacy policies of the websites and apps I use 
3. I raise my concerns with the business if I am worried about the way my personal information is being 

handled. 
4. I refuse to provide optional personal information when a business asks me for it. (e.g., when a business asks 

you to provide an optional secondary phone number). 
5. I remove my personal information when I no longer need the services that I signed up for  (e.g., removing 

yourself from mailing lists). 
6. I avoid sharing my Social Insurance Number (SIN) with businesses or individuals (e.g., landlords). 
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7. I ensure my computer, smartphone and other mobile devices are password protected. 
8. On my devices, I download from reputable sources. 
9. On my devices, I install the latest software updates. 
10. On my devices, I encrypt sensitive data. 
11. On my devices, I disable Wi-Fi and Bluetooth if I’m not using it. 
12. On my devices, I disable Wi-Fi and Bluetooth when passing through public spaces with open wireless 

networks. 
13. I create passwords that are sufficiently complex using character combinations that are only meaningful to 

me. 
14. I use different passwords for different websites, accounts and devices.  

 
Q16. To what extent do you agree or disagree with the following statements for protecting your privacy? (Choices 
were a five-point scale ranging from “Strongly agree” to “Strongly disagree”) 

1. I regularly review and adjust the privacy settings on my devices to limit the sharing of my personal 
information with businesses. 

2. In general, I believe Canadian privacy laws effectively protect my privacy. 
 
A4.1 Privacy Scenarios 
(Each participant was randomly assigned to five out of ten scenarios. The order was randomized. One scenario was 
displayed per page). 
 
Q17. There are privacy principles for businesses to comply with the law regarding how they collect, use and disclose 
individuals’ personal information. The next 5 questions will include various scenarios about the privacy practises of 
businesses. Imagine yourself in each of the following scenarios and indicate to what extent do you agree or disagree 
with each statement. (Choices were a five-point scale ranging from “Strongly Agree” to “Don’t know” with a 
“Don’t know” option) 

1. I think scenarios like this are likely to happen.  
2. I would be concerned about my privacy in this scenario. 
3. I think the business acted appropriately in a lawful manner based on the situation described.  
4. Which of the privacy principles do you think apply in this situation? (The principles were displayed as a 

checklist) 
a. Accountability: A business is responsible for personal information under its control. It must 

appoint someone to be accountable for its compliance with these privacy principles. 
b. Identifying Purposes: The purposes for which the personal information is being collected must 

be identified by the business before or at the time of collection. 
c. Consent: The knowledge and consent of the individual are required for the collection, use, or 

disclosure of personal information, except where inappropriate. 
d. Limiting Collection: The collection of personal information must be limited to that which is 

needed for the purposes identified by the business. Information must be collected by fair and 
lawful means. 

e. Limiting Use, Disclosure, and Retention: Unless the individual consents otherwise or it is 
required by law, personal information can only be used or disclosed for the purposes for which it 
was collected. Personal information must only be kept as long as required to serve those purposes. 

f. Accuracy: Personal information must be as accurate, complete, and up-to-date as possible in order 
to properly satisfy the purposes for which it is to be used. 

g. Safeguards: Personal information must be protected by appropriate security relative to the 
sensitivity of the information. 

h. Openness: A business must make detailed information about its policies and practices relating to 
the management of personal information publicly and readily available. 

i. Individual Access: Upon request, an individual must be informed of the existence, use, and 
disclosure of their personal information and be given access to that information. An individual 
shall be able to challenge the accuracy and completeness of the information and have it amended 
as appropriate. 

j. Challenging Compliance: An individual shall be able to challenge a business’s compliance with 
the above principles.  
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A4.2 Scenario description 
All scenarios are based on real reported findings from OPC’s Interpretation Bulletins, linked at the end of each 
scenario. We shortened the case summaries and retained only the essential information in a standard format to 
maintain consistency and improve readability. 
 

1. You received an email from your Canadian email provider notifying you that your email services would be 
operated by a business based in the U.S from now on.  The email provider is informing you that your data 
will be used and stored in the U.S., which is subject to the laws of that country. The email states that upon 
logging into your new account, you will be asked to accept or decline the new services. If you decline, your 
email account and all its contents will be permanently deleted. Based on PIPEDA Case Summary #2008-
394  

2.  You are an employee of a telecommunications company that does installation and repairs. Your employer 
notifies you that they are installing Global Positioning Systems (GPS) on all work vehicles to manage 
workforce productivity, ensure safety and development, and protect and manage assets. The GPS data will 
be used to locate, dispatch, and route employees to job sites. Your employer will be able to view and track 
the location of your vehicle in real-time and to produce reports using historical data. Based on PIPEDA 
Case Summary #2006-351 

3. You receive a privacy brochure as an insert in your monthly cellular telephone bill. The brochure outlines 
the business’s intended practices regarding the collection, use, and disclosure of customers’ personal 
information for secondary purposes of marketing, and lists all parties concerned. The brochure also 
indicates that you could have your name removed from marketing lists by calling a toll-free number, 
sending an email, or using the business’s website. If you do not notify the business of your intention to 
withdraw, it will assume your consent to the continued collection, use, and disclosure of personal 
information for the identified purposes. Based on PIPEDA Case Summary #2003-207 

4. A business is offering you a free $10 Grocery Card to purchase items sold in their grocery stores. While 
registering for the Grocery Card, the business notifies you that to confirm that they are issuing a $10 
Grocery Card to a single eligible person, you are required to provide a scanned copy or photo of either: (i) a 
current utility bill or (ii) a valid driver’s licence to finish processing your registration. You are told that the 
information will not be used for any purpose other than to verify your eligibility and will be destroyed as 
soon as the verification is complete. Based on PIPEDA Case Summary #2019-003 

5. You receive a notice from your bank that it is amending its personal information consent clause for its 
credit and deposit agreements. The notice explains that the amendment is to notify customers that the bank 
intends to use their personal information for the secondary purpose of marketing new products and 
services. It also includes a note about who would have access to customers’ personal information. The form 
indicates that customers can withdraw consent by contacting the bank, although it warned that doing so 
might restrict the bank’s ability to effectively provide products and services.  Based on PIPEDA Case 
Summary #2003-192 

6. You found out that a fraudster had opened a store credit card account with your bank using your personal 
information. The bank stated that the applicant presented false identification and completed the application 
form. The form included name, date of birth and SIN, which appear to have been yours.  In addition, the 
address provided was very similar to your address. The bank’s credit representative was suspicious and 
alerted its security department about the account. The security department of the bank made attempts to 
contact you by telephone using the information on file, but the attempts were unsuccessful. The 
fraudster used your information to obtain a store credit card and bought $9,000 worth of goods. You 
contacted your bank to initiate an investigation and to flag the charges as fraudulent. Your bank assumed 
the financial loss for the account balance. Based on PIPEDA Case Summary #2007-381 

7. You receive an email notifying you that the server of a web-enabled toy manufacturer, in which you are a 
customer, was hacked. As a result, there was unauthorized access to account-related information, 
potentially including your and your children’s personal information. The toy manufacturer undertook steps 
to contain the breach, mitigate the risks to individuals whose information had been compromised, and 
improve safeguards to minimize the risk of a future breach. Based on PIPEDA Case Summary #2018-001 

8. You download a free app on your mobile device from a well-known technology company. You are asked to 
create a User ID for accessing online services before downloading the free application. The registration 
process includes entering your credit card information. To provide customers with instructions about how 
to download free applications without having to provide their payment information, the business posted the 
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information in the website’s support section. The information could also be found by using the search term 
“credit card” in its website’s search engine. Based on PIPEDA Case Summary #2014-007 

9. You attempt to log on to your email account, but your password does not work and you have to reset it. 
This is the second time it has happened in less than a month and you are suspicious that someone is 
changing the password to gain access to your account. You contact the business by email, informing them 
of the problem and requesting access to the date, time, and IP address of the computer being used to change 
the password. The business replied saying that it cannot grant you access to password information because 
it is typically law enforcement officials or lawyers who request this information and not clients. The 
business informed you that if you want information regarding password changes, you would need to 
provide a subpoena or court order. Based on PIPEDA Case Summary #2005-315 

10. You contact your doctor asking for a copy of a report that your doctor sent to your insurance company after 
a medical examination and the written notes that he took during the examination. Your doctor provided you 
with a copy of the report but refused to provide his notes, indicating that in his view, they did not form part 
of your medical record, and were therefore not your personal information. The doctor stated he would rely 
on two exceptions under the law to refuse access: 1) a business is not required to give access to personal 
information only if the information is protected by solicitor-client privilege; and 2), a business may not give 
access only if the information was generated in the course of a formal dispute resolution process. Based on 
PIPEDA Case Summary #2005-306 

 
Q18. We are interviewing people about their privacy awareness and experiences. Selected participants can expect 
the interview to take one hour to complete via a video chat platform (e.g., Skype), and be compensated for their 
time. If you agree to be contacted about the interview, you will be asked to provide your Prolific ID for sending you 
study information. Your decision will not impact your payment for the current survey. (Choices: Yes, please email 
me more information about the follow-up interview, No, I do not wish to be contacted.) 
 
B. Interview 
 
B1 General questions 

Q1. What is your definition of “personal information”?  
Q2. How do Canadian privacy laws protect the rights and privacy of consumers regarding the collection, usage, 
and disclosure of their personal information by companies? 
Q3. In general, do companies provide reasonable protection for consumers’ privacy? Why or why not? 
Q4. In general, do existing laws provide reasonable protection for consumers’ privacy? Why or why not?  Are 
there any extra protections that you think should exist? 
Q5. How did you learn about Canadian privacy protections?  Have you ever gone looking for more information 
about privacy protections?  If yes, why did you decide to do this?  Did you find what you needed? 
Q6. Whose responsibility is it to report privacy concerns/complaints against a company?  Who should it be 
reported to? 
Q7. Have you ever had a privacy concern or complaint against a company?  If so, what happened?  What did you 
do?  What would you do if you had a concern/complaint tomorrow? 
Q8. What are the biggest challenges with protecting consumers’ privacy?  

 
B2 Privacy Scenarios 
The participants were read the same scenarios they responded to in the survey. See Section A.4.2 Scenarios for the 
description. 

• Do you think the company acted appropriately under the law based on the situation described? Why or why 
not? 

• Would you be concerned about your privacy in this scenario? Why or why not? 
 
The participants also answered the following questions corresponding to the scenarios. 
 

• Scenario 1. Do you have an example of a time when a company stored your data outside of Canada (e.g., 
in the US or another country)?  

a. Were you concerned? Why or why not? 
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• Scenario 2. Can you think of a time when a company did not provide a clear explanation about why they 
were collecting your personal information?  

a. Can you describe what happened?  
b. Did you provide the information anyway? Why or why not? 

• Scenario 3. Can you think of a time when you felt concerned about the way that a company is obtaining 
your consent for the collection of your personal information?  

a. Can you describe what happened?  
• Scenario 4. Can you think of a time when you felt that a company collected more information about you 

than it was necessary?  
a. Can you describe what happened?  
b. Did you provide the information anyway? Why or why not? 

• Scenario 5. Can you think of a time when you felt concerned about a company changing its privacy 
policies to something different than what you initially consented to?  

a. Can you describe what happened?   
• Scenario 6. Can you think of a time when a company used inaccurate or outdated information about you? 

a. Can you describe what happened? 
b. Were there consequences? 
c. What did you do to improve the situation? 

• Scenario 7. Can you think of a time when your personal information held by a company was potentially 
compromised due to a security breach?  

a. Can you describe what happened? 
b. Were there consequences? 
c. What did you do to improve the situation? 

• Scenario 8. Can you think of a time when you had difficulties finding certain information about a 
company’s privacy practices relating to your personal information?  

a. Can you describe what happened? 
• Scenario 9. Can you think of a time when you had difficulties accessing your personal information held by 

a company?  
a. Can you describe what happened? 

• Scenario 10. Can you think of a time when you raised a privacy concern with a company?   
a. Can you describe what happened? 
b. Did the company address your privacy concern? 

 
C. Supplementary Results 
We first identified five salient descriptions of personal information:  

1. Something that I am: A group of participants described their biological, intellectual, and cultural makeup 
as their personal information. This included demographic, health, and medical information. Some stated 
personal beliefs and interests (e.g., political/religious beliefs, hobbies). Few mentioned biometric 
information.  

2. Something that I use: Others believed that personal information is extracted from documents issued to a 
person. It included government-issued ID, contact information, and financial information (e.g., credit card). 
A person’s name, username, and passwords also fall into this category. Participants believe they should 
carefully protect this information against identify theft and fraud.  

3. Something that I have done:  Some described information gathered through online behavioural tracking 
methods (e.g., browsing history, location data) as their personal information. Participants with this model 
were aware that organizations use this information to create tailored content like targeted ads. 

4. My “private” information: Some equated “personal to “private” and included any information that is not 
disclosed publicly by choice. It is described as “anything pertaining to myself that’s not obvious or publicly 
available” (P5); “things that normal people can’t just look up [on Google]” (P6); “anything that happens… 
in my house” (P21), and “something you wouldn’t know unless you were me or a close family member” 
(P23).  

5. Like a montage: A few participants believed that seemingly insignificant details about a person could 
become personal information when pieced together. For example, “a male in a particular setting who makes 
a certain amount of money\dots and those individual pieces may not be\dots strictly personal information, 
but all placed together, they become identifiable” (P7).  
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Abstract
Data privacy regulations like GDPR and CCPA define a right
of access empowering consumers to view the data companies
store about them. Companies satisfy these requirements in
part via data downloads, or downloadable archives containing
this information. Data downloads vary in format, organiza-
tion, comprehensiveness, and content. It is unknown, however,
whether current data downloads actually achieve the trans-
parency goals embodied by the right of access. In this paper,
we report on the first exploration of the design of data down-
loads. Through 12 focus groups involving 42 participants,
we gathered reactions to six companies’ data downloads. Us-
ing co-design techniques, we solicited ideas for future data
download designs, formats, and tools. Most participants indi-
cated that current offerings need improvement to be useful,
emphasizing the need for better filtration, visualization, and
summarization to help them hone in on key information.

1 Introduction

The principle of data access states that subjects should be
able to obtain a copy of the data that has been collected about
them. For decades, this principle has appeared in information
privacy frameworks [24]. For example, access is one of the
five core facets of the U.S. Federal Trade Commission’s Fair
Information Practice Principles (FIPPs) [24]. In past decades,
while other FIPPs directly impacted consumers (e.g., the prin-
ciple of notice underpins the ubiquity of privacy policies [66]),
the principle of access was mostly ignored. In recent years,
however, rights of access have been strengthened. In the Eu-
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ropean Union, Article 15 [79] of the General Data Protection
Regulation (GDPR) enshrines a “right of access by the data
subject.” Similarly, under the California Consumer Privacy
Act (CCPA), businesses must respond to consumer “requests
to know” about data collected about them, enabling them “ to
access, view, and receive” a copy of that data [76].

Consumers might want access to their data for many rea-
sons. First, data downloads can help users uncover distressing
aspects of the online data ecosystem. Prior work has found
that consumers can feel uneasy upon seeing evidence of online
tracking and data collection [78, 81, 88]. Further, consumers
often become upset when they feel that data has been misused
or taken out of context [52], including for advertising [27]
or politics [34]. In a widely discussed article, Hill used data
downloads to expose “secret consumer scores” in which con-
sumers’ purchase histories and demographics impact their
eligibility for refunds [31]. Access to data is a prerequisite for
consumers to modify any incorrect information (the privacy
principle of participation) [24]. Additionally, awareness of
data collection might encourage users to exercise their right
of erasure [9] or motivate other privacy-protective actions.

Privacy concerns aside, there are more practical reasons
consumers might want access to their data. Many consumers
have data spread across many platforms. For example, a con-
sumer might have pictures published to Twitter, Instagram,
and Tumblr. In the event they lose the device on which the
original pictures are stored, they might try to reclaim as many
photos as possible. Alternatively, a consumer might wish to
move from one service (e.g., Spotify) to a competitor (e.g.,
Amazon Music), yet wish to seamlessly transfer their care-
fully curated playlists and other personal data. The pursuant
right of data portability, which enables consumers to trans-
fer personal data across services via interoperable formats, is
also enshrined in both GDPR [79] and CCPA [76].

To comply with these legal rights of data access and porta-
bility, many companies have begun to offer what we term
data downloads, which are either files or archives of files
containing the identifiable data a business or other data pro-
cessor has collected about a consumer. Figure 1 shows ex-
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(a) Google (JSON) (b) Spotify (JSON) (c) Facebook (HTML) (d) YouTube (HTML)

(e) Amazon (CSV) (f) Uber (CSV)
Figure 1: Data download excerpts from the six services used in our study. Text in red or replaced with # indicates our redactions.

ample excerpts from data downloads. While data downloads
provide unprecedented access to the data companies hold
about consumers, their format, organization, and design is
highly variable across companies. As we discuss further in
Sections 2–3, data downloads can range from individual CSV
files to sprawling archives containing hundreds of gigabytes
of data. In many cases, consumers are left to decipher files in-
tended to be processed by computers. Many files are in JSON
or CSV formats. They frequently use UNIX timestamps (see
Figure 1a), rather than human-readable dates and times. Some
data downloads even come as files containing a single line
millions of characters long. Even archives in more typically
human-readable formats like HTML can be disorganized and
riddled with both jargon and undefined terminology. These
sorts of problems led one journalist to subtitle an article about
GDPR data downloads as “138GB of data and no real an-
swers” [58]. Most data downloads appear intended to address
both access and portability rights, arguably coming up short at
providing humans meaningful transparency about their data.

Motivated by the unique opportunities data downloads af-
ford, but also their apparent usability shortcomings, we asked:

• RQ 1: How do users react to both the format and content
of their own data downloads?

• RQ 2: What information is important for users to see in
their data downloads? What practical uses are imagined
for this information?

• RQ 3: How should data downloads be redesigned to
improve transparency and best support users’ goals?

To address these questions, we conducted 12 online fo-
cus groups with a total of 42 participants. Each focus group
centered on one of six companies offering data downloads:
Amazon, Facebook, Google, Spotify, Uber, or YouTube. Par-
ticipants came to the session with their own data download,

which they had requested in a previous step of our protocol.
In our sessions, participants were given time to explore their
files, during which we gathered their opinions about both
the format and content of current data downloads. Using co-
design techniques, we then led participants through a series
of activities designed to elicit their ideas and preferences for
making data downloads more intelligible for humans.

Most participants indicated that current offerings need im-
provement to be usable and useful. Participants were generally
unsatisfied with either the format or content of their data down-
loads, if not both. Despite the usability barriers of current
formats, most discovered information they found surprising
in their data download, commenting on the unexpected nature
of information retained or the lengthy retention period. Par-
ticipants emphasized the need for better filtration, interactive
visualization, more meaningful organization, and summariza-
tions that help them hone in on key information. Participants
were also interested in understanding the contents of their
data downloads at a higher level, including seeing aggregate
statistics and how data is synthesized into inferences. Based
on these findings, we offer recommendations for improving
the presentation and intelligibility of data downloads.

2 Background and Related Work

We begin by highlighting the legal basis for data access rights.
We then discuss prior research on those laws’ impacts before
focusing on prior work studying data downloads. We also
summarize transparency efforts and co-design techniques.

Legal Basis for Access and Portability: The right of ac-
cess and the right to data portability are provided under both
GDPR [79] and CCPA [76]. The right of access mandates
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that companies give consumers a full view of the data they
hold about them upon request [4]. Both GDPR and CCPA pre-
scribe the content that should be released, but not the format in
which to release it. While GDPR Article 12 [79] requires the
use of plain and clear language, the focus is on communica-
tion regarding the request, rather than the response itself [65].
Whether the response itself should be comprehensible is not
fully specified, though mandating intelligible responses would
be consistent with data access as a foundational privacy right.
The right to data portability encompasses the transferability
of data and enables users to change platforms, helping to pre-
vent vendor lock-in. To support data portability, both laws do
specify that data downloads should be readable by computers
via standardized and interoperable formats [76, 79].

The rights of access and data portability may seem similar
at first glance; both stipulate that data be made available to
consumers. In fact, in CCPA the right to data portability is
included within the right of access. However, this conflation
of access and portability impairs comprehensibility. Machine
readability and human readability are different standards re-
quiring distinct approaches and mechanisms. We develop
recommendations for human-intelligible data downloads.

Studies of GDPR and CCPA’s Impacts: While we focus
on data downloads under rights of access, prior work has
explored other requirements and implications of GDPR and
CCPA. Degeling et al. and Utz et al. studied cookie notices,
finding a lack of usability in the consent process [18] and
discussing the impacts on consumer choice [84]. Politou et
al. studied the right to be forgotten and the right to with-
draw consent, showing that the need to keep data for legal
investigations may conflict with these rights [57]. Bertram et
al. reported longitudinal data on how Google complied with
those rights [9]. Biega et al. investigated the feasibility of data
minimization, which demands that companies collect only the
data necessary to satisfy the purpose of collection [11].

Researchers have also explored the effectiveness of the
laws [26, 30, 32, 41, 83]. Mahieu et al. argued that GDPR is
weakly enforced and would be more effective were it executed
on a collective, rather than individual, level [44]. De Hert et
al. found a range of interpretations for GDPR’s data portabil-
ity requirements, hypothesizing that data controllers might
use formatting loopholes to prevent the full exercise of con-
sumers’ rights [30]. Grundstrom et al. [26] and Labadie [41]
highlighted some compliance challenges data controllers face.

Data Downloads: While (to our knowledge) we are the first
to study data downloads from a design perspective, others
have investigated data downloads in other contexts. Martino et
al. demonstrated that the right of access can be abused by us-
ing forged or publicly available data to make illegitimate data
subject access requests (DSARs) for other people’s data [45].
Boniface et al. also identified vulnerabilities in the authentica-
tion process and presented guidelines for improvement [14].

Bufalieri et al. [15], Urban et al. [82], Kröger et al. [40], and
Spiller [74] made data download requests to data controllers,
quantifying the response time [15, 82], evaluating the com-
pleteness of the data [15, 40], and documenting shortcomings
in the request and authentication processes [15, 74]. Wei et al.
had participants request their Twitter data, which they used to
characterize ad targeting on Twitter and personalize a related
user study [87]. Alizadeh et al. asked participants to request
data downloads from loyalty card providers, interviewing
participants about the request process and contents of their
files [3]. Our work focuses on the design of data downloads
themselves, as opposed to the request process.

Transparency Tools and Data Visualization: Although
many users are concerned about their online privacy [20, 35,
46,70], most do not understand important elements of the data-
aggregation process [8, 36, 59, 61, 85, 90]. Profit motives tend
to disincentivize full transparency [1, 47]. Researchers have
attempted to provide additional transparency without platform
support via black-box tools [5, 6, 17, 42]. Even with good
intentions, conveying complex technical information to users
is challenging [19, 21, 23, 71]. Many researchers have created
transparency- and privacy-enhancing tools (TETs and PETs),
such as browser extensions and dashboards [7, 8, 12, 13, 37–
39, 43, 49, 49, 51, 55, 56, 62, 64, 67–69, 80, 89, 91]. Some tools
highlight the need for effective visualizations in improving
user understanding [7, 88]. Researchers also emphasize the
need to provide users with direct, fine-grained control [12, 16,
38, 49, 55, 56, 62, 89]. Others argue that focusing on control
over personal information unduly burdens users [28, 53, 66].

We take the first step toward the creation of GDPR/CCPA
data download TETs and PETs via co-design sessions. Most
prior work pre-dates or is unrelated to GDPR/CCPA data
downloads, instead focusing on visualizing the types of in-
formation readily available to consumers at the time those
tools were created. Datta found that dashboards show only
a portion of the existing data [17]. We do not pre-select the
information we deem interesting, such as inferences [60] or
advertising [87]. Instead, we ask participants to highlight their
desired content. While we confirm some best practices of data
visualization generally [29, 72, 73], our recommendations are
specific to the data-collection ecosystem and emerge from
co-design based on participants’ actual data downloads.

Co-Design: The co-design research method (sometimes
called participatory design) includes end users in the design
process to leverage the knowledge and skills of end users in
collaboration with the expertise of researchers and design-
ers [75]. Co-design has been used in a few prior studies of
security and privacy tools [25, 50, 63, 86]. Weber et al. em-
phasized the importance of establishing a “common language”
between participants and researchers [86]. Our own sessions
build on the lessons of these prior applications of co-design.
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3 Selection and Overview of Data Downloads

To facilitate concrete discussions, we centered each focus
group on participants’ own data downloads from one of six
companies. Here, we explain how we chose those six compa-
nies and briefly describe their data downloads for context.

Company Selection: To select popular companies, we ex-
amined the privacy policies of the Moz Top 500 Websites [48]
to see which let users download their data. We excluded 105
websites that were not in English, illegal (e.g., ThePirateBay),
potentially embarrassing, or were unable to be accessed by
the researchers. We then filtered for companies that allowed
non-California and non-EU residents to make data subject
access requests, resulting in 109 websites. We categorized
each site using the Alexa Top 500 categories [2], assigning
categories based on the service the company provides and the
type of data expected to be found in its data download.

We selected companies based on the following criteria:
• A simple request process via a clear, online portal (no

emailing, mailing, or calling required)
• Relatively quick fulfillment (less than 10 days when

members of the research team requested their own data)
• An easily recognizable and popular company, making it

easier to find participants with an active account
• Belonging to a category of company participants would

likely use (e.g., social media, entertainment)
Further, we selected companies meeting the above criteria
such that the final slate would encompass both the breadth and
depth of file information potentially available across all data
downloads, ensuring a reasonably representative sample of
the types of information available. We chose the following six
companies: Amazon1 (shopping); Facebook (social media);
Google2 (location and search); Spotify (entertainment); Uber
(transportation); and YouTube (media).

Data Downloads’ Characteristics: Members of the re-
search team requested their own data downloads for these
companies and many others, recording the data types and cor-
responding format of each type of information available. This
achieved three goals: (i) it informed us about the types of data
available in each download; (ii) it enabled us to identify vari-
ation in data formats (e.g., UNIX vs. UTC timestamps); and
(iii) it provided us with an initial impression of how human-
readable each download was. Although we were able to inter-
pret most of the available data, there were a number of items
we could not resolve. For example, we were unable to inter-
pret Uber’s “horizontal accuracy” column, which contained
values like “30” and “10.”

1While Amazon offers data downloads for all products, including Kindle
and Audible, we omit all but order history to keep sessions focused.

2Similarly, Google downloads can be very large and variable, so we omit
all Google products except location and search.

Table 1 summarizes key aspects of team members’ data
downloads from these six companies; results for others may
vary. Note that user-uploaded files, such as Facebook photos,
YouTube videos, and Google Drive files, retain their origi-
nal file format in the data downloads and are excluded from
Table 1. Informally analyzing our own data downloads, we
identified eight classes of information. We found extensive
variation in how different companies included and presented
data within these classes. For example, five companies’ data
downloads (all but YouTube) contained some sort of loca-
tion data. Spotify’s location data included the user’s address,
payment country, payment card postal code, family plan ad-
dress, and Car Thing accessory shipping address. Facebook,
in contrast, included the user’s primary location, the current
city included in their profile, the IP addresses and locations
from which they had ever logged in, and the places where the
user had checked in. Google’s location data included time-
stamped locations, data presumably collected from a phone
GPS (latitudes, longitudes, velocities, altitudes), and the type
of activity performed at a location. Appendix C gives other
examples. These examples are intended to provide context
for participants’ comments, rather than being exhaustive.

4 Co-Design Study: Method

We conducted a three-part study than ran from July 2020
to September 2020. Part 1 was a screening survey. Eligible
participants were asked to download their data from one of
the aforementioned six companies and were invited to Part 2.
Part 2 determined eligibility for Part 3, a 75-minute co-design
session hosted on Google Meet. We recruited participants
on Prolific, a crowdsourcing platform that has many advan-
tages [54] over Amazon Mechanical Turk. The appendix con-
tains the text of all survey instruments and focus group guides.

4.1 Participant Selection

In Part 1, participants completed a demographic and screening
survey in Qualtrics to provide information that would help
us create the co-design sessions. Participants indicated their
availability for a focus group and chose the companies on our
list of six for which they had active accounts. We compensated
$1 USD for this survey, which took on average 2.5 minutes.

Based on the Part 1 responses, we selected prospective
participants. We assigned one of the six companies to each
participant. In Part 2, we provided participants instructions
to request a data download from their assigned company. For
companies that provided both HTML and JSON options (see
Table 1), we instructed participants to select HTML as it is
more likely to be human-intelligible. Google offered location
data in both JSON and KML, but we opted for JSON due to
the complexity of opening a KML file. Participants completed
a second survey to verify they had successfully requested their
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Table 1: Key aspects of data downloads, as obtained by the research team. For Amazon and Google, we report on both the subset
(∗) of the download used in our study and the full (FULL) versions of these data downloads.

Company File Formats Includes “ReadMe”? Time of Receipt # Folders # Files Size

Amazon∗ CSV No 2-5 days <10 <10 KBs
Amazon FULL CSV No 4 weeks Tens Tens MBs

Facebook JSON or HTML Yes Almost instantaneous Hundreds Thousands GBs
Google∗ JSON, HTML, KML Yes Almost instantaneous <10 <10 KBs

Google FULL JSON, HTML, KTML Yes Hours Tens Hundreds GBs
Spotify JSON Yes 1-2 weeks <10 <10 KBs
Uber CSV Yes Hours <10 <10 KBs

YouTube JSON, HTML Yes Almost instantaneous <10 10–20 KBs

data download by pasting in text (with no identifying informa-
tion) from the notification email or data download page. The
Part 2 survey also asked about their general sentiments toward
data access and privacy. Participants were compensated $2
for completing Part 2, which took 11 minutes on average.

Participants who completed Part 2 were invited to Part 3, a
75-minute focus group and co-design session centering on the
company for which they had downloaded their data. Group
sizes ranged from 3–5 based on participant availability and
turnout. We ensured there were no more than two participants
per session who were students, and no more than one partici-
pant per session with CS or IT expertise. We held two focus
groups for each of the six companies, resulting in 12 focus
groups in total. Participants were compensated $25 for Part 3.

Due to COVID-19, we held all focus groups remotely as
video calls, recording only the audio. We used Google Meet
because it provides real-time captioning (transcription). A
researcher listened to all audio recordings and corrected the
transcripts. Meet requires participants to log in with a Google
account, displaying the associated name on-screen. To protect
participant privacy, we made five anonymous Google accounts
for participants to use. We turned off those accounts’ activity
tracking and ad personalization. We logged participants out
and changed the passwords between sessions.

4.2 Structure of Focus Group Sessions

Each 75-minute session included several activities designed
to encourage discussion and inspire ideas about improving
data downloads. A third survey was conducted concurrently
with the session to facilitate giving participants instructions
and collecting written responses. We iterated on the design
of our focus group protocol through five pilot sessions with
convenience samples. After each, we incorporated feedback
from the previous pilot session to clarify the wording of ques-
tions and instructions, correct typos, and improve logistics.
As suggested by a pilot tester, in our final protocol we screen-
shared slides with bullet-point instructions. The survey and
slides aimed to help participants stay on track even if they
experienced connectivity issues or other interruptions.

Introductions and Guidelines: We began by directing par-
ticipants to the third survey in order to consent to both partici-
pation and audio recording. To help participants get to know
one another, we asked participants to introduce themselves
with their first name (real or fake) and a fun fact about them-
selves. In the chat window, we mapped anonymous Google ac-
count names (e.g., Participant 1) to the first name provided by
the participant, allowing participants to refer to each other by
name during discussions. We then gave participants general
instructions for the session: to turn cameras on (a requirement
aimed to increase engagement), to mute when they were not
speaking, and not to take screenshots or make recordings. We
reminded participants they were not required to share specific
information about themselves or their data.

GDPR/CCPA 101 and Free Exploration: The first activ-
ity, intended to provide context about data downloads, was
a minute-long overview of GDPR and CCPA. We explained
that data downloads are available in part as a right granted
to residents of the EU and California. We answered (to the
best of our knowledge) any questions participants posed about
these laws. We then had participants freely explore their data
download for five minutes. We asked participants to inspect
the format, content, and organization of the files. For sites
with Read Me or HTML overviews (all but Amazon), we gave
participants 1–2 minutes to read them. We encouraged them
to comment aloud about anything they found interesting.

Scavenger Hunt and Discussion: While free exploration
avoids priming participants about what to look at, it can also
lead to a lack of engagement. Thus, we next asked participants
to complete a scavenger hunt with their data downloads. We
provided a list of items to find, such as a deleted message or
the timestamp of a purchase. We selected items such that:

• Collectively, the items spanned multiple folders
• Items were not too difficult to interpret
• Some items might interest the participant (e.g., “What

‘life stage’ does Facebook assign to your friends?”)
• Items required scrolling (e.g., “Find an album. . . that

starts with the same letter as your first name.”)
• Some items required cross-referencing multiple files
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All scavenger hunt items, 6–11 per company, met at least one
of these criteria. While the scavenger hunt inevitably intro-
duced some bias, we believe these items helped to expose
participants to a broad range of their data, including informa-
tion they may have overlooked during free exploration. The
scavenger hunt lasted 5–7 minutes. For privacy, participants
did not enter their answers in the survey, nor read them aloud.

For 10–15 minutes, participants then discussed their first
impressions of data downloads. We debriefed the scavenger
hunt, asking about experiences navigating the data download
and looking for items. We asked about the content and format
of these files, as well as data-collection practices in general.

Highlight Activity: In our Qualtrics survey, participants
were then given a list of folder names associated with the
relevant company’s data download and were asked to high-
light the categories they would be most interested in seeing.
This was designed to identify content participants cared about.
There was no limit on the number of items they highlighted.

Data Viz 101: To inform and inspire participants, we held
a five-minute introduction to data visualization. We asked
participants to browse Information Is Beautiful [33], which
visualizes daily news. We chose this site because it offered
many options, rather than endorsing one or two specific visu-
alization approaches. We also wanted to avoid visualizations
that would alienate participants. Instead, we wanted them to
focus on data presentation, rather than content. We asked
participants to share examples of visualizations they found
particularly interesting or well-designed, as well as examples
that synthesized multiple pieces of information. Participants
pasted links to visualizations, briefly summarizing what they
liked about each. We then used a basic example to show
that even simple visualizations can be effective, showing a
spreadsheet with two columns (“month” and “number of cats
petted”) and graphing the data as a line chart.

Sketch Activity: Finally, we asked participants to sketch,
either on paper or digitally, their ideal version of a visualiza-
tion tool for their data download. All prior activities were
designed to build up to this activity, which directly supported
our ultimate goal: to work with participants to reimagine data
downloads. We provided guiding questions, referencing con-
tent, formatting, and menu options. We told participants they
could use any approach they wanted, but mentioned two possi-
ble options: a high-level approach sketching the general layout
of a tool and specifying its different options, and a low-level
approach focused on representing a specific type of informa-
tion (e.g., location data). After uploading their sketches to
our server, participants were asked to explain them. With par-
ticipants’ permission, we screen-shared their sketches to the
group; we have also made them available for download [77].
Participants were then redirected to Prolific for compensation.

4.3 Data Analysis
We analyzed the data from our co-design sessions using
affinity diagramming, a method for consolidating qualitative
data into emergent groups or themes [10]. Two researchers
used Miro, an online whiteboard, to collaboratively affinity-
diagram comments from all 12 sessions. We placed mean-
ingful quotes from all the session activities on virtual Post-it
Notes, then grouped them with other similar quotes. We de-
termined meaningful quotes to be everything that was shared
during a session with the exception of what researchers said
and moments when participants required clarification or when
they experienced technical difficulties. We framed our group-
ings around “what” (data content) and “how” (data format).
We then isolated themes within those top-level groupings.
As needed, we split quotes to ensure they did not contain
more than one cohesive idea. If a quote fit into more than one
grouping, we duplicated it as needed.

We analyzed all quotes using pseudonyms containing an
abbreviation for the company under discussion, Session A or
Session B for that company, and an assigned participant num-
ber (from 1 to 5) during the session. An example pseudonym
is G-A-1: the first participant in Session A for Google.

4.4 Protection of Participants
Our protocol was reviewed by the University of Chicago IRB
and determined to be exempt. We collected no personally
identifiable information. Study-related communication was
conducted via Prolific’s internal messaging system, which
uses pseudonyms to identify participants. As discussed above,
we did not ask participants to share their data downloads
with us, we created anonymous Google accounts to avoid par-
ticipants exposing their personal information, and during the
session participants identified themselves using only their first
name or a pseudonym. We did not video record the session or
take screenshots, and we instructed participants not to do so
either. Participants consented to audio recording of sessions
before completing Part 1 and again before completing Part 3.
We reminded participants at the beginning of the session that
they were under no obligation to share specific information
about themselves or their data. We also told participants that
if they said something they did not want on record, they could
let us know afterwards and we would delete that portion.

4.5 Limitations
Due to the rich qualitative nature of our study, we had a rela-
tively small sample size (42 participants). We recruited only
participants located in the U.S. As is typical on Prolific, our
participants skewed younger and more educated than the av-
erage population of the U.S. Additionally, our study made
technical demands of participants. They needed to download
their data (aided by our instructions), join a Google Meet call
(requiring a webcam and microphone), and upload a photo of
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their sketch. These requirements were listed in our recruitment
ad’s eligibility section. As a result, it is likely that our sam-
ple excluded people with limited technological experience.
Finally, our sample likely excluded those with disabilities, par-
ticularly visual impairment. Future work should investigate
the accessibility of data downloads to those with disabilities.

As with any qualitative study, a participant not making
or responding to a statement does not mean they disagree
with it. While, for context, we provide counts of participants
who expressed specific sentiments, we do not intend them to
indicate overall prevalence. Additionally, the scavenger hunt
activity may have primed participants. Though we tried to
offset this concern by starting with a free exploration, it is
possible that some participants may have been led to believe
some sections of their data were most important based on our
scavenger hunt items. As a result, we make no claims about
the generalizability of our study. Rather, we present initial
findings and directions for the design of data downloads.

5 Results

We first summarize participant demographics. We then report
key findings from our focus groups in four key areas: reactions
to existing content; ideas for improving content; reactions to
existing formats; and ideas for improving formats.

5.1 Participants

We recruited 272 participants for Part 1, 77 of whom com-
pleted Part 2 and 42 of whom completed Part 3. Among Part 1
participants who did not continue, 156 never responded that
they were ready for Part 2, while 39 were deemed ineligible.

Among Part 3 participants, 25 identified as male, 16 as fe-
male, and one as non-binary. Our sample skewed young: eight
were 18–24, 19 were 25–34, nine were 35–44, five were 45–
54, and one was 55 or older. Participants reported their highest
level of educational attainment: two completed high school,
nine completed some college or an associate’s degree, 18 had
a bachelor’s degree, and 13 had a graduate or professional de-
gree. Twenty-eight participants self-reported as White, seven
as Asian or Pacific Islander, six as Black or African American,
and one marked “other.” Five indicated they were of Hispanic
or Latino origin. Six had an education or were employed in
computer science or IT. Six were students.

5.2 Content of Existing Data Downloads

We first report on participants’ reactions to the content of
their data downloads. Participants were struck by the heavy
amount of detail, sometimes reaching the level of creepy, and
found the inclusion of certain content surprising. They also
identified several practical uses for their data downloads.

Expectations: Before each free exploration, we asked if
participants had looked at their downloads before the session;
only six of the 42 had. We then asked participants about
their expectations of the content of their data downloads.
Most commonly, participants expected data downloads
to contain demographics and data generated via interac-
tion with the site (e.g., friends and messages for Facebook,
playlists and watch history for YouTube). Seven participants
(all in Amazon, Facebook, or YouTube focus groups) also
expected to see inferences or data from third parties.

During the free exploration and scavenger hunt, we encour-
aged participants to comment aloud. Nine were surprised by
the presence or absence of information. For instance, F-B-3
was surprised to see facial recognition data, and S-A-1 was
surprised to see her full address associated with a music com-
pany. F-B-2 and S-B-1, in contrast, expected to see more ad
interests and search queries, respectively. For 12 participants
(all companies), at least some of their expectations of what
would be contained in their data downloads matched reality.

Twenty participants (all companies but YouTube) com-
mented on the accuracy or inaccuracy of their data. Eleven
participants mentioned that at least one part of their data
was accurate, and 13 participants mentioned that at least one
part was inaccurate. Seventeen participants (all companies)
mentioned that there was information missing from their
data downloads, either time gaps or information omitted al-
together. Y-B-1 said, “I personally think there’s information
that they have that’s not in these files. And it can be used de-
pending on what they need.” F-B-1 was surprised to find data
he was “100% sure” he had erased. F-B-2 also found data he
believed he had deleted, which he attributed to a “legacy issue.”
In contrast, Y-A-4 recalled deleting specific searches. He was
surprised to find they did not appear in his data download.
Regardless of whether these participants are correct about
their deleted data, these comments suggest a lack of clarity
and perhaps distrust related to how data is stored and retained.
Y-B-1 commented, “I do think there is information that might
not be in these files, but somehow when we signed up for these
platforms, in the very small fine text, they’re letting us know
it’s there and you may not know what the term is or exactly
what it means . . . but I do think there’s other information that
they capture that we may not be aware of.”

Reactions to Content: Fourteen participants (all compa-
nies) either commented on how far their data went back in
time or reacted to old content. F-A-2 said, “It’s kind of weird
to like be pulled back into that space of when you set up the
first ever Facebook account.” Eight participants (all compa-
nies but Facebook) noted the level of detail in the files. Five
were surprised by how detailed the files were; one partially
blamed difficulty navigating the data on the level of detail.
Eight participants (Facebook, Google, YouTube) reported feel-
ing creeped out or scared about the breadth, detail, and type
of data being collected and stored about them. Feelings of
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unease were not always related to a lack of awareness. G-A-4
noted, “For me, nothing was surprising. Like, I knew Google
is recording everything. It’s just that seeing this in front of me
and all the data that has been collected over all the years, it’s
like a rude realization that yeah, there is someone watching
you all the time.” G-B-2 also expressed this sentiment. This
quotation highlights the potential for data downloads to be
used for promoting privacy-protective behaviors. While many
users are aware of tracking and data collection in general, a
data download situates these practices in a personal context.
This personal context is perhaps more likely to inspire action
than simply hearing about data collection in the abstract.

Five participants (Amazon, YouTube, Uber) commented
on the large size of their data download. G-A-3 noted the
presence of many product options on Google’s data down-
load page. G-B-3 made a similar point: “There was also so
many other things you could download, that also really scared
me. I was like, this is only my location and search history. I
can’t imagine if everything else was included.” A-B-2 felt
the lack of definitions for terms made navigation and com-
prehension harder. Asked about navigating data downloads,
F-B-1 said, “It was like reading a book about myself but not
written by myself.” This quotation is perhaps emblematic of
a lack of control by users over their data. We note that the
right to be forgotten, the right to participation, and the right
to rectification can help users reclaim control over their data.

Uses and Misuses: Twenty-nine participants spanning all
companies discussed possible uses or misuses of data down-
loads. Eleven (all but Facebook) identified practical reasons
why they might want access to their own data downloads,
including accessing a lost record, budgeting, or finding and
erasing problematic information. Eight participants (Amazon,
Facebook, Spotify, Uber) imagined these files could be used
for privacy purposes, namely keeping track of the collection
of their personal information. U-A-1 observed, “It’s inter-
esting to understand how exposed you are from a privacy
perspective.” Four participants (Facebook and Spotify) went
beyond awareness, suggesting privacy-protective actions they
or others might take after viewing their data downloads. F-
B-1 mentioned refraining from making sensitive searches on
Facebook, and S-A-2 and S-A-3 considered using information
from a data download to help them keep their accounts secure.
S-B-5 said, “I think if the company had a data breach, and I
knew that I was in that data breach, being able to see what
data was potentially accessed for myself is important . . . if it
has some kind of impact on my credit or I need to freeze my
credit.” These privacy and security concerns arose organically
from looking at the data, without prompting from researchers.

Mentioned misuses included account compromise or in-
appropriate targeted ads (six participants). Four mentioned
data downloads being used by law enforcement, the gov-
ernment, or in court; three others agreed with or commented
on these statements. F-A-1 said, “I’m curious to know if this

information can be subpoenaed in a court, because there’s a
lot of information here. So I mean if there’s any illegal activity
going on you could definitely use this file to find out.” Con-
cerns about misuse of downloads themselves are not entirely
misplaced [15,45]. We note that while law enforcement could
likely obtain information directly from companies regardless
of the data download feature, the data download did raise
awareness of how much information companies store.

5.3 Desired Content

To help focus the efforts of programmers and designers who
might craft interfaces for data downloads, we examined the
types of data most and least interesting to participants. Partic-
ipants discussed demographics, data generated via interaction
with the company, inferences, and aggregate information.

Demographics and Site Data: Fourteen participants (all
companies but Spotify) were interested in data associated with
their demographics and direct site interaction, as opposed to
inferences. Participants mentioned search history (three, Ama-
zon and Facebook), location data (two, Facebook and Google),
and photos (two, Facebook). Y-B-3 wanted to see “how much
personal information they’ve collected.” Y-B-1 agreed. Six
Spotify participants also cited personally identifiable informa-
tion and payment details as among the most important things
to see. Four participants (Amazon, Uber, Facebook) wanted
to know how their information was being used and shared,
and three participants (Google, Uber, YouTube) wanted to see
everything the company had about them.

Inferences and Advertising: Ten participants (all but
Uber) wanted to see inferences made about them or obtain
insight into inferencing algorithms. F-A-2 said, “What’s in-
teresting to me is how my online behavior is affecting how
this company and all the affiliates see me. And in what cat-
egory, say, they put me or don’t put me. . . . That has a way
broader implication than the actual things that I am looking
for. . . . Who is programming these algorithms? . . . Do they
represent a broader part of society or are they all from a
very similar group, similar life experiences and backgrounds?”
Four participants (Amazon and YouTube) wanted insight into
the company’s recommendation algorithm and/or the data that
powers it.

Seven participants (all but Spotify) wanted to see ad-
vertising data. Two (Facebook, YouTube) wanted data on
advertising-related inferences. Furthermore, two (Google,
Uber) mentioned things they said aloud being used for adver-
tising, referencing a common folk belief that devices secretly
listen to users [22]. U-B-2 said, “There’s nothing weirder
than having talked to someone on the phone . . . and an ad
pops up for something that you were talking to somebody on
the phone about.”
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Nine participants discussed things they did not want to see.
Four (Amazon and YouTube) reported no interest in any of the
information in their data downloads. Four others (Facebook,
Spotify) named specific data types they found useless or irrel-
evant, including poke history, past aliases, or search queries.
Three participants (Amazon, Facebook) wanted less data re-
tention, for privacy and security purposes. For instance,
F-B-3 did not want long-term location data saved because she
feared that a malicious actor could use it to find her.

Aggregation and Synthesis: Participants wanted more
than just raw data.3 Nineteen participants (all but Facebook;
seven unprompted) wanted to see aggregate data about their
site usage or activity. Eight (Amazon, Uber, YouTube; two
unprompted) mentioned wanting aggregate financial data for
business, budgeting, or to examine spending habits. U-B-5,
who drives for Uber, imagined using aggregate data to de-
termine the most profitable times for her to drive. Six partic-
ipants (Google, Spotify, YouTube) wanted a breakdown of
how much time (relative or absolute) they spent listening to
songs or artists, watching videos, or otherwise engaging.

During Data Visualization 101, we asked participants to
look for examples synthesizing multiple data types. Partic-
ipants quickly adopted this theme: 30 (all companies) used
some kind of synthesis in their sketches. In addition, three
participants (Amazon, Facebook, Spotify) brought up data
synthesis, unprompted, earlier in the discussion. Most imag-
ined using synthesis to learn about themselves and their use
of the site. For example, S-B-5 proposed a graph of the corre-
lation between music choices and the time of day and year.

5.4 Format of Existing Downloads

Participants identified benefits and drawbacks to the format
and organization of the data downloads they examined.

Quantity of Data: Nine participants agreed that access-
ing records was difficult due to the vastness of their data
downloads. Four (Facebook, Google, YouTube) described it
as “overwhelming,” and five (Amazon, Facebook, Google,
YouTube) described the challenge of moving through their
data as “tough,” “tedious,” “hard,” or “time-consuming.”

Navigation: Twenty-one participants (all but Amazon) felt
that, overall, their data download was easy to explore.
They attributed this to intuitive organization, nicely formatted
files, and descriptive folder and file names. S-B-4 said, “I
think the names and the descriptions of the files was exactly
what I expected them to be once you clicked on them.”

3We use “aggregate” for the collection of multiple instances of a single
type of data (e.g., to summarize or identify trends). We use “synthesis” for
combining multiple types of data to obtain insights unavailable in isolation.

Conversely, 13 participants (all companies) expressed dif-
ficulty navigating through their data downloads. Nine of
these (all but Spotify) attributed their difficulties to a lack
of familiarity with data downloads in general, and with file
types such as JSON specifically. Three of these nine said that,
despite initial difficulties, they expected they could learn to
navigate the files over time. U-B-2 described “a very small
learning curve where you had to figure out how the infor-
mation was set up. . . . Once you figure that out, it’s pretty
easy.” Six participants felt they needed more than a single
read-through to understand their files. A-B-4 said, “Every-
thing was the same font and the same size, so there’s nothing
bolded that will jump out at you.” Y-A-5 wondered about
deliberate obfuscation: “Most of the interesting data is stored
in these files, that as a non-specialist, I can’t read. . . . We’re
effectively illiterate when it comes to reading this additional
data that they’ve been collecting.”

Organization: Thirteen participants spanning all compa-
nies felt the files were disorganized or could be more use-
fully organized. Eight participants (Amazon, Facebook, Spo-
tify, YouTube) attributed their difficulty finding information to
data downloads’ disorganization. Y-A-1 said, “The top-level
organization makes a lot of sense, but then when you try and
go one layer deeper then it just turns into raw data.” Y-A-3
remarked, “It’s like they didn’t even try [to organize the data].
They just kind of dumped it on you.” Five participants (Ama-
zon, Spotify, Uber) felt that related information was incon-
veniently spread across multiple files. A-A-4 said, “I’d pre-
fer it if it was just a single file,” and A-A-1 agreed.

In contrast, nine participants (all but Google) were satisfied
with the organization of their files. U-B-4 said, “It looked
exactly the way I would organize it.”Two commented on the
usefulness of folder names and how files were ordered. S-
B-5 noted that “the ‘follow list’ was alphabetized, and then
you could kind of see other stuff was by most recent.”

File Formats: Twelve participants (Google, Spotify, Uber,
YouTube) discussed difficulties with JSON files and how
they might deter others. G-B-3 said, “A JSON file to begin
with is pretty inaccessible.” S-A-1 said, “I was kind of sur-
prised that it . . . comes down in a JSON file, which I think
could feel really intimidating.” Five participants (Google, Spo-
tify, Uber, YouTube) weren’t able to open the JSON files
on their computers. On the other hand, S-B-5 found the JSON
files “user-friendly to see, especially with the way they color
coded it.” Note that the color-coding was a feature of the
JSON viewer we provided. G-A-4, the tech expert of his group,
pointed out that JSON would enable analysis scripts.

Three participants (Facebook and Google) felt HTML files
were usable and useful, but not everyone agreed. Y-A-2
pointed out that an HTML file “has a nice user interface
and I can scroll through it all, but it’s still not useful because

USENIX Association Seventeenth Symposium on Usable Privacy and Security    225



(a) Participant S-A-1

(b) Participant Y-B-2

(c) Participant A-A-4 (d) Participant F-A-2

(e) Participant U-B-2 (f) Participant G-A-5

(g) Participant F-B-1 (h) Participant Y-A-4
Figure 2: Excerpts from participants’ sketches during the design activity.

it’s a long list to scroll through. If you spent more than a cou-
ple days on YouTube you can incur a very long list, and I’ve
actually had that file crash multiple times.” A-B-3 and U-A-1
found the CSV format of their data downloads straightfor-
ward, though A-B-3 added that she worked with spreadsheets
daily. In contrast, A-A-4 did not find CSV files convenient.

5.5 Desired Format
Finally, we report on participants’ ideas for formatting, includ-
ing meaningful organization, filtration, visual representation,
and interactivity. As in any co-design exercise, participants’
suggestions should be seen as inspirations for design profes-
sionals to build on, rather than direct specifications.

File Formats and Interfaces: Participants suggested vari-
ous improvements to the file formats. Y-A-2 liked that HTML
files could be opened easily in the browser, but also wished for
a better user interface. Several participants expressed interest
in CSV or other spreadsheet-compatible formats. G-B-3,

who had prior experience downloading CSV Twitter data out-
side this study, said the Google data would have been easier
to digest had it been formatted similarly. G-B-2, Y-A-5, and
A-A-1 also discussed the merits of spreadsheet formats.

G-B-2 considered printing out his data download, citing
research that people comprehend information better when it’s
printed on paper. G-B-1 agreed, adding that an older genera-
tion might feel more comfortable with paper.

Finding Important Information: Twenty-one partici-
pants (all groups) expressed a desire for a high-level
overview of their data, with the option of delving for more
information. Participants wanted to see either an overview
of everything contained in the download or a summary of
the most important information. S-A-1 and F-B-1 used this
approach in their sketches (Figures 2a and 2g). Y-A-5 said,

“The idea is to give them as much information as possible as
an option, but not to overwhelm them with this sort of first
glance, first blush dashboard.” This suggestion aligns with
existing best practices in data visualization [29, 73].
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Seventeen participants (all companies) emphasized the im-
portance of filtration. F-A-1 commented, “It would’ve been
helpful to have filters so that you can organize the information
by date or time, because if I’m looking for something specific,
scrolling through that page of long history would be tedious.”
F-A-2 agreed, and five other participants from Amazon and
Google sessions made similar comments. Ten participants
(all companies but Facebook) included filtration features in
their sketches, including three who had already commented
on filtration earlier in the session. Figure 2c shows A-A-4’s
sketch, which included a filtration feature.

Relatedly, 12 participants (all companies) included options
to sort by date in their sketches. A-B-3 noted, “I would only
ever look at my stuff chronologically.” Most data downloads
already organize relevant data by date. However, ten partici-
pants imagined extending this to filter by day, week, month,
or year. F-A-2 imagined a different kind of sorting: an event-
centered visualization in which the user selected a life event
like “[got] married, . . . moved to a new place, or got a new job.”
Data would be displayed in relation to that event (Figure 2d).
A-B-2 sketched another option: separating human-determined
and computer-determined information.

In addition to sorting and filtering, several participants men-
tioned prioritization. Three Amazon participants mentioned
reorganizing files so that meaningful information (e.g., item
descriptions) appeared before less semantically useful data
(e.g., order ID numbers). Three others (Facebook, YouTube)
wanted to prioritize data types with the most entries.

Visualization: Nineteen participants (all companies) used
line graphs, bar graphs, pie charts, or tree graphs in their
sketches. Participants plotted information like payments vs.
time, ads clicked on vs. ignored, and breakdowns of online
activity by categories (e.g., entertainment, news, and people).
Y-B-2’s sketch (Figure 2b) illustrates the latter. This reflects
participants’ strong interest in synthesis, discussed above.

Nine participants’ sketches (Amazon, Facebook, Google,
Uber) used a map to show location data. Eight of these com-
bined their map with other data, such as friends, search history,
or frequency of the location. G-A-3 and S-A-3 used timelines
in their sketches, consistent with the desire for chronologi-
cal organization. Y-A-5 mentioned word clouds, and S-A-1
included a word cloud for search history in her sketch.

Fourteen participants (all companies) emphasized inter-
activity and/or included it when describing their sketches.
Y-A-4, for example, wanted “something that you’d be able
to click on, whether you enlarge it or you control it with the
mouse wheel . . . so you can see it a little more clearly or if
you’re looking for something specifically” (Figure 2h). Others
suggested buttons, menus, hovering, and clickable elements.

Several participants were also attracted to simplicity in
visualization. Y-A-2 wanted to avoid “very graphically inter-
esting stuff that represents the data horribly. Because they
don’t do, like, bar graphs. They’ll do, look at this zigzag graph,

and you have no idea what that graph’s trying to tell you or
show you, because it doesn’t actually tell you anything except
for look pretty.” Five participants (Amazon and YouTube)
emphasized simplicity in their sketch explanations.

Participants (19, all companies) also argued for using color
and element size to distinguish data. Thirteen (all companies
but Amazon) used color or size distinctions in their sketches.
Six (Google, Spotify, Uber) used size and color to represent
frequency, such as most-listened-to artists and most-visited lo-
cations. Figure 2f shows one example. These requests, which
track good visualization practice, contrast heavily with the
plain-text files participants viewed during the sessions.

Security, Privacy, and Accuracy: Four participants iden-
tified format-related security and privacy considerations. F-B-
1 wished his data download had been password-protected
so that someone with access to his computer could not read it,
though presumably most information could also be accessed
by visiting Facebook directly while logged in. Y-A-4 said he
expected to access data via HTTPS and wished for some form
of data encryption. The same participant also asked about
fact-checking, or some other mechanism for verifying the pro-
vided data was accurate. G-B-2 and A-B-2 proposed in-band
deletion of data directly after viewing it. This accords with the
longstanding interaction principle of direct manipulation [72].

6 Discussion

We detail our design recommendations, followed by a brief
discussion of the policy implications of our results.

6.1 Design Recommendations

Our co-design study provides insight into how to reimagine
data downloads to be usable and useful. Our participants
identified a variety of goals and use cases for data downloads.
Some wanted easy access to artifacts, memories, or original
content. Others wanted to know what personal information
was collected and stored about them, or wanted insight into
the inferences being made about them. A few were curious
about aggregate statistics.

Participants also identified significant shortcomings of cur-
rent data downloads that might hinder these goals: poor or-
ganization, sometimes-unfriendly file formats, and too many
details with no way to filter. While these obstacles could per-
haps be overcome with sufficient patience, they may deter
users outside a research study. Furthermore, most data down-
loads do not include meaningful aggregation or synthesis,
though it is highly likely such analysis is conducted internally
to power recommendations and personalized advertising. The
current state of data downloads thus prevents users from fully
reaping the benefits that the right of access might provide.
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It is therefore important to re-imagine data downloads for
use by humans, separately from data designed for machine in-
terpretation. Drawing from participants’ responses, we make
the following recommendations for data visualization tools:

• Meaningful Organization: Organize data chronologically,
but with options for aggregating (e.g., by month). Group
related data together. In line with visualization best practice,
offer both a high-level overview and details on demand [73].

• Filtration: Enable filtering by type of data as well as other
properties (e.g., payments over a certain amount).

• Aggregation and Inferencing: Provide insight into data
aggregations and inferences made with the user’s informa-
tion, as well as the mechanisms behind them.

• Interactivity and Exploration: Enable rich interactions,
such as selecting elements of high interest and zooming
or hovering to reveal more information. Provide functions
similar to simple spreadsheet or scripting tools to support
synthesis. Current static formats (e.g., JSON, HTML) work
with all common platforms, and interactive views should
too. Web-browser-based interactivity may be appropriate.

• Direct Manipulation: Historically, rights of access have
been associated with participation, the ability to contest or
correct information [24]. Enact this principle by allowing
correction via direct manipulation in the data download in-
terface. Further, streamline the right to erasure (also defined
in GDPR) via direct requests to delete specific information.

Efforts to improve data downloads could be made by the
companies themselves, or by third parties. Companies know
the most about their data, including its origin and schema, and
are thus in the best position to provide explanations. Compa-
nies are also in the best position to enable direct manipulation
for deleting or contesting data. However, companies may not
have strong incentives to improve data downloads. From a
legal compliance standpoint, data downloads are arguably suf-
ficient currently. Additionally, some companies may wish to
keep data downloads abstruse to hide unsavory data practices.

Thus, data downloads present an opportunity for third-party
privacy and transparency advocates to design tools for user
empowerment, continuing the mission of prior TETs and
PETs. We found that viewing data downloads, even in their
current not-very-usable state, raised organic privacy and se-
curity concerns. Third-party tool designers should consider
how to make the content salient and digestible, while still
leveraging the “creepy factor” [78, 88] to help users make
better privacy choices. Additionally, third-party tools could
offer cross-platform analysis and data-driven recommenda-
tions that promote privacy and support users in exercising
control. Such tools could also serve as a GDPR/CCPA hub,
allowing users to make data download and deletion requests
with a click of a button. Further, third-party tools could (with
proper consent and pseudonymization) aggregate data across
users in order to characterize the data-collection ecosystem.

6.2 Policy Implications
The creation of data visualization tools should support, but not
replace, legal intervention. While our sessions were designed
to elicit ideas for data visualization tools, our findings also
have implications for future iterations of data access laws:
• Access vs. Portability: We suggest that tensions between

the right of access and right to data portability hinder the
efficacy of the former. Future laws should better differenti-
ate these requirements and include comprehensibility stan-
dards for data access rights. Specifically, data downloads
should include a README-type file with an overview of
the structure and content of the files, plus explanations for
any technical or otherwise unintuitive fields.

• Required Content: We found that users were curious about
their data, especially about inferences and aggregate data.
It is at present ambiguous as to what data must be included
in a data download. For instance, companies may argue
that inference data embeds trade secrets and thus exclude
inferences from data downloads. Notably, the Spotify and
YouTube files did not include data about how recommended
songs and videos were determined, which is related to the
topic of algorithmic transparency. Policymakers should
weigh companies’ interests against users’ right of access
when deciding what data is within scope of a data subject
access request. The law should clarify the required content.

• Explanations for Missing Data: Some participants felt
data was missing from their files (e.g., gaps in time or the
omission of certain categories). Data downloads should flag
when and why data is missing.

The readability of data downloads is important not only for
users, but also for technologists who will rely on README
files with clear explanations to create data visualization tools.
Thus, technology and law are both responsible for improving
the transparency of the online data ecosystem.

7 Conclusion

We presented results from 12 focus groups with a total of
42 participants. We solicited participants’ reactions to their
own data downloads from one of six companies: Amazon,
Facebook, Google, Spotify, Uber, or YouTube. Participants
completed activities that familiarized them with their data
downloads, elicited their opinions about content and format,
and sparked inspiration for drawing their ideal data download
visualization. Participants identified several key weaknesses
in current data downloads, including that they were disorga-
nized, unintuitive to navigate, and lacked usability features
like filtration. These criticisms illuminate the need for compa-
nies themselves, or interested third parties, to reimagine data
downloads to be usable and useful for humans, rather than
simply machine-readable. This would better support the right
of data access, as distinct from data portability. To this end,
we presented associated design recommendations.
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A Study Protocols

A.1 Consent Form (Shown Before Surveys in Parts 1 and 3)
Description: We are researchers at the University of Chicago doing a research study about data visualization. We hope to generate ideas for a data visualization
tool based on your ideas and opinions. This is a three-part study.

• Survey 1 – a short 5-minute screening survey.
• Survey 2 – if selected, you will be asked to download your data from an online company. You will complete survey 2, a 10-minute survey in which you

will verify that you have received your data and will choose a date and time for 75 minute online focus group with 2-4 other participants.
• Survey 3 and Focus Group – during this online session, we will lead you through a survey with a series of activities to inspire ideas for a tool that would

visualize the data that you downloaded. These sessions will take place through Google Hangouts or a similar platform. The sessions will be audio-recorded.
Your participation is voluntary.
Incentives: You will receive $1 for completion of the first survey. You will receive $2 for completion of the second survey, which verifies that you have

downloaded your data. You will receive $25 for completion of the third survey and participation in the video call.
Risks and Benefits: Your participation in this study does not involve any risks to you beyond those of everyday life. Taking part in this research study may

not benefit you personally, but we may learn new things that could help others.
Confidentiality:
• No personally-identifiable information will be collected from you.
• If you decide to withdraw from this study, the researchers will ask you if the information already collected from you can be used.
• Any reports and presentations about the findings from this study will not include your name or any other information that could identify you. In some cases,

you might provide personal stories or beliefs that we might quote or paraphrase as part of our research findings – any personally identifying information
will be removed to protect your privacy.

• Identifiable data will never be shared outside the research team.
• De-identified information from this study may be used for future research studies or shared with other researchers for future research without your

additional informed consent.
Contacts & Questions:
If you have questions or concerns about the study, you can contact Blase Ur, Assistant Professor, Department of Computer Science, University of Chicago.

blase@uchicago.edu or (773)834-3034.
If you have any questions about your rights as a participant in this research, feel you have been harmed, or wish to discuss other study-related concerns with

someone who is not part of the research team, you can contact the University of Chicago Social & Behavioral Sciences Institutional Review Board (IRB) Office
by phone at (773) 702-2915, or by email at sbs-irb@uchicago.edu.

Consent:
Participation is voluntary. Refusal to participate or withdrawing from the research will involve no penalty or loss of benefits to which you might otherwise be

entitled.
By clicking “Agree” below, you confirm that you have read the consent form, are at least 18 years old, and agree to participate in the research. Please print or

save a copy of this page for your records.
© I agree to participate in the research
© I do NOT agree to participate in the research.

The transcriptions of the recordings taken as part of this research can be included in publications and presentations related to this research.
© Yes
© No.

A.2 Part 1 Survey (Demographics and Screening)
[Consent form]
Welcome to part 1 of the study. You will be asked a few demographic questions. If selected, you will be notified via Prolific with instructions for the next part.
What is your age? © 18-24 © 25-34 © 35-44 © 45-54 © 55-64 © 65 or older © Prefer not to say
What is your gender? © Male © Female © Non-binary © Prefer to self-describe © Prefer not to say
What is the highest degree or level of school you have completed? © Some high school © High school © Some college © Trade, technical, or vocational
training © Associate’s degree © Bachelor’s degree © Master’s degree © Professional degree or doctorate © Prefer not to say
What is your race? Please select all that apply. © White © Black or African American © American Indian or Alaska Native © Asian or Pacific Islander ©
Other (Please specify) © Prefer not to say
Are you of Hispanic or Latino origin? © Yes © No
Which of the following best describes your educational background or job field? © I have an education in, or work in, the field of computer science, computer
engineering or IT. © I do not have an education in, nor do I work in, the field of computer science, computer engineering or IT.
Are you currently a student? © Yes © No
As mentioned in the consent form and on Prolific, the final part of the study is a 75 minute online focus group for which you will be compensated $25. We will
schedule this session based on your availability. Are you willing and able to participate in a Google Hangouts video call for this part of the study? © Yes, I am
willing to participate in a Google Hangouts call for the final part of the study. © No, I am not interested in participating in the final part of the study.
Each of our focus groups will cover one of the sites below. We will use your answer to this question to place you into an appropriate group.

Please check all the sites for which the following is true:
1. You have an account.
2. You use the site frequently (at least once a month).
3. You have full ownership of the account. No one else has access.
4. You would be willing to download your data from this site. You will NOT be asked to send this data to us.

© Facebook © YouTube © Spotify © Uber © Amazon © Google
When, in general, would you be available for a 75-minute video call? Please select all that apply. © Monday morning © Monday afternoon © Monday evening
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© Tuesday morning © Tuesday afternoon © Tuesday evening © Wednesday morning © Wednesday afternoon © Wednesday evening © Thursday morning
© Thursday afternoon © Thursday evening © Friday morning © Friday afternoon © Friday evening © Saturday morning © Saturday afternoon © Saturday
evening © Sunday morning © Sunday afternoon © Sunday evening
Thank you for completing our screening survey. If selected, you will receive instructions for the next part on Prolific.

A.3 Part 2 Survey (Data Receipt and Knowledge)
Welcome to part 2 of the study. Today you will be asked to verify that you have downloaded and received your data. You will also be asked a few questions
related to data, privacy, and the Internet. Finally, you will be asked to indicate your availability for a focus group session.
From which of the following companies did you request your data? This information can be found in your Prolific messages related to this study. © Amazon ©
Facebook © Google © Spotify © Uber © YouTube
[Participants were then asked to paste in text from an email related to their data download request or from the data download dashboard. We had company-specific
screenshots and instructions to guide them. We did NOT ask them to provide any personally-identifiable information. We then asked these two questions:]
I have downloaded all the files that appear in the graphic above. © Yes © No
I know where these files are located on my computer. © Yes © No
Please write what you know about the General Data Protection Regulation (GDPR). Please do not look anything up. Your knowledge about this won’t affect your
eligibility or compensation in any way.
Please write what you know about the California Consumer Privacy Act (CCPA). Please do not look anything up. Your knowledge about this won’t affect your
eligibility or compensation in any way.
Which of the following terms have you heard of? Select all that apply. © Data portability © Right of access © Right to be forgotten © None of the above
Before this study, have you ever downloaded the data a company has collected about you? If so, which company?
Have you ever wanted to know what information a company has about you? © Yes © No © Unsure
If companies gave you access to the information they had about you, what would you be most interested in seeing?
Have you ever been notified that data about you (passwords, emails, etc.) had been compromised? © Yes © No © Unsure
What information, if any, do you think companies collect about you when you visit their sites?
Please follow this Doodle Poll link to schedule a time for part 3 of the study. The goal is to schedule the time that works for the most people.
Please observe the following guidelines:

• Enter your Prolific ID instead of your name
• Please choose ALL options that would work for you. This will increase your likelihood of being eligible to participate in part 3, a 75 minute focus group

for which we offer compensation of $25.
Thank you for completing part 2 of the study. If you are eligible for part 3, based on your completion of this survey and your availability, we will message you on
Prolific with more details.

A.4 Part 3 Survey (Focus Group)
Please do NOT start this survey until you have joined the Google Hangouts call. Check your Prolific inbox for information on how to join the call. Once you have
joined, you may proceed to the next section.
[Consent form]
Please choose the company name designated on the PowerPoint. © Amazon © Facebook © Google © Spotify © Uber © YouTube
Please do not proceed to the next section until asked to do so by the session organizer.

Exploration of Files
Take 1-2 minutes to look at the index.html file. This is a visual overview of the folders and files contained in your data download. (Facebook sessions)
Take 1-2 minutes to look at the archive_browser.html file. This gives an overview of what is contained in the files, and also has links to settings related to your
data. Make sure you look at all 3 tabs. (Google and YouTube sessions)
Take 1-2 minutes to look at the “Understanding My Data” link found in the Read Me First.pdf file. This gives an overview of what is contained in the files.
(Spotify sessions)
Take 1-2 minutes to look at the readme.html file. This gives an overview of what is contained in the files, and also has links to settings related to your data. (Uber
sessions)
Take 5 minutes to look through your data on your own. We encourage you to make comments aloud to us and to the other participants as you discover things that
you find interesting.
While you look for these items, take time to familiarize yourself with your data, paying particular attention to the information that is included and the format and
organization. Here are some things to thing about:

• What information is here?
• What information seems to be missing?
• How is this information presented?
• How is this information organized?
• How easy or difficult is it to find things that you are curious about?
• What, if anything, is confusing?

If you are unable to open your data file from your computer, use this online file viewer. Note: make sure you open this link in a private browsing window.
https://jsoneditoronline.org
To use this tool: [we included screenshots to supplement the written instructions]
Click the folder icon. Then click "Open from disk."
Find the data file you want to open and confirm.
You might want to open multiple tabs, one for each file in your data download. This way, you can refer back to a file without having to re-upload it.
Note: there is an option to save to cloud. To protect your privacy, do NOT use this feature.
Please do not proceed to the next section until asked to do so by the session organizer.
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Scavenger Hunt
To get you acquainted with your data, we have a short scavenger hunt for you to complete. If you can’t find an item, skip it and move on. The goal of this activity
is to get you acquainted with your data.While some items can be easily found by looking on the website or app, please only look for the answers in the files that
you downloaded. You are welcome to use Windows Explorer, Finder, or any other search tool on your computer. You may also use the [index.html, Read Me
First pdf file and the "Understanding My Data" link, archive_browser.html, or readme.html] file found in your data download.
Again, please comment aloud as you find scavenger hunt items or anything else you find interesting.

[Below we have included the scavenger hunt items for all of the companies. The answers (in purple) were not displayed.]
Amazon
1. Have you ever used a gift card to make a purchase? In Retail.OrderHistory csv, “Payment Instrument Type” (column L), search for “Gift Certificate”
2. How many refunds have you been issued? In Retail.OrdersReturned csv OR Retail.CustomerReturns csv, count the number of rows excluding the top row
3. What was the reason for your most recent return? In Retail.CustomerReturns csv, “ReturnReason” (column F). Go to the last row to find the most recent.
4. Around what fraction of your orders are taxed? In Retail.OrderHistory csv, “Price Tax” (column G). Count all orders that have a non-zero tax value, then

divide it by the total number of orders, which is the number of rows minus 1.
5. Around what fraction of your orders do you pay shipping? In Retail.OrderHistory csv, “Shipping Charge” (column G). Count all orders that have a

non-zero tax value, then divide it by the total number of orders, which is the number of rows minus 1.
6. Around what fraction of your orders are sold directly from Amazon? In Retail.OrderHistory csv, “Marketplace” (column A). Count all orders sold by

Amazon.com, then divide it by the total number of orders, which is the number of rows minus 1.
7. What’s the date of your most expensive order (excluding tax and shipping charges) this year? In Retail.OrderHistory csv, first scroll through “Order Date”

(column C) until you find orders from 2020. Then, look at “Price” (column F) until you find the most expensive order.
8. Find the product name of your most recently returned item. [Hint: this might require looking in more than one file.] First, you need to get the order ID.

There are two ways to do this. (i) In Retail.OrdersReturned csv, find the last order ID (which is the most recent) in the orderID column (column C). (ii) In
Retail.CustomerReturns csv, find the last order ID (which is the most recent) in the orderID column (column A). Now, search for that order ID number in
Retail.OrderHistory. Once you’ve located the appropriate row, scroll over to find the product name (column Q).

Facebook
1. Which file contains Facebook search history? In search_history folder, your_search_history.html file
2. Find a friend request you sent. [Hint: you might want to check the Friends folder!] In friends folder, sent_friend_requests.html file
3. Find a Facebook user whose friend request you rejected or who you removed as a friend. In friends folder, rejected_friend_requests.html OR re-

moved_friends.html files
4. Find the first documented Facebook page you liked. [Hint: your likes are stored chronologically in an html document, can you find it?] In likes_and_reactions

folder, pages.html, last entry
5. What are some of your ad interests? Does anything surprise you? In ads_and_business folder, ads_interests.html
6. Find an advertiser who uploaded information about you. Do you recall ever interacting with that advertiser?In ads_and_business folder, advertis-

ers_who_uploaded_a_contact_list_with_your_information.html
7. In approximately how many cities have you logged into Facebook? [Hint: that seems like it might be related to security!] In security_and_login_information,

where_you’re_logged_in
8. When did you register for your Facebook account? [Hint: it’s not in the about you folder!] In profile_information folder, profile_information.html, value of

Registration Date
9. How many events have you responded to in the past 6 months? In events folder, your_event_responses.html

10. What ‘life stage’ does Facebook think your friends are at? In about_you folder, friend_peer_group.html
11. What was the last date you updated your profile picture? In profile_information folder, profile_update_history.html

Google
1. What is the date of the most recent search in your history? In search folder, MyActivity.html
2. Find a search for a restaurant or business. In search folder, MyActivity.html
3. Find a search where you asked a question. In search folder, MyActivity.html
4. Find a search for a product you wanted to buy. In search folder, MyActivity.html
5. Find a search you made late at night. In search folder, MyActivity.html
6. Find a trip for which the mode of transportation was most likely a vehicle. In location history folder, Location_history.json, find high confidence number

for vehicle
7. Find the latitude and longitude of a location that you likely traveled to on foot. In location history folder, Location_history.json, find high confidence

number for on foot, then find corresponding lat/long pair
8. Find the specific address of a place you visited. In semantic location history folder, value of “address”
Spotify
1. How many users are you following? In follow.json, value of followingUsersCount
2. What is your display name? In identity.json, value of displayName
3. Find an album name from your library that starts with the same letter as your first name. If you can’t find one, choose another letter. In yourlibrary.json,

value of album
4. Find a search you made for a song or artist. In SerachQueries.json, value of typedQuery OR selectedQuery
5. According to your data, was your Spotify account created from Facebook? In Userdata.json, value of createdFromFacebook
6. Find the name of one of your playlists in your data. In Playlist1.json, value of name
7. What is the first song in the playlist you found for #6? In Playlist1.json, value trackName of first item
8. For how many milliseconds did you listen to the song you found in #7? [Hint: You might want to look at Streaming History.] If you’ve listened to it

multiple times, pick one instance. In SteamingHistory0.json, search for the trackName found in #7, then it’s the value of msPlayed
9. Find a song in your library where the track name is the same as the album name. In yourlibrary.json, value of album and value of track
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Uber
1. What is the user rating associated with your account? In profile_data.csv, “Rating” (column E)
2. Where did you take your last recorded Uber from? In trips_data.csv, top row (most recent), “Begin Trip Address” (column H)
3. Were you referred to Uber? In profile_data.csv, “Referred to Uber?” (column J)
4. How many payment methods are listed under your account? In payment_methods, it’s the number of rows minus 1
5. What is the longest (in terms of distance) Uber ride you’ve taken? In profile_data.csv, “Distance (miles)” (column m), find the largest
6. If you have an Uber Eats account–what was your last order and where was it from? [Hint: you might have to piece together this question from the available

information!] Last order: eats_order_details.csv, “Item Name” (column F). Where it was from: eats_restaurant_names.csv, “Restaurant Name” (column C)
YouTube
1. Find a song you listened to on YouTube. In history folder, watch-history.html, scroll until you find a song
2. What is the date and time of the most recent video you watched on YouTube that was NOT music? In history folder, watch-history.html, most recent is at

the top
3. Have you ever commented on a video? If so, find your oldest comment. In my-comments folder, my-comments.html, find the oldest one
4. Find a video you have watched that starts with the same letter as your first name. If you can’t find one, pick another letter. In history folder, watch-history.html,

scroll until you find a song
5. Find a search you made during a summer month. If you can’t find one, pick another season. In history folder, search-history.html, scroll until you find a

search
6. Have you ever uploaded a video to YouTube? If so, how many views did it get? If you have uploaded multiple, pick one. In videos folder, videoName.json,

value of viewCount
7. Do you have any videos in your watch later list? If so, find the description of one of the videos in that list. In playlists folder, watch-later.json, value of

description
8. Do you subscribe to any channels? If so, find the description of one of the channels you subscribe to. In subscriptions folder, subscriptions.json, value of

description
Please do not proceed to the next section until asked to do so by the session organizer.

Highlight Activity
Amazon: Alexa; Amazon Drive; Amazon Music; Amazon Lists Wishlist; Amazon Smile Customer Data; Appstore; Customer Communication Experience;

DSAR Customer Retail Addresses; Devices Registration; Digital Action Benefit; Digital Content Ownership; Digital Customer Attributes; Digital Prime Video
Customer Title Relevance Recommendations; Digital Prime Video Location Data; Digital Prime Video View Counts; Digital Prime Video Viewing History;
Kindle Reading Insights; Outbound Notifications Amazon Application Update History; Outbound Notifications Email Delivery Status Feedback; Outbound
Notifications Notification Engagement Events; Outbound Notifications Push Sent Data; Outbound Notifications Sent Notifications; Payment Options Amazon
Pay Browser Behavior Data; Payment Options Payment Instruments; Physical Stores Whole Foods; Prime Acquisition; Retail Amazon Custom; Retail Cart
Items; Retail Customer Attributes; Retail Customer Contacts; Retail Customer Profile; Retail Customer Returns; Retail Customer Service Chats; Retail Gift
Certificates; Retail Order History; Retail Orders Returned Payments; Retail Orders Returned; Retail Promotions; Retail Region Authority; Retail Reorder; Retail
Sports Fan Experience; Retail Website Authentication Tokens; Search Data; Subscription and Digital Order History

Facebook: About You; Ads; Apps and Websites; Comments; Events; Followers and Following; Friends; Groups; Likes and Reactions; Location; Marketplace;
Messages; Other Activity; Pages; Payment History; Photos and Videos; Posts; Profile Information; Saved Items and Collections; Search History

Google: Android Device Configuration Services; Arts & Culture; Calendar; Chrome; Classroom; Contacts; Crisis User Reports; Data Shared for Research;
Drive; Fit; Fusion Tables; G Suite Marketplace; Google Help Communities; Google Input Tools; Google My Business; Google Pay; Google Photos; Google
Play Books; Google Play Games Services; Google Play Movies & TV; Google Play Music; Google Play Store; Google Shopping; Google Translator Toolkit;
Groups; Handsfree; Hangouts on Air; Home App; Keep; Location History; Mail; Maps; Maps (your places); My Activity; My Maps; News; Posts on Google;
Profile; Purchases & Reservations; Reminders; Saved; Search Contributions; Shopping Lists; Street View; Tasks; Textcube; Voice; YouTube and YouTube Music;
YouTube Gaming

Spotify: Car Thing; Family Plan; Follow; Identity; Payments; Playlist; Search Queries; Streaming History; User Data; Your Library
Uber: Account and Profile; Driver; Eats; Jump; Regional Information; Rider
YouTube: All Playlists; Likes; My Comments; Search History; Subscriptions; Uploads; Videos; Watch History; Watch Later

Please do not proceed to the next section until asked to do so by the session organizer.

Data Visualization 101
The ultimate goal of our project is to design tools that make it easier for you to understand your data downloads. One way to accomplish this is data visualization
in which information is displayed using visuals like charts, graphs, and maps. Let’s take a look at a couple of examples of data visualization.
When raw statistics or numbers are reported in the news, sometimes it can be hard to digest that information. Journalist David McCandless founded a site called
informationisbeautiful.net, which offers visualizations of the daily news. Take a couple minutes to explore visualizations of the news you find most interesting.
Open this link in a new tab: https://informationisbeautiful.net
Say I wanted to know how many cats I petted each month in 2019. One option would be to look at an excel spreadsheet with this information. However, if I
wanted a visual representation of this data, I might take my spreadsheet and convert it to a line chart. I can easily look at this line chart and conclude that March
was a great month for cat petting.

Figure 3: An example screenshot from the Data Viz 101 activity.
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A.5 Focus Group Session Script
Hi. Thank you all for coming to this session. My name is ____ , and I will be co-leading this session with ____. Please begin the study on Prolific, which will
take you to a Qualtrics survey. In part 1, you consented to participation in this study, which includes the audio recording of today’s session. Please take a moment
to confirm your consent to being recorded. Additionally, there will be a drawing activity. You will need a writing utensil and a piece of paper or the digital
drawing tool of your choice. Please type “ready” in the chat once you have answered the consent questions and have a drawing tool on hand.

[Ensure that participants have completed consent form. Make sure everyone has pen and paper.]
Now, let’s take a minute to introduce ourselves. Please say your first name, or the name by which you want to be referred during the session. Please also type

your name in the chat when you are finished. For your protection, do not use your real last or middle name. Also, please share a non-sensitive fun fact about
yourself. Finally, nominate someone to go next.

[One of the session leaders should go first to set the tone. “My name is ____ and I love cats. ____, go ahead!” Continue with introductions. We typed out a
reference in the chat once everyone had introduced themselves: Participant 1 - ____ Participant 2 - ____ . . . etc.]

During today’s session, you will be asked to look at your data and have the opportunity to answer questions aloud. Please remember that you are under no
obligation to disclose specific information about you or your data during this session. We will also be recording the audio of this session. If you say something
that you don’t want on record, please let one of us know afterward, and we will delete that portion of the audio. We ask that everyone have their cameras turned
on during the session. However, to protect your privacy, we will not record the video or take screenshots of the session. We ask that you do not do so either.
Finally, to help make this session run smoothly, please mute your microphone when you are not speaking.

During this session, we will be generating ideas for a tool that will help people understand their data downloads. Here is an overview of today’s activities.
• GDPR/CCPA Overview (2 minutes)
• Exploration of files, then Scavenger Hunt (12-15 minutes)
• Discussion (10-15 minutes)
• Highlight Activity (3-4 minutes)
• Data Visualization 101 (5-7 minutes)
• Sketch activity (10-15 minutes)

But first, let’s talk about why you are able to download your data in the first place.

GDPR/CCPA Overview
In response to privacy concerns about online data, two major privacy laws were passed recently. The General Data Protection Regulation came into effect in

the European Union in May 2018. GDPR grants users the right to access the data that an online company has about them–a right that you all have exercised as
part of this study. Inspired by the GDPR, California produced a similar law, called the California Consumer Protection Act, that went into effect at the beginning
of this year. These laws grant other rights, like the right to data portability, the right to erasure of your data, and the right to correct false information about
yourself, but today we’re going to focus on the right to access. Does anyone have any questions about GDPR or CCPA?

Exploration of Files
So let’s talk about your data download. First, did anyone look at their data before this session?
What types of information were you/are you expecting to find in your data download?
What types of information do you want to see?
Please navigate to the next page of the Qualtrics survey.
First, we’ll take 1-2 minutes to look at the [index.html, Read Me First pdf file and the "Understanding My Data" link, archive_browser.html, or readme.html]

file. This is a visual overview of the folders and files contained in your data download. [This section was omitted for Amazon, which doesn’t provide such a file
in the order data download.]

Next, take 5 minutes to look through your data on your own. We encourage you to make comments aloud to us and to the other participants as you discover
things that you find interesting.

While you look for these items, take time to familiarize yourself with your data, paying particular attention to the information that is included and the format
and organization. There are a few guiding questions on Qualtrics. [See Survey 3]

What are your initial reactions?
What surprised you?
What was it like navigating this file?
Did your expectations match the reality of what was contained in the file?
Is there anything you wanted to see but didn’t?

Scavenger Hunt
Now we’re going to do a short scavenger hunt to help get you acquainted with your data. Please proceed to the next section. You will see a list of items

to search for in your data. If you can’t find an item, skip it and move on. It’s possible that an item may not be in your data at all. While some items can be
easily found by looking on the website or app, please only look for the answers in the files that you downloaded. However, you are welcome to use Windows
Explorer, Finder, or any other search tool on your computer. You may also use the [index.html, Read Me First pdf file and the "Understanding My Data" link,
archive_browser.html, or readme.html] file found in your data download. The goal of this activity is to get you acquainted with your data download. You don’t
need to write anything down, but you can if you’d like. We’ll spend around 5 minutes on this activity.

Again, please comment aloud as you find scavenger hunt items or anything else you find interesting.

Discussion Questions
Next, we have some discussion questions.
Scavenger Hunt
1. How many scavenger hunt items did you find?
2. Did the [index.html, Read Me First pdf file and the "Understanding My Data" link, archive_browser.html, or readme.html] help you with the scavenger

hunt?
3. What was it like navigating this file?
4. Was there any information collected about you that you were surprised by? Why?
5. Is there any data you think the company has about you that is missing from these files?
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General
1. What are some reasons, if any, you might want to have access to your data?
2. From which websites or apps (social media, online shopping, ride share, etc.) would you be most interested in downloading your data?
3. What pieces or types of data are most important for you to see in a data download?
4. What pieces or types of data are not important for you to see in a data download?
5. How was the process of requesting your data?
6. How did you navigate to the page that gives you access to your data?
7. How long did it take for you to be able to access your data?
8. Were you previously aware of how to navigate through a csv/json/txt file?
9. What records were you looking to find from your data download? Were you able to access them?

Privacy
1. Was there any information collected from you that made you uncomfortable? Why? Do you think this information is useful or important for the company

to have?
2. If after seeing this data download, you wanted to share less info with the website, what steps would you take?
3. Do you feel the data about you is accurate?
Design
1. What elements of the data download layout are most intuitive to you, and which were the most difficult to navigate?
2. How was your data separated into folders? Does this organization make sense to you? Can you think of other ways to organize?
3. Was any terminology used in the data download unclear? If so, which terms?
4. Are the file names descriptive?
5. When you think about your interaction with this platform, is it easy to trace your online activity through this data file?

Other
1. How would you feel about adding aggregate statistics to your data–for instance, your average ride cost (Uber), number of ‘liked’ pages per month

(Facebook)
2. How would you feel about a setting that lets you choose different levels of specificity for your report?
3. How would you feel about a tool that helped you make privacy-protective choices based on your data?
4. How would you feel about reminders to do things like delete your data or modify your settings?

Highlight Activity
Please advance to the next page of the survey. For this next activity, we will give you a list of the categories or folder names in your data. Please highlight

the ones that would be most important for you to see and understand in your data download. To highlight an item, double click in, then click the word
important. You may highlight as many as you’d like. Do not think too hard about your answers. Some categories have confusing or unclear names. Go with your gut.

Data Visualization 101
Please navigate to the next page of the survey. The ultimate goal of our project is to design tools that make it easier for you to understand your data downloads.

One way to accomplish this is data visualization in which information is displayed using visuals like charts, graphs, and maps. Let’s take a look at a couple of
examples of data visualization.

Beautiful News Daily
When raw statistics or numbers are reported in the news, sometimes it can be hard to digest that information. Journalist David McCandless founded a site

called information is beautiful dot net, which offers visualizations of the daily news. Take a couple minutes to explore visualizations of the news you find most
interesting. As you explore, pay close to attention to examples that synthesize multiple pieces of information to give a more complete or interesting account.

https://informationisbeautiful.net/beautifulnews/
Does anyone want to share a visualization they found particularly interesting or well designed? [If so, ask them to drop the link in the chat.]
Does anyone have an example where multiple types of information were synthesized?
Excel Line Graph
Here is a more basic example of data visualization. Say I wanted to know how many cats I petted each month in 2019. One option would be to look at an excel

spreadsheet with this information. However, if I wanted a visual representation of this data, I might take my spreadsheet and convert it to a line chart. I can easily
look at this line chart and conclude that March was a great month for cat petting. Data visualization doesn’t have to be super complex–it could be a simple graph!

Sketch Activity
Please advance to the next page of the survey. For this last activity, we would like you to imagine that someone designed a tool that generated a visualization

of your data. Please sketch your ideal version of this visualization on a piece of paper or using your favorite drawing tool. Do not feel limited to what has been
discussed in this session. Don’t worry about the quality of your sketch. The goal is to get your ideas across. For example, if you can’t draw a unicorn, simply
write “picture of unicorn.”

You can take several approaches. You could sketch the overall layout of the tool, like the website layout and the different options that the tool provides. Or
you could focus on representing a specific type of data, for example, location data. You might also consider how to synthesize multiple pieces of information like
we saw in the daily news data example. You are also welcome to take more than one approach. There are a few guiding questions on Qualtrics. [See Survey 3]

Once you’re done, please scan in or take a photo of your drawing and upload it to the survey. If you’re doing it from your computer, you can click the link. If
you’re doing it from a phone or other device, you can type in the URL or open your camera to scan the QR code. Type “ready” in the chat when you’re done.

Now we’re going to share our ideas. Please explain your sketch. If you’d like, we can share your drawing with the group, but you can opt for a verbal
explanation only. Who would like to go first?

Closing Remarks
Thank you for participating in our study. You all have been fabulous! Please advance to the final page of the survey to get the completion code, which you will

use on Prolific to receive compensation for your participation. If you have any questions about the study, please ask now, or refer to the consent form for contact
details. We will stick around for a few minutes.
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B Instructions for Downloading Data
Amazon
Part 1: Request Your Data
1. Go to the following URL: https://www.amazon.com/gp/help/customer/display.html?nodeId=G5NBVNN2RHXD5BUW
2. Click the "Request My Data" link.
3. Log in with your Amazon username and password. Then select "Your Orders" from the drop-down menu. Then click "Submit Request."
4. You should see this message: [screenshot of message]
5. Log in to the email associated with your Amazon account. Find the email with the subject line "Your Data Request Confirmation." Click the "Confirm Data
Request" button.
6. You should see this message: [screenshot of message]
7. It may take anywhere from a couple hours to a couple days for your data to be ready. Amazon will notify you by email when your data is ready.
Part 2: Download Your Data
8. Login to the email associated with your Amazon account. Find the email from Amazon with the subject line “Your Data Request.” Click the yellow “Download
Data” button in the body of the email.
9. You will be redirected to a new page. You may be asked to login to your Amazon account. Click the “Download” button next to all of the files.
10. Make sure you remember where you saved these files. You will need them for part 3 of the study.

Facebook
Part 1: Request Your Data
1. Go to facebook.com.
2. Login with your username and password.
3. Click the blue triangle in the upper right corner.
4. Click "Settings" from the drop down menu.
5. Click "Your Facebook Information" on the left column
6. Click "View" under "Download Your Information."
7. Ensure that "All of my data," "HTML," and "High" are selected. Then click "Create File."
8. You should see this message: [screenshot of message]
9. It may take anywhere from a couple hours to a couple days for your data to be ready.
Part 2: Download Your Data
10. Facebook will notify you when your data is ready either by email or via a Facebook notification.

• Option 1: Login to the email associated with your Facebook account. Find the email with the subject line “Your Facebook information file is ready.” Click
the “Download Your Information” link found in the body of the email.

• Option 2: Click on the Facebook notification that looks like this: [screenshot of notification]
11. You will be redirected to a new page. You may be asked to login to your Facebook account. Click “Download” on your most recent file.
12. Make sure you remember where you saved this folder. You will need it for part 3 of the study.

Google
Part 1: Request Your Data
1. Go to https://myaccount.google.com/?utm_source=sign_in_no_continue
2. Log in with your username and password. Please use your primary Google account. Note: if you are already signed in, you can skip this step.
3. Click “Data & Personalization” from the left column
4. Scroll down until you see “Download, delete, or make a plan for your data.” Click “Download your data.”
5. Click “Deselect all.”
6. Scroll down until you see “Location History.” Check the box.
7. Scroll down until you see “My Activity.” Check the box.
8. Click the “All activity data included” button.
9. Click the “Deselect All” button.
10. Check the “Search” box.
11. Press the “OK” button.
12. Click “Next Step” at the bottom right corner.
13. Leave all the presets alone. The page should look like this: [screenshot of page]
14. Click “Create export.”
15. It may take anywhere from a couple hours to a couple days for your data to be ready. Google will notify you by email when your data is ready.
16. Note: Some people have reported that they didn’t receive an email. If you haven’t received an email after a couple days, go to https://takeout.google.com
to see if your data is ready.
Part 2: Download Your Data
17. You will receive a link to the email address associated with your account. Follow this link and press “Download.”
18. Make sure you remember where you saved this folder. You will need it for part 3 of the study.

Spotify
Part 1: Request Your Data
1. Go to spotify.com.
2. Log in with your username and password.
3. Click "Account" under the "Profile" menu in the top right corner.
4. Click "Privacy settings" from the left column.
5. Scroll down to the "Download your data" section. Click the "Request" button.
6. Log in to the email associated with your Spotify account. Find the email with the subject line "Confirm your Spotify data request." Click the "confirm" button.
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7. You should see this message: [screenshot of message]
8. It may take several days for your data to be ready. Spotify will notify you by email when your data is ready.
Part 2: Download Your Data
9. Login to the email associated with your Spotify account. Find the email with the subject line " Your Spotify personal data is ready to download." Click the
green "Download " button in the body of the email.
10. Type in the password to your Spotify account and click “verify.” The download will start automatically.
11. Make sure you remember where you saved this file. You will need it for part 3 of the study.

Uber
Part 1: Request Your Data
1. Go to the following URL: https://auth.uber.com/login/?breeze_local_zone=dca1&next_url=https%3A%2F%2Fmyprivacy.uber.
com%2Fprivacy%2Fexploreyourdata%2Fdownload%3F_ga%3D2.160201528.441384756.1587066962-1367774538.1587066962&state=
K5fXVafN4vyOBujPSOoPLCsftsZFkaPRRmI81J_NvwY%3D
2. Enter your email address.
3. Enter your password.
4. Enter your phone number, and then the 4-digit code.
5. Click "Request Your Data."
6. You should see this message: [screenshot of message]
7. It may take several days for your data to be ready. Uber will notify you by email when your data is ready.
Part 2: Download Your Data
8. Login to the email associated with your Uber account. Find the email with the subject line “Your Uber data is ready for download.” Click the green “Go to
Download Page” button in the body of the email.
9. You will be redirected to a new page. You may be asked to login to your Uber account. Click the blue “Download” button.
10. Make sure you remember where you saved this folder. You will need it for part 3 of the study.

YouTube
Part 1: Request Your Data
1. Go to https://myaccount.google.com/?utm_source=sign_in_no_continue
2. Sign in with your username and password. Please use the primary Google account you use to access YouTube.
3. Click "Data & Personalization" from the left column.
4. Scroll down until you see "Download, delete, or make a plan for your data." Click "Download your data."
5. Click "Deselect all."
6. Scroll down until you see "YouTube and YouTube Music." Check the box.
7. Click "Next Step" at the bottom right corner.
8. Leave all the presets alone. The page should look like this: [screenshot of page]
9. Click "Create export"
10. It may take anywhere from a couple hours to a couple days for your data to be ready. Google will notify you by email when your data is ready.
11. Note: Some people have reported that they didn’t receive an email. If you haven’t received an email after a couple days, go to https://takeout.google.com
to see if your data is ready.
Part 2: Download Your Data
12. You will receive a link to the email address associated with your account. Follow this link and press “Download.”
13. Make sure you remember where you saved this folder. You will need it for part 3 of the study.
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C Contents of Data Downloads

Category Amazon Facebook Google Spotify Uber YouTube

Communications Gift Messages Comments, Sent
friend requests,
Posts, Like and
reactions,
Messages, Pokes,
Stories

– – Info on support
conversations
with Uber

Comments

Inferences – Off-Facebook
activity, Ad
interests,
Advertisers
interacted with,
Information
submitted to
advertisers,
Advertisers with a
contact list of
your info

– List of market
segments user is
associated with

– –

Locations Billing address,
Shipping address

Primary location,
Profile current
city, IP where
you’ve logged in,
IP addresses of
user device for
login, your places

Location,
Latitude,
Longitude,
timestamp,
velocity, altitude,
activity at
location, type of
activity

User address,
Payment country
and card postal
code, Family plan
address, Car thing
shipping address

Locations and
times at which a
trip (either using
Uber Rider or
Uber Jump) was
started and ended

–

Payment Data Payment
instrument type
for orders and
subscriptions

Facebook Pay
payment history
and payment
methods

– Details of
payment data

Payment method
info

–

Primary Usage
Data

Orders and
Subscriptions info

Events, Posts,
Stories,
Following,
Friends,
Groups,Like and
reactions,
Marketplace
activity, Pokes,
polls voted on,
support
correspondence,
Photos and videos
uploads, search
history, account
activity

Searches Follow-
ing/Followers
data, search
queries, streaming
history, playlists

Uber rider trips
history, Uber
jump bike rides
history, Uber eats
order history

Likes, playlists,
video uploads,
subscriptions

Search History – Time-stamped
searches

Time-stamped
searches

List of searches
with date and
time, type of
device/ platform
used to make
search

– Timestamped
searches

User Profile – Name, Previous
names, Emails,
Birthday, Gender,
Current City,
Hometown,
Education, Work
experiences,
Phone numbers,
Bio, Registration
timestamp, Profile
update history

– Username, email
address, address,
mobile number,
mobile operator,
mobile brand,
gender, birthday,
registration date,
Facebook user ID

Name, email
address, mobile
number, ratings,
and registration
date

–

Voice Data – Voice recording
and transcript

– List of voice input
commands

– –

Table 2: Our informal categorization of data contained in Amazon, Facebook, Google, Spotify, Uber, and YouTube data downloads.
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Abstract
The rapid growth of facial recognition technology across ever
more diverse contexts calls for a better understanding of how
people feel about these deployments — whether they see
value in them or are concerned about their privacy, and to
what extent they have generally grown accustomed to them.
We present a qualitative analysis of data gathered as part of
a 10-day experience sampling study with 123 participants
who were presented with realistic deployment scenarios of
facial recognition as they went about their daily lives. Re-
sponses capturing their attitudes towards these deployments
were collected both in situ and through daily evening surveys,
in which participants were asked to reflect on their experi-
ences and reactions. Ten follow-up interviews were conducted
to further triangulate the data from the study. Our results high-
light both the perceived benefits and concerns people express
when faced with different facial recognition deployment sce-
narios. Participants reported concerns about the accuracy of
the technology, including possible bias in its analysis, privacy
concerns about the type of information being collected or
inferred, and more generally, the dragnet effect resulting from
the widespread deployment. Based on our findings, we dis-
cuss strategies and guidelines for informing the deployment
of facial recognition, particularly focusing on ensuring that
people are given adequate levels of transparency and control.

1 Introduction

We live in a world full of cameras, from traditional closed-
circuit televisions to the latest motion-sensing wireless IP

Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
without fee.
USENIX Symposium on Usable Privacy and Security (SOUPS) 2021.
August 8–10, 2021, Virtual Conference.

cameras. According to a report by IHS Markit, a total of over
one billion cameras are expected to be deployed worldwide by
2021 [25]. Existing security and surveillance cameras can be
easily augmented with facial recognition, a type of artificial
intelligence (AI)-enabled video analytics technology that has
become increasingly accurate with recent advances in deep
learning and computer vision [43]. The U.S. Government
Accountability Office (GAO) broadly defines facial recogni-
tion technology as computer applications that (1) detect faces
in an image or video, (2) estimate a person’s demographic
characteristics (e.g., age, race, gender) (3) verify a person’s
identity by accepting or denying the claimed identity, and (4)
identify an individual by matching an image of them to a
database of known people [105]. Extensions of facial recog-
nition also include facial expression recognition [87], mood
detection, scene detection (e.g., identifying petty crime [85]),
and more. In this paper, we adopt this broader definition of
facial recognition.

In recent years, facial recognition has been widely deployed
in public places, such as airports for security and surveil-
lance purposes [42, 103], department stores for automatic
detection of known shoplifters, rental car companies for self-
checkout [37, 74]. While facial recognition technology can
contribute to security, productivity, convenience, and more,
its broad deployment also gives rise to serious privacy con-
cerns [97]. These concerns have prompted increased scrutiny
from both privacy advocates and regulators [24, 30, 60]. Re-
cent studies have also reported limitations and flaws of fa-
cial recognition technology, including unsatisfactory levels
of accuracy as well as bias towards underrepresented de-
mographic groups and members of the LGBTQ+ commu-
nity [5, 47, 59, 81]. Both policymakers and researchers have
also expressed concerns about abusive uses of the technology,
e.g., non-consensual surveillance [48, 49].

Our research focuses on the perceptions and attitudes of
people (or “data subjects”) whose presence and activities can
be captured by facial recognition technologies. This paper
describes the results of an exploratory qualitative analysis
of responses gathered as part of a 10-day experience sam-
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pling study. The study involved asking participants to install
a study app on their regular smartphones and using the app to
present them with a range of realistic facial recognition sce-
narios at venues they visited during their everyday activities.
The app was used to collect their reactions to these differ-
ent scenarios. Data collected in situ was supplemented with
additional information collected as part of a daily evening
survey, in which participants were asked to review each of
the deployment scenarios presented to them during the day
and answer additional questions. Moreover, we analyzed 123
participants’ post-survey responses and also interviewed 10
of them. This paper is the sequel to another publication on
this study, where we presented a quantitative analysis of par-
ticipants’ privacy preferences and expectations in responses
to these scenarios [115].1 Through an in-depth analysis of the
qualitative data collected from this study, we aim to develop
a more holistic understanding of people’s perception of the
benefits and concerns associated with the diverse deployment
scenarios considered in this study. In particular, we further
contextualize participants’ perception of privacy risks associ-
ated with facial recognition and explore their concerns about
the limitations and bias found in some of these systems.

This article’s contributions fall under three broad cate-
gories:

• We present an in-depth qualitative analysis of lay peo-
ple’s perceptions towards facial recognition. Our qualita-
tive dataset contains both interview data and 123 partici-
pants’ free-text responses over a 10-day period, which
provides a comprehensive view of individuals’ percep-
tions towards facial recognition.

• To our knowledge, this is the first qualitative study that
uses carefully designed and realistic facial recognition
deployment scenarios and differentiates between diverse
attributes of the technologies (e.g., purpose, venue, type
of analysis, data sharing) and to do so in situ, as partici-
pants went about their regular everyday activities.

• Based on our results, we propose guidelines and design
recommendations for trustworthy deployments of facial
recognition technology.

2 Related Work

2.1 Facial Recognition and Algorithmic Bias
Facial Recognition (FR) and its wide range of applications
have been a prevailing research topic for decades. Traditional
FR methods are mostly feature-based and are limited in their
discriminant power [6, 14, 50, 67, 113]. Recent deep learn-
ing approaches have significantly boosted the performance

1See also [116] for results exploring the use of machine learning models
to help predict people’s privacy preferences (i.e., opt-in/opt-out preferences
for different scenarios) and alleviate the user burden of exercising privacy
choices.

of facial recognition models [26, 76, 90, 104], enabling it
to approach and surpass human performance on FR bench-
marks [45, 55, 58]. Despite the impressive progress, there are
still many problems with FR. A series of reports on testing
commercial facial recognition software conducted by the Na-
tional Institute of Standards and Technology (NIST) revealed
that software accuracy variations and potential bias existed for
different demographic groups [4, 43, 44]. Several studies have
tried to quantify the demographic biases of some of these deep
learning models [17, 56, 81], with sources of bias attributed to
unrepresentative data distributions in training sets [56] and to
the use of certain optimization methods [93]. Besides issues
related to accuracy and bias, prior studies have also questioned
the effectiveness of emotion detection, which falls under the
broad definition of facial recognition, exposing problems with
classifiers trained on artificial displays of emotions failing to
capture people’s true inner states [12, 69]. These limitations
can in turn lead to the mistreatment of certain demographic
groups, exposing them to higher individual or societal risks,
or impeding their access to some services [111]. Even though
these problems have been acknowledged by the computing
community [5] and legal scholars [53, 112], no research has
been conducted to understand people’s awareness and percep-
tion of these limitations and the risks they entail. Our work
aims to fill this gap.

2.2 Attitudes towards Facial Recognition

A few prior studies have examined people’s attitudes towards
facial recognition through surveys [21, 97, 100, 101]. The
Pew Research Center conducted a nationally representative
survey on Americans’ awareness and acceptance of facial
recognition. They found that Americans in general trust law
enforcement to use facial recognition responsibly more than
technology companies and advertisers and that these attitudes
also vary across demographic groups [97]. Another study fur-
ther analyzed the Pew survey data and focused on gendered
perceptions of workplace surveillance. This study found that
women were less likely to accept the use of facial recogni-
tion in the workplace [100]. The Center for Data Innovation
also conducted a national online poll through Google Sur-
veys and found that fewer Americans think the government
should limit the use of facial recognition [21]. A few inter-
view studies have focused on specific functionalities of facial
recognition [8] and the impact of facial recognition technol-
ogy on marginalized demographic groups [47]. Hamidi et al.
found transgender individuals have overwhelmingly negative
attitudes towards recognition algorithms that automatically
detect gender [47]. Andalibi et al. discussed users’ attitudes
towards emotion recognition technology, including percep-
tions of individual and societal risks [8]. Our work, which
does not focus on the relationship between demographics
and attitudes, sheds light on people’s concerns about facial
recognition across a variety of scenarios without targeting
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any particular demographic group. Facial recognition has
also attracted the attention of law scholars who have closely
examined the legal and ethical issues of the emerging facial
recognition through a slew of law review articles [53, 72, 112].
Our work complements these legal reviews by presenting and
analyzing data collected from our study participants, relying
on their own accounts of perceived threats and benefits associ-
ated with these deployments in realistic contexts experienced
as part of their regular everyday activities.

2.3 Privacy Challenges of Facial Recognition

Facial recognition technology can be used to capture a variety
of sensitive information about people, from biometric data
(e.g., facial features and body pose) [38, 90, 104] to informa-
tion about people’s activities (e.g., where they are, whom they
are with, and what they do) [38, 114] all the way to their emo-
tions (e.g., attentive, depressed, and surprised) [64]. While
people may notice some cameras, they have no way of know-
ing how captured footage is being processed (e.g., what types
of algorithms might be run and for what purpose) and what
happens to the data being captured (e.g., whom it is shared
with and for how long data might be retained). The loss of
privacy resulting from the deployment of this technology has
been a common thread in the literature [19, 70, 78, 79]. Re-
searchers have examined technical solutions to safeguard user
data [31, 32, 34, 78, 89], including algorithms to avoid being
tracked by facial recognition [94, 95], and systems to enable
real-time opt-out of facial recognition systems [27, 28, 88].
But how to increase transparency around data privacy remains
an unsolved issue [22, 82, 83].

In this paper, we explore three research questions:

• RQ1: What are users’ attitudes towards facial recogni-
tion technology, and why?

• RQ2: What are some benefits and concerns people asso-
ciate with facial recognition deployment scenarios?

• RQ3: What recommendations can we develop for the
trustworthy deployment of facial recognition?

3 Methodology

3.1 Study Design

Prior work shows that context plays a critical role in influ-
encing people’s privacy attitudes and decisions [75]. In order
to solicit realistic participant feedback, we designed an ex-
perience sampling study to collect people’s responses to a
variety of facial recognition deployments (or “scenarios”) in
the context of their regular everyday activities. The experience
sampling method [51] has been successfully used in many
real-life studies [20, 39, 54, 61, 84, 106, 107], enhancing the
ecological validity of the results [13, 92].

In the 10-day experience sampling study, we presented par-
ticipants with facial recognition scenarios that were likely
to happen at places they visited as part of their daily activ-
ities. For example, when a participant visited a gym, they
may be presented with a scenario where facial recognition
was used to track their attendance. The scenarios included
in the study were informed by an extensive survey of news
articles about real-world deployments of facial recognition
in a variety of contexts, i.e., identification of known crim-
inals [2, 23, 40, 57], petty crime detection [85], operation
optimization by businesses [71, 77, 86], demographic-based
advertising [9, 35, 98], advertising based on reactions [15,
18, 91], engagement detection [63, 68, 110], ID/loyalty card
replacement [10, 33, 73, 96], attendance tracking [3, 11, 41],
health-related predictions [7, 66, 80], productivity predic-
tions [29, 62], and medical diagnoses [1, 36, 46, 65].

3.2 Study Procedures
The 10-day study was carried out in the following steps. First,
eligible participants who completed the consent forms could
download the in-house study app from the Google Play Store.
Second, while participants went about their regular daily ac-
tivities, the study app collected the GPS location of their
smartphones. As participants visited places for which we had
plausible scenarios, the app would send them a push notifica-
tion, prompting them to complete a short survey on a facial
recognition scenario pertaining to their location. Third, at the
end of each day, participants also received an email in the
evening to answer a daily summary web survey (“evening
review”). This web survey showed participants the places
they visited when they received notifications, probed reasons
for their in-situ answers, and asked additional questions. See
Appendix 7.4 for screenshots of the app and an example of the
evening review. Fourth, after completing 10 days of evening
reviews, participants answered a post-survey where they pro-
vided open-ended text responses about their attitudes on facial
recognition technology and their perceived beneficial and con-
cerning contexts where facial recognition was applied. Fifth,
we conducted semi-structured interviews with 10 participants
over online video conferencing software (e.g., Skype, Google
Hangouts) after they have completed the study. The full text
of the post-survey, the scenarios presented during the study,
and the interview scripts can be found in the Appendix.

3.3 Recruitment and Participants
We recruited participants from both online and offline chan-
nels. Our recruitment messages were posted on a variety of
online platforms, including local online forums (i.e., Craigslist
and Reddit), a university-based research platform, and a pro-
motional Facebook advertisement. We also put up flyers on
bus stops and local community bulletin boards. A short screen-
ing survey was used to determine participants’ eligibility
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(aged 18 or older, able to speak English, using an Android
smartphone with a data plan). We also collected demographic
information such as age, gender, and occupation in the screen-
ing survey. We avoided convenience samples of university
students and collected data from a diverse pool of participants.
A total of 164 participants downloaded our study app, and
123 of them completed our 10-day study and the post-survey.
The demographics of the 123 participants is shown in Table 1
and 2. We sent out 17 invitations to participants who showed
interest in participating in the follow-up interview and con-
ducted online interviews with 10 participants who responded.
This study was approved by our university’s IRB and the
human research protection office of the funding agency.

3.4 Qualitative Dataset
In this work, we focused on analyzing the qualitative dataset
collected from the 10-day experience sampling study. The
dataset includes 2,562 entries of text responses from partici-
pants’ daily summaries, 1,230 entries of text responses in the
post-survey, and 10 interview transcripts. In order to answer
the research questions, it is crucial that the qualitative data
collected reflects participants’ attitudes towards facial recog-
nition. Since we adopted an experience sampling method
presenting realistic scenarios of facial recognition to partici-
pants over 10 days, we believe the data collected following
these contextual cues would capture participants’ perceptions
and attitudes. We did not report other quantitative data col-
lected from the experience sampling study since they are not
the focus of this paper.

3.5 Interview Data Analysis
The interviews ranged from 26 to 40 minutes (mean=33)
and were fully transcribed. A total of 326 minutes of tran-
scripts were analyzed. One author first read and familiarized
herself with all the transcripts. She then applied thematic anal-
ysis [16] to open code the transcripts. The second author met
with the first author regularly to iterate on the themes.

3.6 Content Analysis of Textual Responses
From the 10-day study, we collected 2,562 entries of text
responses from participants’ daily summaries and 1,230 en-
tries from the post-survey. In the post-survey, there were 10
open-ended questions. The first question was “What is the
first thing that comes to your mind when you think about
facial recognition technology?” We coded the sentiment (i.e.,
positive, negative, neutral, mixed) in each response.

We included two questions in the post-survey asking par-
ticipants’ perceived beneficial and concerning contexts to use
facial recognition technology. We also asked questions elic-
iting participants’ privacy concerns about facial recognition
deployment scenarios. After reading the survey responses, we

realized many participants shared their attitudes and experi-
ences with facial recognition deployment scenarios regardless
of to which question they were responding. Since the daily
summaries were also addressing similar issues, in our analy-
sis, we broke down the boundaries between the data sources
and conducted a content analysis [102] of all the participants’
3792 textual responses.

Two authors started from inductive coding [16] to extract
codes that show participants’ perceived benefits or concerns
about facial recognition technology and developed a code-
book. In total, we summarized 13 main codes with 32 sub-
codes about the benefits of facial recognition and 19 main
codes with 40 subcodes about the concerns. In the end, we
used a deductive coding approach, applying the codebook to
the entire dataset. Two authors independently coded all data
and met to resolve any discrepancies.

4 Findings

In this section, we present findings from qualitative anal-
ysis of interview and textual response data collected from
evening reviews of in-situ scenarios participants received. We
first present findings on participants’ attitudes towards facial
recognition technology and the reasons behind their attitudes.
We then show the perceived beneficial and concerning con-
texts of facial recognition usage. We also unveil participants’
concerns about the use of facial recognition, with a particular
focus on privacy-specific concerns, as they are among the
most prominent themes. Finally, we flesh out participants’
proposed actions in responses to these deployment scenarios.

4.1 Impressions of Facial Recognition
We first present findings on participants’ sentiment towards
facial recognition technology. This is based on our coding of
sentiment in participants’ responses to the first question in the
post-survey: “What is the first thing that comes to your mind
when you think about facial recognition technology?”

4.1.1 Participants tend to be more negative towards FR

We observed that participants tended to be more negative to-
wards the use of facial recognition: 51 (42%) participants dis-
played negative impressions while only 13 (11%) expressed
positive sentiments. The negative connotation mostly revolves
around problems of the technology, like the infringement on
their right to privacy. Those negative first impressions also
echo entrenched perceptions on problematic usages and pri-
vacy risks of facial recognition that are revealed in our subse-
quent analysis in Section 4.4.2 and 4.5.

Among the 13 participants with positive impressions, most
praised facial recognition’s usefulness, like its ability to in-
crease public safety and catch criminals. A few also men-
tioned the “advancement in technology” (P36, positive). We
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Gender % Age % Education % Income % Marital Status %

Female 57.7 18-24 years old 8.1 Some high school .8 Less than $25,000 14.6 Single, never married 50.4
Male 40.7 25-34 years old 54.5 High School 4.1 $25,000 to $34,999 14.6 Married 41.5
Other 1.6 35-44 years old 23.6 Some college 13.8 $35,000 to $49,999 9.8 Separated 1.6

45-54 years old 8.1 Associate’s degree 7.3 $50,000 to $74,999 22.0 Divorced 3.3
55-64 years old 3.3 Bachelor’s Degree 35.0 $75,000 to $99,999 14.6 Widowed 0.8
65-74 years old 2.4 Master’s Degree 23.6 $100,000 to $149,999 14.6 I prefer not to answer 2.4

More than Master’s Degree 12.8 $150,000 to $249,999 2.4
Other 1.6 I prefer not to answer 7.3

Table 1: Survey participant demographics and respective %

Occupation % Occupation %

Business, or sales 12.2 Legal 3.3
Administrative support 9.8 Other 3.3
Scientist 8.9 Graduate student 2.4
Service 8.1 Skilled labor 2.4
Education 8.1 Homemaker 2.4
Computer engineer or IT 7.3 Retired 2.4
Other salaried contractor 7.3 Government 1.6
Engineer in other fields 6.5 Prefer not to say 1.6
Medical 6.5 Art or writing .8
Unemployed 4.1 College student .8

Table 2: Occupations of survey participants and respective %

also noted a mixed perspective of facial recognition from 11
(9%) respondents: “It’s invasive and big brother esque. It can
provide good information for law enforcement but is easily
abusable” (P83, mixed). 48 participants (39%) indicated their
neutral impressions typically by describing main use cases or
depicting how facial recognition works: “the ability of com-
puters to see normal people in plain view and identify their
identity. This can then be passed to another decision-making
system for a distinct purpose: law enforcement, advertising,
efficiency, etc.” (P12, neutral).

4.1.2 Participant views may be influenced by media por-
trayals

A few concepts also emerged from these responses, mostly
related to media portrayals of facial recognition. Some par-
ticipants were reminded of what they have watched in the
movies or crime shows relating to facial recognition: “I think
of face scanners and searches people do when looking for
criminals in crime tv shows and movies” (P42, neutral). Other
respondents made references to a dystopian world, with many
citing the concept of Big Brother from the book 1984 — “Cy-
berpunk dystopias, "Big Brother," and similar instances in
fiction, satire, and socio-political discussion about invasion
of privacy on the part of powerful political and economic
entities” (P39, negative). China was brought up 7 times as the
example of a surveillance state, which was associated with
more negative sentiments (5 out of 7) than neutral tones (2

out of 7). For example, P80 alluded to a negative use case,
“China and the way they micromanage their citizens lives,” and
P5 expressed a more neutral impression: “I think of China
because the only times I’ve seen it on the news, it was being
used in China.”

In summary, respondents expressed more negative views
about facial recognition than positive ones. Many were wary
about potential problems linked to the technology. Around
a quarter of participants’ views were influenced by the me-
dia portrayal of facial recognition (e.g., news, movies, and
books).

4.2 Beneficial and Concerning Contexts
We present findings on users’ perceived beneficial and con-
cerning use of facial recognition. This is based on the deduc-
tive coding of textual responses to the questions asking partic-
ipants to identify up to 5 contexts each where they found the
use of facial recognition technology to be beneficial and con-
cerning. On average, each participant identified 2.7±1.4 ben-
eficial contexts, and 3.0±1.4 concerning contexts. A paired
Wilcoxon signed-rank test showed that participants recorded
significantly more concerning contexts than beneficial con-
texts (Z = 2.65, p < 0.01,r = 0.24).

The findings are organized based on the major codes in
the codebook, as shown in Table 3. These codes were further
categorized into two groups: purposes for using facial recog-
nition and entities that use facial recognition. We first report
beneficial and concerning purposes in this subsection.

4.2.1 Beneficial purposes: security, authentication, and
commerce

The majority (104 out of 123) of participants reported that
security is a beneficial context for facial recognition. Among
those, 42% thought that facial recognition could increase pub-
lic security in general, and 32% thought that it is beneficial
to use facial recognition to identify and catch criminals. An-
other important context for security, raised by 20%, is to find
missing individuals. For example, P26 mentioned that facial
recognition could be helpful in “locating missing/abducted
children and adults.” 13% of them also mentioned that facial
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recognition could be beneficial to deter crime, as expressed
by P27 “in public, especially in isolated places like parking
garages, to help preserve women’s safety.” Another context
for facial recognition that 51 participants (42%) identified as
beneficial is authentication. About half of them (24 out of 51)
stated that facial recognition could be used to replace IDs and
confirm identity. 31% mentioned that it could be used to log in
devices and/or replace passwords. A quarter maintained that
facial recognition could be useful to grant access in secured
locations, which P46 described as “helping identify people in
high-security areas.” 14% considered authentication in stores
via facial recognition as a way to replace membership or re-
ward cards to be beneficial as well. A sizable minority (27 out
of 123 — 22%) of participants also saw merits in leveraging
facial recognition in commercial settings; using facial recog-
nition to improve services and tailor customer experiences
was deemed beneficial by about half of those 27 participants,
for example, in contexts like “relocating people between the
crowded check-out areas” (P63) and “customization of ser-
vice based on who you are and known preferences” (P55).
Others considered marketing and tailored advertisement of
potential benefit, like in “retail scenarios (catered advertis-
ing)” (P46) and “providing information to retail companies
about their customers”(P111).

4.2.2 Concerning purposes: advertisement, profiling,
and prediction

Most participants (64%) raised concerns about various pur-
poses for which facial recognition is used. Specifically, 36 out
of 123 (29%) participants found using facial recognition for
advertisement troubling: P117 said, “It can be used for mar-
keting and branding purposes that are generally antagonistic.”
18 participants were concerned about facial recognition used
for profiling — “using it to profile someone based on race or
gender” (P21). 17 respondents found “when emotion recog-
nition is in use” to be concerning. 12 participants (10%)
were specifically against their data being sold for profit “ran-
dom companies selling and profiting off of it” (P40). 11 were
worried about use cases of facial recognition that involves
predicting or estimating intentions or behaviors — “Any as-
sessments that are psychologically based since there is a lot
that could be wrongly inferred by only taking into account
visual data” (P12).

4.3 Beneficial and Concerning Entities

The right-hand side of Table 3 shows the percentages of par-
ticipants who identified different entities (law/government,
employers, etc.) as beneficial and/or concerning when they
deploy facial recognition.

Purpose Entity
Beneficial Concerning Beneficial Concerning

Code % Code % Code % Code %
Security 84.6 Ads 29.3 Law/Gov 14.6 Law/Gov 18.7
Authentication 41.5 Profiling 14.6 Public 11.4 Employer 17.1
Commercial 22.0 Emotion 13.8 Health 8.1 Business 15.4
Personal 9.8 Profit 9.6 Employer 5.7 Insurer 14.6
Other 8.1 Predictive 8.9 Myself 5.7 Health 7.3

Security 5.7 Business 4.9

Table 3: Codes from Content Analysis and the Percentages of
Participants Who Mentioned Them

4.3.1 Weighing between beneficial versus concerning

It is interesting to observe that law enforcement/the govern-
ment were deemed concerning and beneficial both by a sizable
number of respondents, which is also similar in the case of
health-related entities (e.g., hospitals and clinics). The neck-
and-neck numbers seem to suggest that those entities entail
both rather apparent pros and cons of using facial recogni-
tion. For example, “law enforcement falsely accusing some-
one” (P83) is rather concerning, while facial recognition aids

“law enforcement to track and apprehend criminals” (P42) is
clearly beneficial. On the other hand, significantly more par-
ticipants considered businesses, employers, or health insurers’
use of facial recognition more concerning than beneficial.
More participants see harm than benefit brought by facial
recognition usages by these entities, as elaborated by P59,

“The data collected seems worth more to the company than any
coupons could possibly be for me.”

4.3.2 Attributes influencing attitudes towards entities

The interview data revealed in-depth deliberations partici-
pants had while weighing various entities obtaining their fa-
cial recognition information. Trust was one of the factors
that can erase participants’ doubts about potentially question-
able facial recognition usages. Two interviewees explained
why they trust their employer or the government/law enforce-
ment, therefore trusting their use of facial recognition. P55
explained, “I trust my manager personally to have my own
interests in heart...Right now, personally, I have a good re-
lationship with my manager and with the company. So I am
pretty comfortable with what they do, decide to do, and feel
like that they are not going to use it against me.” Believing
in the democratic government, P57 maintained, “The govern-
ment supposedly is "by the people, for the people" as supposed
to private corporations...So if it’s used by law enforcement, I
am a bit more comfortable with that.”

More evidence on trust being an influential factor also
emerged in the answers from evening surveys: “Because
law enforcement and the government have a history of using
data for purposes other than what they were intended for or
what we were told it was for”(P26), “I don’t trust insurance
companies to make fair decisions”(P116), “I trust the library
mostly not to do anything bad with the video” (P97), “This is
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a large entity that I trust”(P51), and etc.
Besides trust, whether entities that deploy facial recognition

have control over data subjects is another important attribute.
Three interviewees were reserved about their employer or
the government using this technology as those entities intrin-
sically have more control over them. In their views, facial
recognition can be used against them by powerful entities,
such as governments, employers, and big corporations, as
expressed in the following quotes.

“I am used to people that advertise to me, trying to sell
me something...I have more control over that relationship
because I can always turn down buying something, even with
coercive tactics that are manipulative. But with my boss or
the government, I don’t have the power in that relationship
at all. So it’s more information for them that they can use
against me basically.” — P50

“I mean whoever’s behind it [facial recognition] has more
data and information, what people need, what individual per-
son wants, and how to best serve the people around, like get
their product to the people. And also they have more con-
trol...over their customers.” — P52

Three interviewees were worried about advertisers’ or cor-
porations’ usage that could decrease their sense of autonomy.
Thanks to facial recognition technologies, businesses would
leverage highly fine-grained and even real-time data to im-
prove their marketing techniques. For example, P56 expressed
her concern, “With the ability to read your reactions and then
be able to market responses specifically to you, you might be
losing some free choice. Because they are able to pinpoint and
push harder things they think are important to you, because
you are reacting to them, they can get real-time reactions to
products...They can start using terms that look like something
and trick you into buying something.” Such practices can be
manipulative and encroach on people’s freedom.

4.4 Concerns About Facial Recognition

4.4.1 Participants were concerned about facial recogni-
tion even for anonymous demographic detection

Current facial recognition software enables different levels of
identification: some can recognize the shape of faces and hu-
mans; some can detect specific demographic features; others
can match faces to images of people stored in databases. De-
mographic detection has been used in contexts like targeted
advertising and marketing [9, 35, 40, 98].

When designing the study, we initially conjectured that peo-
ple would be more comfortable with anonymous demographic
detection than personally identifiable detection. Nonetheless,
9% of participants expressed reservations about using anony-
mous demographic detection for advertising as they saw it
as a form of profiling. P50 explicitly pointed out, “I was
also pretty concerned when the notifications popped up about
predicting purchases based on racial classifications because

that just seemed very racist to me. Just because someone is
African American or Hispanic, you can’t predict what they
are going to want to buy based on their race; that seems a
really not very good policy.”

Others were really against gender-based advertising. For ex-
ample, P50 mentioned, “And gender, there is such a spectrum,
just because you’re female, that doesn’t mean you are going
to wanna wear makeup or buy pretty dresses. Same thing for
guys. I just think lumping every person into a classification is
over-generalized; you are going to miss people.” Some partic-
ipants questioned the efficacy of advertising based on gender
and race, “ I wouldn’t think it will be very accurate, you could
target something to me being white that would not at all re-
late to me still based on that one factor. But it may relate
to a non-white person. I think it wouldn’t even be accurate.
I think you need a lot more than race and gender to adver-
tise to someone effectively” (P106). This type of practices,
even though beneficial at times, can also reinforce existing
gender and cultural stereotypes — “I understand that some
ethnic groups might benefit from this (for instance, African
American women need specific hair care products that aren’t
always easy to find.) But I am concerned about the potential
for misuse of this technology to discriminate. Also, people
don’t always "look like" the racial or ethnic background with
which they identify” (P27).

Some participants, including some parents, were leery of
age-based advertising, especially worrying about kids being
susceptible to those practices. “Things are marketed to kids
nowadays, and kids can buy things on apps without their
parents even knowing...I don’t think they should be marketed
towards kids necessarily” (P50). We also observed reserva-
tions from participants who were afraid of being labeled as
a specific demographic group, such as religious groups. P53
said, “I think it is kind of dangerous to pinpoint one person
as part of a group vs. just the individual. So I think the times
I was most concerned during the research was when I would
go to someplace that was religious[ly] affiliated or like a non-
profit organization. If there was a video of me and my friends
maybe at a church or at a Jewish organization. Does that put
us more in danger if we are associated with that group? I feel
like there is this danger of having a label placed on you, and
if the wrong person gets that information, and that could be a
catalyst for violence.” P89 summarized her feelings towards
demographic-based facial recognition, “I do think it will di-
vide us more if they are targeting specifically based on what
you look like, not even necessarily your profile and who you
are...I think it just gives an overall weird and gross feeling,
especially in today’s society where it comes up a lot.”

4.4.2 Participants were worried about incorrect detec-
tion and interpretation

About a third of the participants reported their concerns about
the accuracy of facial recognition during the study. Some
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were worried about the technology not accurate enough and
could make “mistakes in the face recognition (twins, relatives)”
(P65). One interviewee P107 shared his firsthand experience
with inaccurate facial recognition in details, “I don’t know
how accurate they would be based on stuff that I have tested
out before. Like even with having a beard, it throws off a
lot of things that try to guess things. Actually, at work, just
for fun, one of the guys had it. It is for visually impaired
people who are blind. It scans anything and tells you what it
is. It scans faces and got a lot of people like "39 male," and
it would be really close, but when it comes to me, it would
say 40 where I am 25. It would say frowning even though I
am smiling because of it tracking the mustache...if they are
trying to pick up people with negative emotions for security
purposes, maybe it could be pretty wrong.” Others also echoed
their doubts about the accuracy of emotion detection, like P68

“I don’t see how it (emotion analysis) could be that accurate
unless you are monitoring what I am saying too. Like I said, I
went through a breakup that week, and sometimes I was not in
a good mood no matter where I was, no matter how good the
food was. How are they supposed to know? It just seemed like
it was an unnecessary addition that wouldn’t end up being
very accurate.”

In addition to questioning how accurate facial recogni-
tion can be, some participants also argued that seemingly
suspicious behavior, when viewed out of context, can be mis-
interpreted by those systems, potentially resulting in grave
consequences. For example, P53 described one such scenario
in her friend’s life that could be misconstrued, “ I think a
lot of the times like my friend she locked herself out of her
apartment this past weekend, so she tried to jump in through
her window. So if a recognition program saw that, they might
think that it is a thief or criminal or whatever. And that is not
the case. She is not breaking into her own house. It needs to
be able to interpret scenarios correctly. It needs to be able to
have a context for them. Not just to assume that something
looks like a criminal act is a criminal act.” Similarly, P68
gave another example, “I think it could misinterpret scenarios,
it could misinterpret the guy trying to break into his own car
to get his keys out, or the boyfriend putting his hand in the
girlfriend’s pocket.” An interviewee P57 was worried about
such inaccuracies leading to deadly consequences — “be-
cause if someone was marked for shoplifting and they didn’t
do, that could cost a lot of trouble, in some scenarios that
could cost someone’s life.”

4.4.3 Participants were concerned about racial and
other biases introduced by facial recognition

One-tenth of our participants reported being concerned about
potential bias in the facial recognition systems, especially
about the deep implications it might have on minority groups.
Many were worried that racial bias in these algorithms could
exacerbate the entrenched bias and infringe upon the rights

of those impacted groups. Two interviewees’ elaborated ac-
counts provide us with more insights: P68 stated, “Any system
I’ve seen has inevitably been used only to profile people of
color and the LGBTQ+ community. I think even if we have
this surveillance, somebody is like, "Oh, it is just gonna auto-
matically detect petty crimes." The reality is that it will still
be looking harder at a black person and their actions to see if
that is a petty crime than it could with a white person. I still
think at the end of the day, a human is gonna analyze the data.
I think you still have a lot of misidentification where people
of color and LGBTQ+ community members are going to be
scrutinized more strongly, not given the benefit of the doubt
that white people are.” Similarly, P53 noted, “ I wouldn’t
want a program like that to decide that for example, a black
man equals thief or even to give a warning sign to a program
to flag that because that is not the case. So I think that is the
danger of having that type of use for facial recognition. I think
it can too easily be biased, intentionally or unintentionally.
The person programming it might think that they might have
statistics to back up the demographics of thieves or demo-
graphics of criminals, but I don’t think that is a good way of
deciding who is or who is not a criminal.”

4.5 Perceived Privacy Risks of FR

Privacy is repeatedly brought up as a key concern by our
study participants. Around 70% of participants voiced privacy
concerns during the study. In this section, we summarize
the major themes around perceived privacy risks of facial
recognition, in light of concepts from established privacy
frameworks (i.e., Solove’s “Taxonomy of Privacy” [99] and
Westin’s states of privacy from Privacy and Freedom [109]).

4.5.1 Violation of solitude

The feeling of surveillance prevails A third of our respon-
dents found surveillance through facial recognition to be con-
cerning. Surveillance can exert adverse psychological effects
like discomfort and anxiety on subjects. For example, P68
pointed out that “I had this paranoia that I would be judged
based on every action I took at work without the full con-
text.” Similarly, P29 stated that “always being watched and
analyzed which in itself is scary.” Moreover, surveillance is
also harmful due to its infringement on people’s freedom to
act. P89 contextualized this concern — “There is a feeling of
freedom as I enter the library where I participate in a Spanish
speaking group on Wednesday morning...in the small class-
room where we speak, I would feel rather self-conscious if
I were videoed.” This infringement upon freedom can also
possibly lead to inhibition and behavior alteration, as P84
noted “I’d always have to be concerned about how my ac-
tions might be perceived on camera,” and in P20’s view, “I
want to know where all of the cameras are, so I can always
be aware and I can always be on guard and vigilant. So if
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something happens, I can be ready to defend myself or defend
the findings.” Surveillance can also have a chilling effect on
civil and political engagement. For instance, P117 pointed
out that facial recognition “is used to identify anti-fascists
and peaceful protesters”, and P39 found “any and all efforts
at using such technology against political dissenters” to be
concerning.

Deprived of the right to be let alone Warren and Brandeis
first articulated privacy as the “right to be let alone” [108].
Privacy risks also lie in the probing action itself which per-
turbs this right, making “the person being questioned feel
uncomfortable” as noted by Solove [99]. Two-fifths of our
participants regarded some deployment scenarios of facial
recognition as unwarranted and prying. For instance, P68
manifested their concern, “It is the idea of somebody being
able to surveil my life and know my business...Even though on
sight it’s something different through a camera, that knowing
somebody is interested in the data, and wants it, and is just get-
ting it for free. Something about it really bothers me.” Some
participants responded to data collection of facial recognition
rather abruptly, “It’s none of anyone’s business, as long as
I’m obeying the law, where I am and what I’m doing”(P114).
Some participants reported that facial recognition is intrusive
into one’s life, and they cannot be let alone under the presence
of facial recognition. For example, P83 mentioned that they
are “unable to hide from people”, and P104 noted, “I feel
like I’m being stalked by the man, the powers that be, wealthy
corporations.” Others regarded facial recognition as disrup-
tions to their daily activities: P69 mentioned, “Don’t want to
be filmed eating,” and P62 commented on their experience in
stores, “It’s like being stared at in the face by someone while
I’m just trying to shop.”

4.5.2 Unwanted exposure and violation of anonymity

Not able to stay anonymous 17% of participants stressed
the importance of anonymity and scrutinized how facial recog-
nition enabled the identification of normal people in plain
view. P63 gave examples of circumstances when people may
want to stay anonymous, “Probably if you go to some kind of
clinics, like sexual health clinics, or food pantry.” P12 voiced
their concerns about facial recognition used for advertising,

“If it is generating tailored advertising then it implies it is
tracking my shopping habits and linking it to my face.” P55
elaborated a situation when he wants to remain anonymous,

“I don’t do any sort of very secretive things. The only possible
scenarios are if I was trying to...plan a surprise birthday party
for my wife, some notification got sent to both of us of where I
was, and then she figures that out...There is a mixed scenario
of people who are doing slightly illegitimate things but are
legal to do, like having affairs with people on their partners,
they would definitely not like stuff like that.” Identification, a
method to connect people to collected data, is hard to avoid

as the deployment of facial recognition technologies becomes
widespread.

Unwanted exposure to others This issue involves “expos-
ing to others of certain physical and emotional attributes about
a person,” which often “creates embarrassment and humil-
iation” as defined by Solove [99]. 22% of our participants
pointed out that it is easy to reveal emotions under contexts of
facial recognition involving emotion recognition. For exam-
ple, P68 described her personal experience, “I went through
a breakup that week. I was really emotional a lot of the time.
I do not want my health insurance, my employer, my parents
getting updates like "hey, she’s trying to get through the pain
while she is working today."” P50 commented on a facial
recognition scenario that occurred at the vet they went to,

“People experience deep personal emotions at the vet.” Some
respondents were cautious about carrying out private actions.
For example, P89 elaborated, “I might be caught at the gym
entering and adjusting a bra strap, etc.,” and “doing some-
thing like picking your nose, something like that, not doing
something against the law, but something you don’t want oth-
ers to see.” Such unwanted exposure in public spaces might
not have been feasible without facial recognition technolo-
gies.

4.5.3 Non-consensual and insecure disclosure

Secondary use without consent This refers to the privacy
issue of data collected for additional purposes without data
subjects’ knowledge or consent. In the context of facial recog-
nition, this problem is exacerbated because of the lack of
ways to properly convey data practices to subjects other than
using signs that say “face recognition security cameras in
use.” Given the sensitive nature of facial recognition data,
around a quarter of our participants reported concerns about
unauthorized secondary use. Many respondents questioned
whether companies would retain data for intended use only,
as P12 described, “As I’m doing this study more, I think it’s
my trust in their ability to safe keep the data and only for that
use. I would doubt their compliance even if I do want them to
get the competitive advantage by the use of video surveillance.”
P89 also hoped for regulations to prevent secondary use, “If
there were laws in place that they could never ever use it for
anything else like they couldn’t sell it to marketing compa-
nies.” P106 provided a concrete example of secondary use
with regards to workplaces using facial recognition to track
attendance, “I think if used to replace a time card is fine, but
I could see it being abused by overbearing managers.” A few
participants expressed concerns about their data being sold,
which can also be regarded as a secondary use.

Fear of data leakage and abuse About one-third of our
participants expressed their concerns about their facial recog-
nition data being hacked or abused. Because it is almost im-
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practical to relinquish biometric data when compromised,
the security of facial recognition data is ever more pressing.
Many of the participants reported that they do not trust data
collectors’ ability to safeguard their data. For example, P122
noted, “I don’t think data security is a strong priority for
these companies, and when they do have data leaks, they
don’t care because it doesn’t affect them, and the punishment
is not enough to incentivize them to change their practices,”
which parallels the concerns of P54 about identified frivolous
activities being leaked, “Frivolities that end up being insecure,
like entertainment or stores.” Also, the fear of insecurity can
induce privacy risks by placing people to whom it pertains in a
vulnerable state, as corroborated by P122, “It’s very troubling
to think of how this info could be used by bad actors.”

4.5.4 Inaccurate dissemination and violation of reserve

Dissemination of inaccurate or misleading information
Around one-third of our participants were concerned about the
dissemination of inaccurate or misleading information [99].
This issue is also mostly linked to the inaccuracies of facial
recognition as presented in Section 4.4.2. Our participants
were concerned about being falsely identified or judged out of
context. For example, P46 noted, “Bad luck or timing could
lead law enforcement to be suspicious of an innocent cit-
izen.” P11 referred to their experiences when shopping in
stores, “I would really not like supposedly meaningful data
to be recorded if I happened to smile remembering some-
thing while walking down the condom aisle.” Distortion can
be detrimental, as illustrated by P59, “Reputational damage
could occur if someone is falsely accused of a crime.”

Decisional interference Solove defined this as the intru-
sion on private decisional making, especially by the govern-
ment [99]. In our study, participants mostly focused on the
unwarranted influence on their purchasing autonomy by pri-
vate companies with the help of facial recognition. This is also
discussed in Section 4.3.2. In addition, P89 lamented,“It’s
machines taking over and my freedom circumvented.” P122
echoed this thought, “I do not want to have this information
used against me or used to try and subvert my thinking.”

4.6 Proposed Actions and Responses

Our qualitative data also reveals participants’ reported desire
to take action when encountering facial recognition in their
everyday life. They also express a desire for transparency and
indicate they would like to be notified about nearby deploy-
ments of facial recognition technology. At the same time, their
notification preferences vary with some participants express-
ing concerns about potentially overly disruptive notifications.

4.6.1 Participants want transparency and control over
the collection of their data

About 30% of participants expressed strong views about the
need for entities collecting sensitive facial recognition data to
notify them and to actively obtain consent from them before
data collection. For example, P50 commented, “I think if they
are going to record our image, they should have to notify you
before they do anything with it like if they are going to use it
for a specific purpose, we should be able to know what they
are using it for, and we should be able to say "yes, that’s fine,"
or "no, it’s not. Delete my stuff from your system."” While
most participants agreed about the need to obtain consent,
they did not provide consistent answers with regard to the
frequencies of such notifications. Some participants wanted
to be notified every time when such data collection is tak-
ing place, as illustrated by the quote from P56, “I think it
is important to know when you are in areas where data is
being collected, passive consent really disturbs me. I know it
happens all the time when I am on my phone or computer, and
it is really hard to know what data is being collected, what it
is being used for, etc....So, if I have my preference, I would
want to know every time someone is engaging in this prac-
tice,” whereas others were wary of repeated reminders and
preferred less frequent notices, as P17 elaborated, “I frequent
this establishment pretty often, so a constant reminder would
annoy me. It would be nice to be reminded every now and
then in case I simply forget.” These results suggest a need
for customizable notification functionality where different
individuals can select from a number of notification options.

4.6.2 Participants find existing notice mechanisms inad-
equate

While the majority of participants wanted to be informed
about facial recognition in use, our follow-up interviews dis-
closed the specific ways how some participants found the
existing notice mechanisms inadequate. For instance, P68 de-
scribed how they missed the existing signs in physical spaces
that were supposed to notify them about the presence of cam-
eras, “There will be places where I would want to be notified
every time, and then I look over, and see a sign that I have
just passed by a dozen times, and realize I am being notified.”
When probed about what is a good way to give them notice or
obtain their consent, some interviewees reported that no exist-
ing mechanisms would achieve the goal, as P53 said, “I think
that [obtaining consent] is hard...It is hard because you can-
not pass a form when you walk into a restaurant or a store, it
cannot be formal...I guess trying to do it remotely like through
the Internet or your phone would be the easiest.” Specifically,
P50 expressed their desire to provide consent based on differ-
ent purposes of facial recognition, “It would depend on what
they were using it for. If it was just like someone committed a
crime, and they needed FR for that, then that’s fine. Maybe if
it’s to replace a swipe card or a membership cards, that would
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be okay, but if it’s for tracking my purchases, or tracking my
attendance, emotions.” The information on the purposes for
which facial recognition is deployed is not available to data
subjects in the majority of current deployments. Also, it is
also hard to design notice mechanisms with the desired level
of intrusiveness, as P89 elaborated, “I would not want to think
about it at all times, so I want it to be subtle whatever the
notification is, but also not so subtle that you don’t know that
it is happening ever,” which highlights the problem of privacy
as a secondary goal.

4.6.3 Some participants fear being overwhelmed by fre-
quent notifications

While most participants report that they want to be notified,
more than half are also weary of too frequent notifications.
In particular, some participants realized during the course of
the study that the number of notifications they would receive
might become a nuisance if they request to be notified each
time they get within range of facial recognition technology.
For instance, P53 described her thought process, “When I
first started, I was saying once in a while, and then I realized
that would be really annoying to get multiple notifications.”
About half (55 out of 123) of participants reported that they
were unlikely to avoid places that deploy facial recognition
technology, even if they indicated being concerned about these
deployments, revealing a general sense of resignation. For
instance, P11 underscored, “There is nothing I can do about it,
and this is the only accessible grocery around my workplace,
so I don’t have an alternative.” A similar sense of helplessness
and resignation was expressed by P67: “I give up. Spy on me.
What can I do about it? I’m old. I’ll be dead soon.”

At the same time, not all participants reported concern. We
also observed a small number of participants who did not care
about the usage of facial recognition in general, referencing
the “nothing to hide” argument. For instance, P55 elaborated,

“I am not likely to be so concerned about it, because I don’t do
any sort of very secretive things... There are more legitimate
reasons why people would want to value their privacy more
than I do, but I am not sure how much of the population that
would really affect.”

5 Discussion

5.1 Limitations
We would like to first remind the reader that the results pre-
sented in this paper focus on a qualitative analysis of data
collected as part of our study. A sister publication presented
earlier this year provides a quantitative analysis of additional
data collected as part of the same experience sampling study
[115]. We invite the reader to look at it for additional details
about our study protocol and to develop a more comprehen-
sive view of our findings.

We acknowledge that, while ideally, we would have liked to
collect data from a representative cross-section of the general
public, study participants were recruited from the population
of a mid-sized city in the United States (Pittsburgh). Our sam-
ple is skewed towards somewhat younger and more educated
participants, which might have biased some of our findings.
Accordingly, we do not claim that our results are representa-
tive of the general population. In addition, our analysis results
rely on participants’ self-reported qualitative data, which may
not necessarily match their actual behaviors.

While describing study scenarios, we strove to maintain
a balanced narrative without overly emphasizing benefits or
potential risks associated with different deployments. We ac-
knowledge that on occasions, our phrasing might inadver-
tently have primed participants in one direction or the other.

Finally, our participants generally expressed somewhat neg-
ative views of various facial recognition deployment scenarios.
This could, in part, be a reflection of the fact that they did not
actually experience true interactions with these deployment
scenarios and, as a result, may not have had a chance to ap-
preciate what they consider as benefits associated with some
of these scenarios (e.g., marketing scenarios).

5.2 Combating Inaccuracy and Bias
While most of participants reported seeing benefits in facial
recognition deployments such as security and authentication
scenarios, their reported attitude towards many other scenar-
ios was generally more negative. Part of their willingness to
embrace the technology was dampened by concerns over accu-
racy and bias of facial recognition systems, echoing concerns
voiced by marginalized interviewees in a prior study [47]. Our
data suggest that these concerns extend to the more general
population. Recent reports of people wrongly arrested due to
faulty facial recognition algorithms likely contributed to reser-
vations captured in our study [52] and also illustrate the severe
consequences that deployment of this technology can have if
deployed and relied upon without adequate safeguards. Min-
imally, technology should be evaluated for potential biases
and minimal levels of accuracy, especially when deployed in
support of particularly sensitive activities such as law enforce-
ment. Their performance and limitations should be clearly
communicated and taken into account. And decisions based
on these algorithms should be meticulously cross-checked and
manually vetted if we are to avoid more of these nightmarish
scenarios.

5.3 Contextualizing Perceived Privacy Risks
Our analysis organized perceived privacy risks associated
with facial recognition deployments around key dimensions
identified in well-established privacy frameworks [99, 108,
109].We were able to elicit more nuanced and contextualized
privacy concerns than prior work [21, 97, 100] as shown in
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Section 4.5. While legal arguments support people’s reason-
able expectations of privacy in public places [53], our study
provides strong evidence that these expectations are real and
widespread and that some facial recognition deployment sce-
narios are perceived as overstepping the boundaries of per-
sonal solitude, making people feel deprived of “the(ir) right
to be let alone” [108]. These concerns are further exacerbated
by the sensitive nature of biometric data, the information that
can be inferred from facial recognition data (e.g., location,
activity, and mood), as well as risks of secondary use of this
data and its security. These findings underscore the need for
more transparency in notifying people about not just the de-
ployment of facial recognition technology but also sufficient
details for individuals to gauge their perceived privacy risks.

5.4 Designing Effective Notice and Choice

Our study confirms that privacy concerns are a major obsta-
cle to acceptance of a variety of facial recognition scenar-
ios [21, 22, 83], although these deployments are becoming
increasingly widespread. Responses from our participants
indicate a strong desire to be notified about different deploy-
ment scenarios and to have some control over the collection
and analysis of their data. Current deployments generally fall
short when it comes to effectively notifying people about the
presence of facial recognition technologies, including details
about the type of analysis they rely on and how results are
being used and possibly shared. Also, current deployments
generally fail to provide people with opt-in or opt-out choices.

How to effectively notify people and offer them adequate
controls is not trivial. Entities deploying facial recognition
should inform data subjects in a clear and noticeable man-
ner. Today’s “this area under camera surveillance” signs do
not provide them with enough information, such as type of
analysis, the purpose for collection and analysis, sharing, etc.
Privacy controls (e.g., opt-in and opt-out choices) should ob-
viously include mechanisms to authenticate data subjects (to
make sure they are whom they claim to be when they request
to opt in or out of some practices), giving rise to privacy issues.
With the possible exception of security-related deployments,
which many view as generally beneficial, people should be of-
fered some control over the collection and use of their footage
— preferably in the form of opt-ins.

One solution involves requiring people to opt in by provid-
ing training data about their face [27, 28]. In this system, a
privacy-aware infrastructure is used to notify people about the
presence of nearby facial recognition deployments, including
who has deployed the technology, what analysis is performed,
and for how long the footage is retained. Users who do not
opt in for facial recognition by default have their face (or
possibly their entire body) obfuscated in real-time in the cap-
tured footage. Notifications about nearby facial recognition
deployment are provided via a “Privacy Assistant” mobile
app that users install on their smartphones. This infrastructure

has been deployed to support notice and choice for a variety
of Internet of Things data collection processes — not just
facial recognition [27, 88].

Our data highlight individuals’ diverse notification pref-
erences, with some preferring to be systematically notified
about FR deployments, while others only would prefer just
occasional notices and reminders. The Internet of Things Pri-
vacy Infrastructure introduced by Das et al. offers users of
its “Privacy Assistant” mobile app different settings they can
configure to specify the types of data collection processes
they want to be notified about as well as the frequency of
these notifications (e.g., “only the first time,” “every time,” or
“never”). These settings are consistent with results discussed
in Section 4.6, which indicate that different participants have
different notification preferences and that these preferences
can also evolve. Further research is needed to determine what
personalized settings are likely to work best and how to allevi-
ate the user burden that might be entailed by opt-in or opt-out
settings associated with a potentially large number of facial
recognition deployments.

Finally, our study indicates that participants fear losing
their autonomy when commercial entities can assemble and
leverage near real-time facial recognition data, including their
emotions, to tailor advertisements presented to them. Our
participants also expressed reservations about the power this
technology can bestow on already powerful entities such as
their employers or law enforcement authorities. These re-
sults further emphasize the need for more effective notice and
choice mechanisms if people are to become less fearful about
the deployment of facial recognition.

6 Conclusion

Deployment of facial recognition technologies is already
widespread and continuing to grow. While many people are
familiar with typical video surveillance scenarios, most have
little or no awareness of the increasingly diverse set of sce-
narios where this technology is being deployed. We analyzed
data from a 10-day in-situ study where we collected informa-
tion about people’s awareness and perceptions of a variety
of facial recognition deployments they could realistically en-
counter as part of their everyday activities. Our data show
that people’s privacy concerns are complex and depend on
different attributes characterizing these deployment scenar-
ios. Our analysis reveals serious concerns about the privacy
impact of these technologies, including the lack of mecha-
nisms to effectively notify people and give them some control
over the collection, analysis, and use of their footage. Our
data also suggest that people’s views about facial recognition
technologies have been impacted by recent reports about the
inconsistent accuracy and bias found in deployed systems.
The qualitative analysis presented in this paper complements
a quantitative analysis of data collected as part of the same
study presented in a recent sister publication [115].
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7 Appendix

7.1 Evening Review
[Show a map, timestamp and scenario for each notification]

• We asked: How surprised would you be about [PLACE]
engaging in this data practice? At the time, you indicated
that you would find this . Why?

• We asked: How comfortable would you feel about
[PLACE] engaging in this data practice? At the time, you
indicated that you would find this . Why?

• We asked: How would you want to be notified as you enter
[PLACE]? At the time, you indicated that you . Why?

• If you had the choice, would you allow or deny this data
practice?

• Based on the data practice description above, do you be-
lieve the footage in which you appear could be made avail-
able to third parties for analysis with facial recognition?

• Please indicate how much you agree or disagree with each
of the following statements.

– I feel that I benefit from this data practice
– I feel that [PLACE] benefits from this data practice
– I feel that the data practice enhances public safety

• How would you feel about the raw footage being shared
with the following entities?

7.2 Post Study Survey
• What is the first thing that comes to your mind when you

think about facial recognition technology?
• In what context(s) do you find the use of facial recognition

technology to be particularly beneficial? (Enter up to 5
types of contexts)

• In what context(s) do you find the use of facial recognition
technology to be particularly concerning? (Enter up to 5
types of contexts)

• Do you feel that you have a general understanding of where
this type of technology is likely to be used and why?

• Please rate your comfort level when visiting stores and
other locations that use facial recognition technology.

• How likely would you be to intentionally avoid stores that
use facial recognition technology?

• Has your level of concern about facial recognition technol-
ogy changed over the course of the study?

• 10 IUIPC Questions
• Show scenarios: Petty Crime/Sentiment Ads(IDed)/Health

Predictions

– Within what timeframe, do you believe this data practice
will be commonplace?

– Would you like to be notified about this data practice?
– What sensitive information do you think could be in-

ferred from this data collection practice?
– How concerned would you be about this sensitive infor-

mation being inferred? Why?
– How likely would you be to avoid visiting those places

following the introduction of this data practice?
– What do you think is a reasonable timeframe for those

places to retain the footage they capture of you?
– In what manner would you like to receive notification

about those places’ use of this data practice?
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7.3 Interview Scripts
• Introduction: Thank you for agreeing to this interview. My

name is . I will be audio-recording our session. How are
you doing today? Just to fresh your memory. You started
the study around [DATE], and finished the study around
[DATE]. For this interview, we will be asking you some ad-
ditional questions and clarifications about your experience
during this study.

• Where did you find about our study?
• When did you download the app?
• Did you find participating in this study to be demanding?
• On average, how much time would you say you spent an-

swering our questions each day?
• Were there days when you didn’t receive any prompts?
• On the whole, do you feel that we covered most of the

interesting places you went to during the course of the
study, or would you say we missed some interesting places?
If so, which interesting places did we miss? Would you
expect cameras to be present at these places and what do
you think these cameras could be doing?

• While going through the evening reviews, did you ever feel
that you wished you could modify some of the answers you
provided during the day? If so, can you specifically remem-
ber some of the scenarios and in which way you would
have liked to modify your answers (e.g., less surprised or
more surprised, less comfortable or more comfortable?)

• [CHECK DATA] For scenarios where we only collected
your answers in the evening, because you didn’t have time
to answer them when the scenario occurred. Do you believe
that you might have given different answers if you had
responded at the time we first prompted you? If so, how
different would your answer have been and why?

• [SHOW INSTANCES] Do you remember when you did
not answer those scenarios on site / in-situ, why you could
not answer them, and what you were you doing at the time?

• If you remember, each scenario came with two questions
designed to check whether you had carefully read the de-
scription of the scenario. Do you remember those?

• Did you find that answering these questions could easily be
defeated, or did you actually have to carefully read the sce-
narios to answer the questions? Feel free to tell us that the
questions were easy to guess without reading the scenarios.
We are trying to understand to what extent these questions
help, or to what extent they are just not terribly useful.

• How often did you think that the scenarios we described
matched actual video collection practices at the places you
were visiting?

• Did you actually look for cameras, or start paying more
attention to cameras?

• Have you discussed the study or scenarios with others?
• On the whole, do you feel that you have grown more con-

cerned or less concerned about the types of video analytics
scenarios used in our study? Or would you have you remain
equally concerned or unconcerned?

• If you remembered, there are a lot of scenarios you encoun-
tered as part of this study, were there scenarios that you
found particularly surprising? Were there some scenarios
that you found particular concerning? Or would you say
that all these scenarios are to be expected and do not feel
particularly concerning?

• Do you feel that, if you were to retake the study and be
presented with the same scenarios, most of your answers
would be the same? If some of your answers are likely to
be different, could you identify some of the scenarios for
which you would likely have different answers?

• Questions/Clarifications related to the interviewee’s post-
study and evening answers (different case by case)

7.4 Screenshots

(a) Users clarify their location (b) In-situ scenarios

(c) Partial screenshot of the evening survey associated with a given
scenario encountered earlier during the day

Figure 1: Screenshots of study instruments

USENIX Association Seventeenth Symposium on Usable Privacy and Security    261



7.5 Scenario Texts

Purpose Scenario Text
Generic Surveillance Some places like %s have started to deploy video surveillance cameras to deter crime.
Petty Crime Some places like %s have started to deploy video surveillance cameras to deter crime. These cameras

are equipped with software that can automatically detect and record petty crime (e.g. pickpocketing, car
break-ins, breaking store windows).

Known Criminal Detection Some places like %s have started to deploy video surveillance cameras with facial recognition software. This
software can identify and track known shoplifters, criminals, and bad actors.

Count people Some places like %s have started to deploy video surveillance cameras with anonymous face detection
software. This software can estimate the number of customers in the facility in order to optimize operation,
such as personnel allocation.

Jump Line Some places like %s have started to deploy video surveillance cameras with facial recognition software. This
software can identify patrons in line and push individualized offers to skip the wait-line for a fee.

Targeted Ads(Anon) Some places like %s have started to deploy video surveillance cameras with anonymous face detection
software. This software can estimate customers’ race and ethnicity in order to offer tailored deals and
coupons.

Targeted Ads(IDed) Some places like %s have started to deploy video surveillance cameras with facial recognition software. This
software can match detected faces against individual customer profiles in order to offer tailored deals and
coupons.

Sentiment Ads(Anon) Some places like %s have started to deploy video surveillance cameras with anonymous face detection and
emotion analysis software. This software can estimate customers’ age, gender and ethnicity, and analyze
their reactions to items displayed. This software is used to generate tailored deals and coupons for different
demographic groups.

Sentiment Ads(IDed) Some places like %s have started to deploy video surveillance cameras with facial recognition and emotion
analysis software. This software can recognize people, and analyze their reactions to items displayed. Then
the software matches detected faces against individual customer profiles to send tailored deals and coupons
to their phones.

Rate Service Some places like %s have started to deploy video surveillance cameras with anonymous emotion analysis
software. This software can gauge customer satisfaction with the service provided by its employees. They
can use the results for employee evaluation and training purposes.

Rate Engagement Some places like %s have started to deploy video surveillance cameras with facial recognition and emotion
analysis software. This software can identify each patron, and measure their engagement at the facility.

Face as ID Some places have started to deploy video surveillance cameras with facial recognition software. This
software can identify faces to replace ID cards.

Track Attendance Some companies have started to deploy video surveillance cameras with facial recognition software. This
software can track the work time attendance of its employees.

Word Productivity Some companies have started to deploy video surveillance cameras with emotion analysis and facial
recognition software. This software can detect the mood of its employees, and predict their productivity.
This software can record your presence and who you hang out with.

Health Predictions Some eatery chains like %s have started to deploy video surveillance cameras with emotion analysis and
facial recognition software. This software can detect your mood, and record data about your orders. This
information can be shared with health insurance providers. The health insurance providers could use such
data to estimate your likelihood of developing depression, diabetes, and obesity, which in turn can impact
your health insurance premium.

Medical Predictions Some medical facilities have started to deploy video surveillance cameras with emotion analysis and facial
recognition software. This software can automatically detect some physical and mental health problems.
This information can be shared with health insurance providers, which could impact your health insurance
premium.

Table 4: Scenarios text shown to participants
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Abstract
To successfully manage security and privacy threats, users
must be able to perceive the relevant information. However, a
number of accessibility obstacles impede the access of such
information for users with visual disabilities, and could mis-
lead them into incorrectly assessing their security and privacy.
We explore how these users protect their online security and
privacy. We observed their behaviours when navigating Gmail,
Amazon, and a phishing site imitating CNIB, a well-known
organization for our participants. We further investigate their
real world concerns through semi-structured interviews. Our
analysis uncovered severe usability issues which led users to
engage in risky behaviours or to compromise between accessi-
bility or security. Our work confirms the findings from related
literature and provides novel insights, such as how software
for security (e.g., antivirus) and accessibility (e.g., JAWS) can
hinder users’ abilities to identify risks. We organize our main
findings around four states of security and privacy experienced
by users while completing sensitive tasks, and provide design
recommendations for communicating security and privacy
information to users with visual disabilities.

1 Introduction

More than 2 billion people worldwide live with some form of
visual disability [36]. In this paper, we work with individuals
with limited visual function such as those who are blind, have
low vision, or have other visual disabilities. These individu-
als’ visual capabilities are not situational nor can be changed
with corrective lenses. Accessible technologies allow people

Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
without fee.
USENIX Symposium on Usable Privacy and Security (SOUPS) 2021.
August 8–10, 2021, Virtual Conference.

with visual disabilities to autonomously achieve tasks, which
improves their overall quality of life [15].

In practice, they often encounter usability issues, even when
services meet common accessibility guidelines [6,37,44]. Ex-
amples include: confusing or misleading feedback, insuffi-
cient information, and compatibility issues between operating
systems and assistive software [9, 29, 47]. As such, acces-
sibility and usability are interdependent, emphasizing that
approaching web accessibility in isolation is ineffective.

Practical guidelines and frameworks for user-centered se-
curity have been proposed [17, 18, 27, 35, 50], but most of
the proposed solutions for managing web-based threats are
visual which makes them inaccessible to users with visual
disabilities, thereby compromising their security and privacy.

Prior work on the security and privacy concerns of users
with visual disabilities [3, 24, 25, 48], highlights the unique
challenges of designing accessible security and privacy sys-
tems. Specifically, that it requires designers to carefully con-
sider and implement both accessibility and usable security
design guidelines. Our work adds to this growing body of
literature by focusing on users with visual disabilities’ secu-
rity and privacy experiences while web browsing in situations
where they are working with potentially sensitive information.

To this end, we conducted a task-based user study and semi-
structured interviews with 14 users to identify their security
and privacy concerns while web browsing and the effective-
ness of their protection strategies. Our work was guided by
the following research questions:

RQ1: What types of online security/privacy concerns and
barriers exist for those with visual disabilities when vis-
iting websites?

RQ2: Are web security cues accessible and can they be easily
interpreted?

RQ3: How do users with visual disabilities perceive and
manage web-based risks and threats?

Based on both the study tasks and interviews about real-life
practices, we found that users with visual disabilities experi-
enced a number of severe security and privacy-related issues
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including: inaccessible antivirus software, misleading screen
reader outputs, and ill-fitting security advice. These issues can
lead to increased security and privacy risks for users. For ex-
ample, none of our participants were able to correctly identify
our phishing website as potentially malicious.

From our findings, we identify four security and privacy
awareness “states” which consider accessibility challenges
and their influence on security and privacy strategies over
time. We propose design recommendations which better suit
the capabilities of people with visual disabilities.

2 Background

Many users with visual disabilities routinely complete trans-
actions (e.g., banking and shopping) online, but face severe
accessibility issues and have privacy or security concerns
[25, 42]. Their major concerns include viruses, encountering
CAPTCHAs, spam emails, unauthorized access to search his-
tory, and location-based data tracking. Some of these concerns
could be addressed through specialized security software.

However, existing security software is often inaccessible
and incompatible with screen reader keyboard short-cuts [42].
Similarly, Dosono et al. [19] observed 12 users with visual
disabilities use email, banking, and eCommerce websites via
screen readers. Poorly labelled login elements confused users
with visual disabilities. Additionally, other accessibility issues
with audible password masking, insufficient error messages,
and password recovery methods negatively impacted users’
control of their accounts containing sensitive information.

Ahmed et al. [3] interviewed 14 users with visual disabil-
ities and found that privacy issues forced them to rely on
inconvenient workarounds like disabling the screen (even
if they require visual cues), wearing headphones (minimis-
ing their awareness of physical surroundings), and relying
on sighted assistants to complete transactions on their behalf.
Hayes et al. [24] shadowed 8 users with visual disabilities
for two days, and found similar concerns and workarounds.
Some users were also concerned that their sensitive informa-
tion being stored in an insecure manner which could leave
them vulnerable to security breaches.

Assistive technologies affect users’ experiences. For ex-
ample, screen reader outputs are serial in nature; since infor-
mation is delivered line-by-line, users with visual disabilities
must sequentially listen to options to identify the desired item
or must skip through headings and sample paragraphs until
they have found relevant data to achieve their goals [45, 47].

When it comes to security, users with visual disabilities may
not rely on HTTPS or SSL/TLS dialogues to assess whether a
website is legitimate or fraudulent in Abdolrahmani et al.’s [1]
study with 11 participants. Several expert evaluations have
found that the security mechanisms involved in completing
common web-based security tasks (like logging into a website
or purchasing an item online) were inaccessible, impeded

the opportunities for users with visual disabilities to behave
securely, and could instill a false sense of security [14,19,33].

As a result, the security techniques of users with visual
disabilities are different from sighted users’ behaviours [45].
Most recent work in this realm has focused on novel security
technology for users with visual disabilities. Voice-controlled
assistants like Amazon Echo have become inadvertent acces-
sible solutions for people with visual disabilities in indepen-
dently managing smart devices in their homes and pose as
aids for therapy and caregivers [30, 38]. Branham et al. [10]
propose a number of design guidelines to adapt home assis-
tants so that they are more efficient and controllable for users
with visual disabilities. However, as Akter et al. [4] argue,
smart home devices do not yet properly consider the contexts
of assisting individuals with visual disabilities and should bet-
ter consider the privacy and security of the users with visual
disabilities and those in their environments.

Other recent security and privacy solutions have been more
deliberately designed to aid people with visual disabilities,
including: improved audio CAPTCHA implementations [20],
observation-resistant password schemes [13, 31], and accessi-
ble password managers [7]. These technologies are successful
because they leverage the unique capabilities of users with
visual disabilities within the system design [43].

As noted in previous work [22, 48], this research area re-
quires further investigation. Most studies in the area are con-
ducted with small samples, which suggest that further vali-
dation is required. Additionally, many mainstream security
and privacy mechanisms are still not designed to properly in-
tegrate the competencies of users with visual disabilities [43].

Our contributions to the literature: In this paper, we
confirm and extend previous findings relating to the security
concerns of users with visual disabilities. We further explore
how they manage and interact with various security indicators
on the web, and whether these actions offer the desired level
of protection. We identify obstacles not yet discussed in the
literature, including: assistive technology misleading users
while they assess phishing indicators and an evident distrust
by users in security advice. We discuss the complex nature
of users’ security management techniques and various factors
contributing to risky behaviours sometimes forced by inac-
cessible indicators. Finally, we suggest recommendations for
improving security mechanisms based on our research.

3 Methodology

Our study took place in 2018 and was cleared by our uni-
versity’s Research Ethics Board and the Canadian National
Institute for the Blind (CNIB). Sessions took place in three
quiet locations, with participants choosing the location most
convenient: our research lab, conference room at the Cana-
dian Council of the Blind (CCB), or an office at the CNIB.
All sessions were audio-recorded and transcribed.
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Phase 1: Pre-test Participants verbally completed a demo-
graphics questionnaire with the researcher.

Phase 2: Website Tasks Participants were asked to com-
plete three security tasks on their assigned website (Table
1). If time permitted, participants were asked to repeat the
process on a second website. Participants were pseudo-
randomly assigned to websites ensuring even allocation
across the three sites. Our protocol was that if a partici-
pant deemed a website illegitimate at any point, we told
them to stop interacting with it and we assigned a new
site. Participants worked on a task until they decided it
was complete. Between each task, participants answered
5-point Likert scale questions about the usability of the
task. The researcher noted any observations relating to
participants’ interactions with the websites.

Websites: The websites elicited opportunities for ex-
posure to security risks pertaining to eCommerce and
email. While the spoofed CNIB website is primarily an
informational resource, the Shop and Donation pages
collect personal information (e.g., address, credit card)
which can put users’ privacy at risk. The spoofed web-
site used a domain we purchased, ccnib.ca and did not
use SSL/TLS. Other than these differences, the spoofed
website was identical to the legitimate one, in terms of
the content and user interface design.

Technological setup: The technology used during the
study varied according to participants’ needs/preferences.
We offered them two setups: a desktop with JAWS,
ZoomText, keyboard, mouse, and speakers or, an iPad
with built-in accessibility features. They could use these,
plus any other tools (e.g., physical magnifying glass),
or their own devices. One participant chose to complete
the study on their own iPad, 12 used the desktop setup
running Windows 10, and two used the iPad (iOS 11).

Collection of personal information: Personal informa-
tion used in the tasks (e.g., (usernames, passwords, credit
card information) was provided by the researcher. Par-
ticipants were encouraged to complete the tasks as they
normally would with their own information outside of
the study. We avoided emphasizing security or privacy
during the study, to mitigate bias on users’ typical be-
haviours while interacting with the websites.

Phase 3: Questionnaires and semi-structured interviews
Through two verbal questionnaires and a semi-structured
interview, participants elaborated on their online security
and privacy concerns, the security advice they have
received, and the protective security actions they take in
their everyday life outside of the study.

Questionnaires: The first questionnaire asked partici-
pants to rate (on a scale 1 to 5) their level of concern
for each item in a list of cybersecurity threats mentioned

in a previous study by other web users with visual dis-
abilities [25], presented in random order. The second
questionnaire asked participants to rate the effectiveness
of common security advice [26, 40], and likelihood they
would adhere to these protective actions in real life.

Interview: Next, we conducted a semi-structured inter-
view to further investigate participants’ most pressing
concerns, methods for protecting themselves online, ob-
stacles they face while maintaining their security and
privacy. After the interview, we debriefed the partici-
pants who used the spoofed website.

3.1 Participants
Fourteen participants with visual disabilities (7 blind, 7 par-
tially sighted), completed three phases of the 90-minute study.
Participants were recruited via social media posts, mailing
lists, and through the CNIB. Once recruited, participants were
provided a digital copy of the consent form ahead of their ses-
sion. At the beginning of the session, the researcher reviewed
materials with participants, and obtained verbal consent.

Our participants (6 women, 8 men) were over 18 years old,
from Ottawa or Toronto, and had a visual disability. Their
median age was 52.5 years, similar to the age distributions
of prior accessibility user studies [19, 42, 46]. Nine had a
college diploma or university degree. We categorized eight
as unemployed: they were full-time volunteers, on long-term
disability, or active job seekers; six were employed.

Participants rated their limitations in three visual capability
dimensions (see Table 3 in the Appendix): visual acuity, vi-
sual field, and light perception. Aligning with common usage
of the terms, we categorized participants with “very limited”
capabilities affecting both eyes as “blind” and others as “par-
tially sighted.” Participants were given $50 for their time and
were compensated for study-related travel expenses.

All participants were familiar with using the Internet. In
daily life, most blind participants relied on screen reading soft-
ware such as JAWS, NVDA, and iOS VoiceOver. Those with
partial vision used custom settings on their device/browser
or used screen reading/magnifying software like ZoomText.
Table 3 (Appendix) provides participant’s demographics, and
the technological setup they used during the study. Five with
low vision used the ZoomText 11 screen magnifier; partici-
pants with low vision used no specialized assistive software
and instead used custom browser settings or device features
like pinch-to-zoom when needed. All blind participants used
screen readers, like JAWS 18 or VoiceOver.

4 Results

We were able to holistically consider participants’ experi-
ences by gathering information from task-based observation,
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Website URL Task A Task B Task C

Amazon https://www.amazon.ca Verify whether site is legitimate Login (if safe) Complete purchase
Gmail https://mail.google.com Verify whether site is legitimate Login (if safe) Download attachment
Spoofed CNIB http://www.ccnib.ca Verify whether site is legitimate Find donation page Donate money

Table 1: The websites used and associated tasks completed during the sessions. Note the extra C in the spoofed CNIB URL

questionnaires, and semi-structured interviews about their real
life practices. We identified several usability and accessibility
issues which impact users’ capabilities to identify security
threats and to employ protective actions.

We report on our findings from Phase 2 and 3 below, then
we summarize the relationships identified between the various
data into four states of online security and privacy awareness.
These states depict general behavioural trends in our partici-
pants’ experiences and touch upon the security and privacy
threat scenarios related to these trends.

4.1 Phase 2: Website Tasks
Table 2 summarizes participants’ accuracy in identifying the
legitimacy of the websites and their self-reported responses
for all website tasks during the study. These responses in-
clude: the perceived accessibility of the website, task ease,
and confidence ratings. Confidence ratings related to partici-
pants’ certainty in having completed the task in its intended
entirety (i.e., correctly). We note that these represent partici-
pants’ perspectives and do not necessarily reflect whether the
task was actually completed successfully or securely.

Due to our sample size, we did not run statistical tests
on website task data. However, generally, participants rated
websites as accessible (M = 4.0, SD = 1.3), were confident
they had completed the tasks correctly (M = 4.5, SD = 0.8),
and thought that the tasks were neutral-to-easy to complete
(M = 3.9, SD = 1.1). We focus on the obstacles observed.

Task A: The participants’ first task was to verify the site’s
legitimacy. The Gmail and Amazon sites were legitimate,
and the CCNIB site was a spoof. All but one participant con-
sidered the provided websites to be legitimate1; all reported
a high degree of confidence in their assessments. As a re-
sult, participants were mostly correct about the legitimacy of
Amazon and Google websites. However, none of the partici-
pants recognized our spoof website, CCNIB, as illegitimate.
Overall, 11/18 assessments were correct despite participants’
confidence in their ability to complete the task. In particular,
all participants assessing CCNIB rated their confidence as 5
(on a 5-point Likert scale) despite their incorrect assessments.

We observed participants’ legitimacy assessments to be
impacted by several factors. First, many leveraged untrust-
worthy security indicators such as professional looking, or

1The participant decided that the Gmail site was likely illegitimate only
after completing all tasks.

familiar sounding alternate text for, logos and page content.
Secondly, some participants mentioned that the site seemed
to be associated with a reputable organization so it must be
legitimate and trustworthy. Thirdly, some participants were
unsure how to assess website legitimacy because it was not
something they often considered:

“I don’t think about a site’s security often. I would if it
seemed like a hacky site. If it wasn’t professional, or if things
were out of order, or if the buttons were in weird places.”
(U03)

Our observations suggest that many participants did not rely
on trustworthy indicators when assessing website legitimacy.

Some participants did attempt to take security precautions
that were aligned with security best practices. Specifically,
we observed some participants double check URL addresses
for spelling inconsistencies. Unfortunately and importantly,
for blind participants, this effort was futile for the spoofed
site since JAWS announced the spoofed CCNIB site’s address
in the same way it would read the legitimate CNIB URL:
H-T-T-P-colon-slash-slash-W-W-W-
dot-cuh-nib-dot-cah. Thus, blind participants could not
detect this phishing clue unless they used the screen reader
to read the URL letter by letter. Since it is unlikely for any
user to do this unless they are already suspicious of a website,
relying on JAWS feedback to detect domain inconsistencies
is ineffective.

One partially sighted participant, U12, detected our phish-
ing site’s extra “c” by looking at the URL. However, they
dismissed this concern and completed a monetary transaction
because the page content met their expectations:

“There’s a lot of detail here... I’m very confident that it is
legitimate because I’m looking at a product [in their online
store] that I’m familiar with, and that is really only sold by
the CNIB.” (U12)

We were careful in our instructions to avoid priming partic-
ipants to be unrealistically security-conscious, however, being
part of the study may have encouraged some participants to
let their guard down or otherwise behave in ways they would
not outside of the laboratory setting in Phase 2. When asked
to reflect on their behaviour related to the tasks, nearly all
participants said it was similar to their real-life behaviour.
Only one participant mentioned that that they trusted that the
researchers would not “lead them astray” and were inclined
to assume all provided websites were legitimate. While we
took efforts to increase ecological validity and we have no
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indication that this was a widespread problem, this effect is
a known challenge for security and privacy studies [23]. To
accommodate for these limitations, we dive deeper into users’
real life practices and attitudes during Phase 3.

Task B: All attempts (18/18) to complete Task B: logging
in to Amazon and Gmail or finding the donation page on the
CCNIB website were ultimately successful with some issues.

Participants experienced no issues with finding the dona-
tion page on CCNIB. The Gmail login page has minimal
content and users are automatically placed in the login form
fields. On the Amazon homepage, users must skim through
page content to find the login link and then skim through the
page to find the form fields for entering login credentials.

Despite their eventual success, blind participants experi-
enced accessibility issues during the login processes with
Gmail and Amazon. With JAWS’ password masking tech-
niques, each password character is announced as “star.” This
provided blind participants with no feedback to confirm which
characters they had input. The websites also provided no au-
dible feedback about successful login. Instead, participants
relied on the lack of warning to confirm successful login.
Some were initially unsure if they had successfully logged
in the websites, or if they just could not find a warning about
login failure when skimming elements from the entire page.

Additionally, participants were unsure how much sensitive
information was being displayed on the screen after logging
into the sites. This limited blind participants’ control over
account information and their personally identifiable informa-
tion (PII) because they must audibly skim through the page to
confirm successful login and may unintentionally instruct the
screen reader to announce private account information aloud.

Task C: All participants were able to complete Task C on
the Gmail and CCNIB websites but only four out of six par-
ticipants were able to finalize a purchase through Amazon,
giving an overall completion rate of 16/18.

The two participants who were unable to complete the
task were blind: U04 used VoiceOver and U14 used JAWS.
Both faced insurmountable accessibility obstacles on Amazon
because of information provided only through colour-based
cues. Specifically, the website formatted a corrected shipping
address when finalizing a purchase. The nuanced differences
between the original and corrected address were highlighted
in red but not described with alternate text.

To progress through the purchasing process, users must
choose one of the two formatted addresses. Both participants
tried unsuccessfully to identify which address to use for sev-
eral minutes before we guided them to the next portion of
the study to ensure the remainder of the session could be
completed within the study’s allotted time.

This accessibility hurdle is another example of the limited
control users with visual disabilities have over websites and,
in turn, limited control over their PII while interacting with

websites. In this circumstance, participants were unable to
access feedback relating to issues with a mailing address. A
blind user unable to perceive Amazon’s suggested options
could be forced to complete a task in a way they cannot be sure
aligns with their security and privacy values (e.g., by sharing
the task and access to their account with a sighted person for
assistance). This can be concerning because users are often
expected to understand the implications of their actions and
may not be provided secure or private defaults [32].

4.2 Phase 3: Questionnaires

Phase 3 deals with participants’ real life experiences, con-
cerns, and attitudes. Figure 1 summarizes participants’ re-
ported level of concern for 12 cybersecurity threats common
to people with visual disabilities. The number in each cell of
the matrix indicates the number of participants who selected
the given Likert scale response. The colour intensity of the
cells is based on the popularity of the response, with higher
numbers having darker colour intensity.

Our participants generally expressed moderately high levels
of concern. They were most concerned with protecting their
financial information, their identity, their data, and their device
from theft or disclosure. They were least concerned with
threats relating to surveillance and eavesdropping.

Figure 1 summarizes participants’ Likert-scale responses
for their perception of the effectiveness of each protective
action and the likelihood that they would take these actions.

Participants rated most of the actions as effective or very
effective for protecting themselves online. However, they gave
low ratings to two fundamental security measures: enabling
automatic updates, and using a password manager.

For both of these measures, participants identified acces-
sibility issues that rendered them ineffective from their per-
spectives. For example, automatic updates can lead to system
changes that cause programs to no longer be compatible with
assistive software. Also, due to password masking techniques,
JAWS announces password characters as a “star” rather than
the character. This leaves blind participants unable to confirm
the accuracy of their entered passwords before logging in or
storing their passwords in software, which undermines the
perceived utility of password managers. Allowing users to
audibly unmask their typing when entering a password for
storage into a password manager (or when logging in from a
location safe from eavesdropping) might help with this issue.

We saw some relationships between participants’ perceived
effectiveness of advice and the likelihood that they would fol-
low this advice: the actions rated as most effective were gener-
ally likely to be followed. However, this relationship was not
true for all actions. Accessibility concerns had a direct impact
on participants’ likelihood to follow the protective actions.
Participants were less likely to adhere to security advice they
considered ill-fitting for people with visual disabilities. For
example, while multi-factor authentication was considered
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Figure 1: Number of participants selecting each Likert-scale response rating: the perceived effectiveness of security advice (left),
likelihood that they will adhere to the advice (center), and their level of concern per threat (right). Darker cells indicate more
popular responses.

very effective, many participants were unlikely to activate it
on their own accounts because it increased the difficulty of
logging in, and this task was already challenging on its own.

Some participants reported a lack of confidence in the se-
curity advice they receive. Two participants specifically noted
their distrust in sighted individuals who present themselves
as technology or web security experts. Participants expressed
low confidence in the effectiveness of protective security ac-
tions and in the advice intended to help them avoid threats.
Evident distrust in security advice was mainly rooted in a dis-
connect between the security expert’s perception of the partic-
ipant’s experiences and participant’s actual lived-experience:

“People say they know the difference between a threat and
a non-threat, but someone who is actually blind knows the
risk... People who use just regular everyday technology they
take a lot of risks, it’s just a reality. I have to be safer and
smarter about it.” (U01)

Participants who expressed trust in security advice and tried
to comply were greatly hindered by accessibility issues. For
example, U14 explained that he used anti-virus software and
kept the program updated. Yet, aspects of the interface were
inaccessible to his screen reading software so he was unable
to read and resolve flagged issues. The participant expressed
that when confronted with a warning, he had to chose from
the subset of accessible actions within his antivirus and hope
that these would resolve the detected issue.

In some cases, adhering to security advice is not an option.
When U12, a partially sighted participant, attempted to input
information on the CCNIB website, he was unable to easily
locate the form fields because the website was incompatible
with the Chrome plugins he used to increase page contrast and
aid in identifying page sections.2 U12 explained that this was

2Note that we had duplicated the legitimate site exactly, and that the CNIB
site should be accessible given that its target users have visual disabilities.

a common issue that often forced him to move closer to the
screen and strain his only sighted eye. In these circumstances,
he could not prioritize protecting sensitive data:

“I’m literally just hoping this will work. So safety’s not
really being considered, which is unfortunate, obviously.”
(U12)

These findings demonstrate a need for improved mecha-
nisms and security advice which properly consider the cir-
cumstances of users with visual disabilities and the assistive
software they use. Improvements may increase users with
visual disabilities’ trust in the system, and enable them to
perform the security actions that they wish to undertake.

4.3 Phase 3: Interviews

We further collected contextual data relating to users’ real life
experiences while browsing online, the strategies they employ
to maintain their security online, and their feelings of safety.

4.3.1 Qualitative Analysis Methodology

Interview data, observational notes, and other verbal feedback
provided during the session was coded based on Braun and
Clarke’s [11] six phases of thematic analysis.

Our initial research intent was to explore themes relating
to users’ attitudes, behaviours, concerns, and desires. For the
first iteration, the lead researcher extracted 356 relevant ex-
cerpts from notes and recordings from all participants. These
were organized according to the four overarching themes with
closely related excerpts grouped as trends. We coded trends
to formulate an initial codebook containing 35 codes. Three
researchers iteratively discussed and refined the codebook,
resulting in 17 codes in the second version.
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Figure 2: Relationships between the main codes formulated during our thematic analysis of participant interviews and feedback
comments. Example excerpts are also included.

During the second round, two of these researchers used
the second version of the codebook to independently code
the same five randomly selected 90-minute transcripts. The
mean Kappa score for inter-coder agreement across all codes
was 0.66. This can be interpreted as good agreement. We
met to discuss discrepancies in coding, come to agreement,
combine redundant codes, and modify others to better fit the
data, resulting minor changes. Then, the remaining transcripts
were split between the two researchers and coded with the
final codebook as shown in Table 4 in the Appendix.

4.3.2 Results

We summarize key takeaways from our qualitative analysis
in Figure 2. Our analysis suggests an interdependent nature
amongst our codes which linked to participants’ security man-
agement techniques (further explored in Section 5).

Below, we provide sample excerpts to describe key
codes/code groups and their relationships. In examining the
relationships, we noted similarities with Cranor’s human-in-
the-loop security framework [18] which details aspects of
effective security communications and can be used to iden-
tify how security indicators may fail to deliver information
to users. Notably, we identified parallels with the personal
variables, intentions, and capabilities factors which affect
how users receive, process, and apply security and privacy

information. When framed within this context, our qualitative
analysis can provide insight into the nuances of communicat-
ing security information to users with visual disabilities.

Personal abilities and attributes: During discussion, par-
ticipants contextualized the obstacles they faced with details
about their visual disabilities, preferences, personalities, or
technological skills when handling obstacles:

“As a partially sighted person, I try to get rid of the clutter,
even in my mind, before I do something like this because it’s
easy to get distracted and take more time or more unneces-
sary use of vision.” (U12)

“I guess I should be a little more vigilant but, I’m still one
of those people that if I go on a website I assume that that’s
where I should be.” (U02)

“I’m used to problem solving text stuff. That’s what I do, and
that’s what I teach other people to do so it doesn’t bother
me that much. I just wish I could do it faster.” (U05)

Demographics and personal characteristics impact a per-
son’s ability to understand security indicators and influence
how they take protective actions [18]. Participants’ feedback
in this code group was critical to understanding the context
of users’ experiences and fundamental variables impacting
other codes relating to users’ security/privacy attitudes and
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behaviours. Thus, Figure 2 has it as the highest level factor in
the chain influencing security management techniques.

Usability, accessibility obstacles: Participants described
several challenges they experienced which were influenced
by their individual capabilities and characteristics. We rec-
ognized these issues as infringements of basic usability or
accessibility principles. These issues, when framed as com-
munication impediments [18] can cause partial or full security
information communication failures.

We gathered further insight relating to these obstacles as
participants speculated what went wrong and described the
workarounds they used to achieve their goals:

“I guess the webpage was programmed such that this was
worthy of a restart... I don’t think it had to do with something
we tapped on. I think it had to do with the way the page was
structured.” (U04)

“I can unload JAWS and reload it because that will fix the
problem. If it doesn’t read anything like before, I restart it
again.” (U10)

As shown in Figure 2, the obstacles users faced were shaped
by their individual characteristics and then influenced how
they perceived and operated websites. For example, blind
participant with technical backgrounds who faced several ac-
cessibility issues described more sophisticated workarounds,
such as using advanced search options, compared to partially
sighted users who encountered fewer issues. Users with so-
phisticated workarounds also mentioned using technical se-
curity indicators such as HTTPS or checking for SSL/TLS
certificates. Interestingly, sophisticated workarounds did not
necessarily align with accurate interpretations of how these
indicators help their security, suggesting that these users had
a superficial grasp of the issue despite their background.

Mental models of websites: The literature suggests that
a user’s familiarity with security indicators, vocabulary,
and structure will impact their comprehension of risks and
threats [18]. Thus, participants’ feedback relating to how they
understand and use systems was essential.

Participants described the shortcuts they use to interact
with websites and browsers such as skimming for relevant
page content via headings and using tabs to quickly access
page features. Our findings reflected the shortcuts noted in
related studies [19, 43] exploring the browsing behaviours of
users with visual disabilities. These excerpts also reflected
the importance of consistency and standard presentation as
new interfaces can take a long time to learn:

“I assume that the actions are going to be on the right-hand
side of the margin. If I was clueless and I didn’t know how
to use a website at all, then I would be bouncing around
there for days.” (U01)

As highlighted in Figure 2 participants’ mental models
were impacted by the obstacles they faced and their mental
models subsequently had downstream implications on how
they completed security tasks. At times, participants had de-
veloped useful heuristics to inform their mental models and
potentially help them with identifying phishing:

“You can usually tell if something you’re looking at [isn’t]
actually Google or PayPal because it will say your bank
account is compromised, click here. Banks never do that.
They won’t say click here to go to your account.” (U05)

Other times, participants’ mental models and expectations
for websites included reliance on unreliable cues that could
mislead them. This also occurs with sighted users, but the
types of cues occasionally differed because of the lack of
visual feedback. For example, a blind participant believed
a website was legitimate when they heard form feedback
they had previously heard while using another website they
trusted. Similarly, two partially-sighted participants trusted
the spoofed CNIB website after they found content about
assistive technology for people with visual disabilities, and
this aligned with their expectations for the website.

Security and privacy attitudes: We coded participants’
relevant comments while completing website tasks and ques-
tionnaires relating to their security concerns and advice. Dur-
ing the interviews, participants provided further information
about what made them feel secure while browsing online.
These included external influences like trusting specific com-
panies or trusting friends and family:

“I feel safe online when people I’ve trusted tell me that
whatever I’m using is safe. Anti-virus will keep me safe. My
passwords will keep me safe. Sticking to what I know will
keep me safe.” (U01)

“I feel safe on pages [where] I’m offering sensitive informa-
tion, I believe that a company will have something to lose.
If I lose, they lose too.” (U04)

Participants’ security and privacy attitudes were also im-
pacted by their understanding of technology and by their un-
derstanding of associated security threats:

“On my phone I know I’m not going to get viruses. I open
attachments on my phone so I can save it to Dropbox or
somewhere where I can access it on any platform. That
way I’m not getting viruses or anything I don’t need to
have.” (U05)

Participants rated the threats they found most concerning in
Section 4.2, and we found broad agreement for some threats.
When we probed this topic further during the interviews, we
noted that, despite some agreement on the scales, some partic-
ipants explained that they found these issues very concerning,
whereas others expressed an unconcerned attitude towards
security and privacy:
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“I always have to have my guard up. I know that people
would perceive me as vulnerable.” (U10)

“I don’t really think about security because if I would always
think about the, ‘Oh what would happen if...’, then I would
never go online.” (U07)

Attitudes seemed to be influenced by participants’ individ-
ual characteristics, the obstacles they faced, and their indi-
vidual security mental models. The different attitudes also
contributed to the differences we observed in users’ security
management techniques which we elaborate in Section 5.

5 States of Online Security and Privacy

Security and privacy management techniques can be viewed
as an amalgamation of users’ lived experiences and under-
standing of websites/security mechanisms which are limited
by accessibility and usability obstacles. Participants’ adapt
their security and privacy strategies depending on several fac-
tors relating to personal experiences and external factors. An
individual may transition between strategies depending on
the context of the task at hand, or may get stuck in one state
due to accessibility obstacles or their security mental models.

The relative importance of each factor in influencing secu-
rity management techniques varied per participant. Individual
participants’ management techniques also changed depending
on the accessibility issues they faced per website, their current
task goals, and the value of the information they exchanged
with websites. To address the fluidity and complexity of this
process, we identify “states” of security and privacy aware-
ness that participants may go through while browsing online
and affect their related behaviours and strategies.

These states are relevant to participants with any degree
of vision disability as we did not observe that this influenced
their likelihood of being associated with a given state. Fur-
thermore, similar to describing security folk models [49], we
focus less on the accuracy of participants’ perspectives and
more on the potential security and privacy implications related
to these states of awareness.

5.1 Unconcerned, overconfident
Participants in the unconcerned, overconfident state either
believed that they had taken the necessary precautions and
that they could now freely navigate online without risk, or
they believed that it was easy to spot online risks so additional
precautions were unnecessary. In both cases, participants were
unknowingly placing themselves at risk.

As previously mentioned, participants’ understandings of
security was greatly influenced by their understanding of web
technology and the security mechanisms enabled on their sys-
tem. Specifically, U04 shared that after taking precautions to
protect himself and his devices, he is not concerned about his
security and privacy and thus proceeds to trust that he will be

secure while completing tasks online. However, some precau-
tions U04 implemented relate to a common misconception
that Apple products are impervious to security breaches.

Other participants made similar comments relating to Ap-
ple products or websites affiliated with Amazon or Google.
Additionally, those who expressed lower levels of concern
tended to rely on gut reactions about which websites seemed
“hacky” and unprofessional when detecting threats. These as-
sessments rely solely on website content they can read with
assistive technology and cannot include available information
that may be helpful but is inaccessible. This suggests that indi-
viduals relating to this state of security and privacy awareness
may be more likely to fall victim to social engineering tech-
niques relying on high-fidelity copies of the legitimate site,
or spoofed organizational affiliations while completing tasks
online. Therefore, an unconcerned, overconfident approach
to security can lead to increased risk-taking habits or, in the
worst case scenario, security apathy such as the following:

“Security is overblown. People hype it too much.” (U03)

5.2 Concerned, overwhelmed

Participants in the concerned, overwhelmed state were wor-
ried about their online security and privacy but were unsure
which protective techniques could address their concerns and
were not confident in their ability to protect themselves online.

These participants expressed deep concern regarding their
online security and privacy. Individuals relating to this state
were more likely to mention security and privacy considera-
tions while completing tasks. Additionally, these individuals
mentioned several repressive habits they have in real life, in-
cluding not banking or shopping online, only visiting websites
which were recommended by trusted family or friends, and
deleting all emails received from unknown recipients because
they did not trust their own abilities in detecting threats. Often,
individuals who relate to this state were anxious because of
personal or secondhand experiences with security breaches.

Individuals who demonstrated great concern regarding their
security and privacy also often expressed uncertainty in their
ability to identify potential threats and to implement effective
protections due to conflicting advice or accessibility issues
that hindered them from taking desired precautions. Once
in this state, an individual may feel overwhelmed or blame
themselves for this uncertainty:

“Because I don’t have any kind of background in program-
ming or anything other than just being an end-user, I feel like
a lamb to the slaughter. I just go in there without knowing
that I shouldn’t be.” (U02)

5.3 Jaded, resigned

Participants in the jaded, resigned state may have been con-
cerned about their online security and privacy, but severe us-
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ability issues forced them to abandon protective actions and
rely on others to protect their online security and privacy.

These participants approached their online security and
privacy with fatigue due to usability and accessibility issues
which limited their ability to employ protective strategies.
These participants expressed a sense of powerlessness and
were ultimately forced to rely on other, sighted, individu-
als to manage their security and privacy. Particularly, U14
regularly faced accessibility obstacles in managing his anti-
virus software, updating his systems, and navigating websites.
Ultimately, he relied on his daughter to verify his security
when completing tasks. Similarly, when U09 faces major
challenges, she must relinquish autonomy and rely on trusted
family members and friends to complete online purchases on
her behalf to assure the security of her financial information.

Those in a jaded state initially approach their online activi-
ties with concern and try to be proactive against threats, but
may become resigned:

“If someone wants to hack your computer, they will do it
because there are always loopholes in any software that
you’re using. It doesn’t matter whether you have the best
antivirus or security software, it can still be hacked.” (U13)

When individuals are concerned for their security and privacy
but must forfeit their independence to complete tasks, their
ability to engage with technology is greatly limited.

5.4 Comfortable, unimpeded

Some participants were confident in the actions they took to
protect themselves online while others were less inhibited by
accessibility obstacles. Yet, no participants were both com-
pletely unimpeded, comfortable, and used effective security
management techniques. Therefore, this fourth security state
relates to an ideal state wherein users with visual disabilities
are technologically empowered and can confidently manage
their online security and privacy.

Users relating to this security state would have readily
available access to all pertinent information they need to form
informed security and privacy decisions. Additionally, users
with visual disabilities in this state would have access to
advice about protecting their security and privacy which ade-
quately considers their nuanced concerns and lived realities
relating to non-visual browsing experiences and the interac-
tion between websites/software and assistive technologies.
Furthermore, individuals in this state would be familiar with
protective best practices and be able to implement these tac-
tics in a manner that better reflects their browsing strategies.

To reach this state, we need to better consider the unique
strengths and capabilities of different user groups, including
those with visual disabilities in the design of security and
privacy interfaces. Aligning with Reyez-Cruz et al. [43], we
suggest that more sophisticated designs should include modes
of interaction ideally suited to the capabilities of different

groups of users rather than simply considering accessibility
as an add-on to the “standard” interface.

5.5 Comparing to Sighted Users
We briefly highlight the main commonalities between our
findings and related literature on sighted users. For example,
optimism bias and overconfidence [2] refers to users under-
estimating the chances of becoming a victim to cybercrime
and thus becoming less alert online. Like users with visual
disabilities in the Unconcerned, overconfident state, sighted
users who are familiar with a website may feel safe, trust that
they are secure, and then bypass warnings [41]. This bias puts
both groups of users at risk especially when they use unreli-
able cues like website content [5] to decide whether a website
is legitimate. However, we note that sighted users may have
more opportunity to recognize and recover from their error
since most security cues are visual.

Furthermore, users may not have not enough mental re-
sources to evaluate all options and potential consequences
while attempting to achieve their goals [2] and must sift
through overwhelming amounts of advice to make security
and privacy decisions [39]. While these studies were done
with sighted users, we note some parallels with participants
from our study falling into the Concerned, overwhelmed state.
Again, the differentiating factor is the additional burden faced
by users with visual disabilities who must also deal with acces-
sibility challenges and security advice that makes assumptions
about users’ ability to view security cues.

6 Discussion

Through task-based scenarios, questionnaires, and semi-
structured interviews, we uncovered several major usability
issues for users with visual disabilities. Users were hindered
from completing security activities during the study and in
real life, including accurately verifying the legitimacy of a
website, securely logging into a website, and maintaining
control of PII while completing online transactions. These
obstacles impeded users’ mental models of websites and neg-
atively impacted their security and privacy attitudes.

Our study focused on strengthening the empirical knowl-
edge base of accessibility issues pertinent to online security
tasks. Particularly, we confirm findings relating to the security
and privacy concerns of users with visual disabilities [3], their
website credibility assessments [1], and the role of sighted
allies when managing online security and privacy [24]. Our
work increases confidence in the generalization of research
findings within the realm of usable security and accessibility.
This triangulation and confirmation work is particularly im-
portant given that studies in this area often have small sample
sizes due to the difficulties of recruiting for this population.

Our study also extends existing work by highlighting sev-
eral instances where security information is not effectively
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communicated to users via assistive technology. Furthermore,
participants identified ill-fitting security advice they perceived
as ineffective and were unlikely to employ. Participants also
shared their experiences with inaccessible indicators and anti-
virus software. Further, we observed that interfaces provided
participants with little to no guidance for protecting them-
selves online and, at times, they were prevented from com-
pleting their task entirely or were misled by assistive cues
(e.g., reading the CCNIB URL in an identical manner as the
legitimate CNIB URL). To our knowledge, the observation
that assistive technology can actually mislead users or obfus-
cate important security cues has not previously been reported.

Some of the issues raised in our study could be avoided by
adhering to website accessibility guidelines, but we note that
the issue is more complex than this. These guidelines do not
address the unique issues that arise in supporting users while
maintaining their online security and privacy. One significant
factor is that online security relies on more than the design of
a website itself, which is the sole focus of most guidelines. For
example, accessible web security also involves the browser
chrome and other software or mechanisms (e.g., antivirus soft-
ware, password manager), as well as the interaction between
these technologies and the assistive software.

We outline recommendations for designing security inter-
actions which can better serve users with visual disabilities in
transitioning towards more beneficial states of privacy and se-
curity awareness. These recommendations align with existing
general guidelines in usable security, and focus on the nuances
of applying these principles when considering users with vi-
sual disability. We also emphasize the importance of closely
collaborating with people with visual disabilities, ideally who
are knowledgeable about security, to ensure that any changes
resulting from these recommendations properly reflect the
perspective and needs of users with visual disabilities.

Prioritize security information: Security interfaces
should describe the current state of security and related
available functions in simple and clear language [50]. Much
of this information is available in browsers but cannot not be
accessed by users with visual disabilities due to a mismatch
between the competencies of these users and the design
of most security interfaces. Sometimes this information is
overlooked by users while trying to compensate for other
accessibility issues. Therefore, security information should be
more readily available via different modalities in a prominent,
predictable, and easy-to-access location.

Assistive software output could prioritize security infor-
mation over page content. For blind users, this would mean
that reliable indicators are read aloud before less reliable
indicators like page titles or content. For partially sighted
users, this information could be pushed into, and emphasized
within, their default field of view such as automatically zoom-
ing in on an address bar or other visual security cues rather
than the page’s header or navigation menu. Designers could

also take advantage of the sequential nature of the web page
experiences of users with visual disabilities. If properly im-
plemented, users would automatically scan through security
indicators before accessing the web content. This will inform
users of potential security measures (or risks) before they
interact with page content and decide to trust a website. How-
ever, designs will have to carefully balance the priorities of
users to avoid potential frustration caused by presenting se-
curity warnings before relevant task information. Ultimately,
users should retain control over whether security information
is prioritized or simply easily available on-demand.

The use of other sensory channels can be used to min-
imize competition between website content and security
cues. Salient non-visual warnings, like temperature feed-
back [34,51] can aid users with and without visual disabilities.

Provide proactive assistance: Security systems should be
designed in a way that users can diagnose and recover from
security errors [16]. Our work shows that screen reader users
were not provided sufficient audible information to properly
diagnose errors that were visibly shown on the tested websites.
Some mentioned being unable to access and comprehend the
problems being flagged by their anti-virus software. All of
our participants demonstrated a willingness to resolve issues,
but were uncertain of how to properly recover from the errors
they faced. We emphasize that cues which help users in fixing
security issues should be both accessible and directive.

Directive systems should proactively suggest solutions to
users while providing enough context that they can understand
the current state of their system and, if needed, how to improve
it, without negatively impeding their cognitive load. This
suggestion is based on: (i) the evident mental models of our
participants with visual disabilities, (ii) their expressed need
for more helpful guidance, and (iii) Felt et al.’s “suggestive
design” approach to SSL/TLS dialogues [21]. In the context
of sighted users, Felt et al. argue that users are more likely
to adhere to security warnings if the dialogues highlight the
advised steps. Directive security and privacy mechanisms
can help users with visual disabilities who are concerned but
unsure how to protect themselves online. Improved guidance
can prevent these individuals from transitioning to a state of
feeling helpless and resigned.

Similar to prioritizing security information, proactive assis-
tance has the potential to cause frustration if delivered at an
inopportune time. Users who are already at capacity with their
current task may be overwhelmed by additional information,
no matter how well intended. Making the assistance available
in a side channel accessible on-demand may be preferable
to interrupting the user’s primary task. Future work should
explore how to best assist users with visual disabilities who
desire further support.

Make security advice relevant: Many of our participants
with visual disabilities completed online transactions with an
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inherent trust in their devices and/or the organizations that
supposedly owned the websites. Sighted users also trust that
external entities (E.g., firewalls, IT staff, or website owners)
will maintain proper security [12,49]. Due to the severe acces-
sibility obstacles, users with visual disabilities currently have
limited means to personally maintain their security. Thus,
interfaces which provide accessible contextual security and
privacy guidance could be helpful for these users.

Security advice for users with visual disabilities must appro-
priately fit their lived experiences. Users who did not perceive
sources of advice to empathize with their experiences and cir-
cumstances were unlikely to employ suggested security best
practices. Future work could develop better security advice
tailored for people with visual disabilities and the realities
of their online experiences and assistive software. Participa-
tory techniques are necessary wherein individuals with visual
disabilities collaborate with sighted counterparts to devise
appropriate tools and materials [43].

6.1 Recommended Practices
Reflecting on our practices, we identify some aspects of our
study that facilitated participation for our target user group.
In particular: recruiting through a trusted advocacy group,
having the option to meet participants at a familiar place,
covering the cost of transportation for the participant and an
aid if necessary, providing the option to use their own devices,
allowing individuals to self-identify whether they met the
study’s participation criteria, and avoiding unnecessary stress
and risk from using their personal credentials (which could
be visible to the researchers).

For this study, we worked closely with CNIB while design-
ing, recruiting, and facilitating our study. We emphasize that
the perspective of individuals within the target community
should heavily influence all aspects of the research. Ideally,
these individuals should be members of the research team.
When not feasible, working closely with an advocacy orga-
nization like the CNIB, or community groups (e.g., Hayes
et al. [24]), offers a viable alternative. We recommend that
interested readers reference some of the excellent literature
on conducting respectful and cooperative research involving
people with have visual disabilities (e.g., [3, 8, 24, 43]).

6.2 Limitations
Our findings provide insight to the behaviours and attitudes of
users with visual disabilities. We collected data from a sam-
ple of local individuals whose views may not fully reflect the
experiences of all people with visual disabilities. Additionally,
our sample size is similar to those in related literature but is
small compared to other usability studies due to recruitment
difficulties despite our collaboration with CNIB. Furthermore,
lab studies can introduce biases relating to users’ behaviours
or self-reported responses. Particularly, participants were pro-

vided credentials to complete tasks. This may have led partic-
ipants to be less cautious; however, all participants said that
they behaved in study as they normally would in real life. To
further counter this potential bias, we focused a large part of
our analysis on questionnaire and interview data exploring
their real-life practices, in addition to observations from the
the study tasks.

Future studies could explore alternative methodologies
(e.g., using throw-away accounts or linking study compen-
sation to performance) but these have their own trade-offs
and limitations. Alternatively, studies could leverage other
data collection methods, such as indirect observation [28]
over a longer time period to further monitor how users behave
outside of the lab. Additionally, accessibility and security re-
search should go beyond considering visual disabilities to
consider other disabilities and their intersections.

7 Conclusion

Through task-based scenarios, questionnaires, and a semi-
structured interview with users who have visual disabilities,
we identified a number of significant barriers they face while
managing their online security and privacy, including: inac-
cessible antivirus software, misleading screen reader outputs,
insufficient feedback relating to login processes, and unsuit-
able security advice. Participants’ real life online security and
privacy strategies varied depending on their current state of
security and privacy awareness. Some people were prone to
risk-taking habits and security apathy due to their trust in
particular devices or associated organizations. Others were
more concerned but felt unsure and overwhelmed while trying
to protect themselves. Often, these individuals did not trust
that they had the abilities to identify potential threats nor trust
security advice that did not reflect their lived experiences. Ob-
stacles led to security fatigue in some cases, where some users
with visual disabilities felt resigned to rely on trusted sighted
family and friends to manage their online interactions. Future
work should continue to explore how to improve currently
implemented security mechanisms with better consideration
of a wider range of users’ needs and capabilities.
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Perceived
Website Correct Accessibility Task A Task B Task C

Assessments Ease Conf. Ease Conf. Ease Conf.

Gmail 5/6 4.2 3.50 4.17 4.00 4.33 3.67 4.67
Amazon 6/6 3.5 4.17 4.50 3.83 5.00 2.83 3.67
CCNIB 0/6 4.3 4.33 5.00 4.33 4.83 4.17 4.00

Table 2: Phase 2 results. Number of correct assessments for whether the site was legitimate or fraudulent; mean Likert scale
ratings (out of 5) for the site’s perceived accessibility, self-reported ease of completing the task and level of confidence in
completing task in its entirety.

A Post-Task Questionnaire

Questions 1, 2, and 3 were asked after completing each task.
Questions 4, 5, and 6 were asked after completing all tasks
for a website.
Q1: Is this website...Legitimate or Fake?
Q2: How easy or difficult was it to complete the task? (1. Ex-

tremely difficult, 2. Difficult, 3. Neither easy nor difficult,
4. Easy, 5. Extremely easy)

Q3: How confident are you that you completed the task? (1.
Extremely unsure, 2. Unsure, 3. Neither sure nor unsure,
4. Sure, 5. Extremely sure)

Q4: How would you rate the website’s accessibility? (1. Ex-
tremely inaccessible, 2. Inaccessible, 3. Neither accessi-
ble nor inaccessible, 4. Accessible, 5. Extremely acces-
sible)

Q5: How does this activity compare to your experiences with
similar tasks outside of this study?

Q6: What other steps might you take if you were faced with
a similar situation in real life?

B Post-Test Questionnaire

Q1: Rate your level of concern with the following digital
threats on a scale of 1 (very unconcerned) to 5 (very con-
cerned). Ordering of options randomized per participant.

• Someone stealing your identity
• Someone gaining access to your financial information
• Someone stealing private information about you/your

family
• Your personal information being made public
• Falling victim to an online scam or fraud
• Someone hacking in to your email
• Unintentionally installing malicious software
• Your device becoming infected with a virus or malware
• Your device becoming infected with key-stroke logging

software
• Someone eavesdropping on you
• Someone watching your interactions without you know-

ing
Q2a: Rate the effectiveness of the following protective ac-
tions on a scale of 1 (not effective at all) to 5 (extremely

effective). Ordering of options randomized per participant.
• Frequently update software and systems
• Enable automatic updates
• Use software from official, trusted sources
• Use antivirus software
• Use strong passwords
• Use unique passwords between different sites
• Use multi-factor authentication methods
• Use a password manager
• Only use websites that include "HTTPS" in the URL

address
• Think before clicking a link
• Do not open unexpected attachments

Q2b: On a scale of 1 (extremely unlikely) to 5 (extremely
likely), how likely are you to take the protective actions?
Refer to listed options above. Ordering of options randomized
per participant.

C Post-Test Interview

Q1: Tell me more about what happens when you face... an
obstacle we observed or the user mentioned.

Q1a: What do you think caused this issue?
Q1b: How did this problem affect your mood?
Q1c: How do you think this problem affected your secu-

rity or privacy?
Q2: How often do you consider your personal security and

privacy when surfing the web? (1. Never, 2. Very rarely,
3. Rarely, 4. Occasionally, 5. Very frequently, 6. Always)

Q3: How safe do you usually feel when offering sensitive
information online? (1. Extremely unsafe, 2. Unsafe, 3.
Neither safe nor unsafe, 4. Safe, 5. Extremely safe)

Q4: If any, what are your most pressing concerns when brows-
ing online?

Q5: What makes you feel safe online?
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Abstract
Task-based visual CAPTCHAs are a significant accessibil-

ity hurdle for people with visual impairments (PVIs). What
if PVIs could transfer task-based visual CAPTCHAs to a
helper to solve? How might PVIs want such a system con-
figured in terms of from whom they would solicit help and
how they would compensate this help? To answer these ques-
tions, we implemented and evaluated a proof-of-concept assis-
tive transfer system — WEBALLY — that makes task-based
CAPTCHAs transferable by allowing PVIs to source just-
in-time, remote control help from a trusted contact. In an
exploratory, role-play study with 10 pairs of participants — a
PVI and a friend or a family member — we asked participants
to use WEBALLY in four different configurations that varied
in source of help (friend vs. stranger) and compensation (paid
vs. volunteer). We found that PVIs liked having WEBALLY
as an additional option for solving visual CAPTCHAs, when
other options that preserve their independence fail. In addi-
tion, many PVIs and their friends felt that using the system
would bring their relationship closer. We discuss design im-
plications for transferable CAPTCHAs and assistive transfer
systems more broadly, e.g., the importance of complementing
rather than replacing PVIs’ existing workflows.

1 Introduction

Motivation. Large swathes of the web remain inaccessible for
the 285 million people with visual impairments (PVIs) [41].
For instance, CAPTCHAs (Completely Automated Public
Turing tests to tell Computers and Humans Apart) are com-
monly used to authenticate users in numerous day-to-day web
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USENIX Symposium on Usable Privacy and Security (SOUPS) 2021.
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surfing tasks [33] (e.g., registering new accounts, leaving com-
ments on social media, and completing financial transactions),
yet were rated as the most problematic item for PVIs in a
global study by WebAIM [51].

CAPTCHAs are inaccessible for PVIs because they require
users to engage in complex visual-processing tasks. For ex-
ample, today, task-based visual CAPTCHAs, such as Google
reCAPTCHA [46] and GeeTest [21], are widely used across
the web and require users to perform high-precision opera-
tions such as selecting a subset of images from the gallery, or
dragging a slider to solve a puzzle. These CAPTCHAs are
challenging if not impossible for PVIs to solve independently.

Existing solutions. Prior work has explored a number of
solutions to make CAPTCHA-solving easier and more acces-
sible. Most commonly, PVIs use audio CAPTCHAs instead.
However, prior work has found that audio CAPTCHAs are
disproportionately hard for PVIs relative to how hard visual
CAPTCHAs are for people without visual impairments —
they are significantly slower and require more attention and
memory-capacity [15]. Other solutions to help PVIs in the
short-term include automated CAPTCHA solving services
(e.g., WebVisum [56]), but these solutions work only for sim-
ple visual CAPTCHAs in which people are asked to iden-
tify distorted letters and numbers. There are also CAPTCHA
solvers (e.g., Anti-CAPTCHA [7]), but these pose security
risks — they require users to install software with dangerous
system-level permissions. In short, while existing solutions do
help PVIs solve or bypass CAPTCHAs in some cases, there
are still many other cases in which they fail PVIs.

To help PVIs in overcoming day-to-day web accessibility
hurdles outside of CAPTCHAs, crowdsourcing and friend-
sourcing methods have shown great promise. Many PVIs
use remote assistance services or ask friends around them to
directly help [58]. While these methods require interdepen-
dence, crowdsourcing and friendsourcing can help PVIs with
these accessibility challenges that they might encounter in to-
day’s web. Prior art, such as BeMyEyes [10] and VizWiz [16],
have explored connecting PVIs in need of help with remote
assistance from sighted helpers to, for example, answer ques-
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tions about surroundings or request for vocal-guidance on
using inaccessible interfaces. However, these applications are
limited to descriptive guidance, which limit their utility in
solving task-based CAPTCHAs.

There are also trade-offs to sourcing help from the crowd
or from friends. While crowdsourcing might pose privacy and
security risks for remote control — in which a crowd helper
(stranger) takes over the PVI’s system to solve CAPTCHAs
on their behalf — friendsourcing better aligns with existing
workflows for PVIs: PVIs often seek assistance from their
friends and family members to overcome accessibility chal-
lenges in the physical world [1]. However, friendsourcing
can also lead to privacy problems as users might not want
to expose their ongoing activities to friends. Friendsourcing
can also reduce monetary cost of using paid crowd workers.
However, friendsourcing can be slower and less reliable than
crowdsourcing [9], and PVIs might want to avoid burdening
their social connections with frequent requests for help [47].

Research questions. In short, PVIs commonly encounter
task-based visual CAPTCHAs that frustrate and encumber
their use of the web, yet existing solutions fall short of sup-
porting their needs. With an overarching goal of designing
inclusive privacy/security tools [55], we posit that an assis-
tive transfer system that allows PVIs to solicit just-in-time
help where a willing helper directly solves an outstanding re-
CAPTCHA challenge on the PVIs’ behalf may be beneficial,
if seen as a “last resort” when other options to retain inde-
pendence have been exhausted. However, the design space
of such assistive transfer systems have not yet been explored,
and there are a number of open questions regarding how PVIs
might use such a tool and how it might be configured — e.g.,
whether and in what contexts the help should be sourced from
friends or strangers and whether they would prefer the help
to be free or paid. To bridge this gap, we designed and im-
plemented WEBALLY, a proof-of-concept assistive transfer
system that allows PVIs to transfer the solving of task-based
CAPTCHAs to others, and used WEBALLY as a design probe
in an exploratory user study to answer these research ques-
tions:

• RQ1: What are both PVIs’ and helpers’ general impres-
sions towards using assistive transfer systems like WE-
BALLY?

• RQ2: What are the perceived privacy and security risks
for PVIs when transferring CAPTCHAs to others?

• RQ3: What factors influence PVIs’ preferences in con-
figuring from whom to source help?

• RQ4: What factors influence PVIs’ preferences towards
compensating helpers?

• RQ5: What is the perceived impact, of using assistive
transfer systems like WebAlly, on the social relationship
between PVIs and friends from whom they solicit help?

User study. We conducted a within-subjects, two-by-two
(crowdsourcing vs. friendsourcing, paid vs. free) lab study
(over Zoom video conference) with 18 participants (10 PVIs
and 8 sighted friends) to answer our research questions. We
recruited participants in pairs (one PVI and one friend who
served as a remote helper), and had PVIs use WebAlly to
request their helper to solve Google reCAPTCHAs for them.
To simulate the different configurations of our study, we had
participants role-play — a technique commonly employed in
usable security research [48]. For example, while each PVI
participant had the same helper (their friend) in all conditions,
we had participants envision themselves in a situation where
they would need to solicit help from the crowd/stranger or a
friend, and where they would need to pay for this help or not.
Our data included notes taken by researchers as participants
engaged in the study tasks, and post-study exit interviews.
Given the limitations of our study, we note that our key con-
tribution is less about WEBALLY and its evaluation in and of
itself, but more about — the knowledge of designing transfer-
able CAPTCHAs and assistive transfer systems more broadly
— gained through the design and evaluation of WEBALLY
with stakeholders, as is common in HCI design research [63].

Findings. We found that while transferring CAPTCHAs
requires interdependence, both PVIs and helpers appreciated
having a system as a last-resort alternative to other accessi-
bility solutions (e.g., audio CAPTCHAs). PVIs felt that WE-
BALLY could mitigate the privacy and security risks entailed
by transferring a task to helpers by intelligently cropping to
only task-relevant parts of the PVIs’ screen, but some still had
concerns about sourcing help from others altogether. Helpers,
on the other hand, had some concerns over requests from
strangers in the form of an open link. We also uncovered four
important factors that may affect PVIs’ perceptions towards
using an assistive transfer system for CAPTCHAs: the type
of webpage that embeds CAPTCHA (e.g., whether it con-
tains private browsing data), the use case (e.g., whether it is
financial-related), helper availability, and impact on requester-
helper relationships. In addition, we also explored PVI users’
personal preferences towards compensating the helpers.

Contributions. Our work has two main contributions: (1)
We introduced and explored the design space of assistive
transfer systems for task-based CAPTCHAs, and (2) We im-
plemented a proof-of-concept assistive transfer system, WE-
BALLY, and conducted an exploratory evaluation with both
PVIs and helpers to synthesize design insights for assistive
transfer systems in the context of Google reCAPTCHAs.

2 Related Work

2.1 PVI with CAPTCHAs
CAPTCHAs are designed to distinguish humans from robots.
They deter hackers from abusing online services and are
served millions of times a day [30]. Traditional CAPTCHAs
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usually pose a visual challenge, like recognizing images,
words, or numbers out of specific images. These interac-
tive tasks are meant to be simple for human users. However,
CAPTCHAs are notoriously inaccessible for folks with visual,
physical, cognitive, or auditory disabilities [14,26,37,49]. For
PVIs who use screen readers, specifically, visual CAPTCHAs
pose a hurdle that often cannot be overcome without relying
on other external help — be it a friend or a service designed
to bypass CAPTCHAs.

As an alternative, audio CAPTCHA is more accessible for
PVIs. However, audio CAPTCHAs are not always available
on many websites, and current audio CAPTCHA designs
have proven to be difficult and time-consuming for PVIs
throughout several research studies [15, 32, 34, 35]. To im-
prove security against speech recognition algorithms [17], the
audio file provided to users are usually speakers saying words
at randomly spaced intervals with background noise. These
interferences challenges both automated agents and human
users [32, 52]. Many existing research studies have also tried
to increase the accessibility of audio CAPTCHAs. Fanelle et
al. designed four novel audio CAPTCHAs to increase accu-
racy and speed [24]. Jain et al. proposed reCAPGen, a system
that uses automatic speech recognition for generating more
usable and secure audio CAPTCHAs [32]. They all explored
how users (especially PVIs) can independently solve audio
CAPTCHAs. Prior work also provided many examples of
directly breaking CAPTCHAs. Some early research lever-
aged image and pattern recognition techniques to break visual
CAPTCHAs [20, 38, 60]. More recent research also provided
various types of hackings towards task-based CAPTCHAs
like Google reCAPTCHA [8, 36, 50, 61]. There are also many
paid CAPTCHA solving services like Anti-CAPTCHA [7]
and Buster [25]. Although these techniques could be easily
adopted in browser extensions or system-level applications to
hack CAPTCHAs directly for PVIs, the original purposes of
these research are still aimed for improving the CAPTCHA’s
security by revealing how they can be hacked. Additionally,
using hacking services like Anti-CAPTCHA would intro-
duce privacy and security issues. Users will need to download
browser extension files directly from their website rather than
installing from official stores, and users are required to edit
their computer’s registry to make the tool work.

2.2 Privacy and Security Concerns of PVIs

As online resources have been more and more available and
accessible for users with visual impairments, there is a trend
towards empowering PVIs to protect private information and
their online security. Gurari et al. introduced the first visual
privacy dataset originated from PVIs, revealing a challenge
of understanding and protecting their privacy needs [27]. The
dataset also includes information that can be easily captured
on PVIs’ computer screens. As crowdsourcing remote assis-
tance services like BeMyEyes and Eyecoming [42] have been

widely used by PVIs and make their lives easier, researchers
have also investigated how these services would raise privacy
and security risks [3, 5, 6, 59]. Akter et al. conducted a study
to understand privacy concerns when PVIs use camera-based
assistive technologies [6]. Ahmed et al. took another angle
and studied the information sharing preferences of sighted
bystanders of assistive devices [3]. Existing research has also
shown that PVIs have strong security and privacy concerns
in using CAPTCHA [2, 4, 22, 28, 31]. Holman et al. identi-
fied their top 10 security challenges and CAPTCHA has been
listed as the top one challenge [31], which poses a challenge
of how to help PVIs solve these small tasks like CAPTCHA
without compromising their privacy and security.

2.3 Sourcing help for PVIs
Socio-technical researchers conducted many studies on col-
laborative systems. Traditional crowdsourcing has proved
a convenient way to get answers quickly from the crowd.
The VizWiz smartphone application allows visually-impaired
users to send visual questions to sighted crowd workers and
get answers soon [16]. However, such services can be limited
due to the cost of the paid crowd workers, which might add ex-
tra and unexpected burden to PVIs [19]. Friendsourcing could
also help users solicit answers and assists from friends via
online social network services, and the answers are often from
more trustworthy and tailored to their interests than using a
search engine [40]. Traditional online social network sites
used for these include Facebook and Twitter [13, 39, 40, 47].
For PVIs specifically, AbdraboTarek et al. proposed an assis-
tive tool for blind users to friendsource help for daily activities
via smartphone and Twitter [1]. Brady et al. studied PVIs’ per-
ceptions of social microvolunteering via Facebook answering
visual questions on behalf of blind users [19].

Crowdsourcing and friendsourcing have their unique ad-
vantages and disadvantages in many aspects. For example,
differences exist about compensation and response rates and
potential impact on social relationships. Zhu et al. studied
the effects of extrinsic rewards and monetary payments to
further investigate how friendsourcing would impact PVIs’
social relationship with their friends [62]. Other research also
revealed how these rewards might undermine the original
motivation that drives friendsourcing activity and change the
perceived relationship between people [29, 43, 53, 54]. In ad-
dition, independence is often considered as a goal in assistive
technologies [11]. Even sometimes the goal is not explicitly
stated, the researchers agree that “all accessible computing
approaches share a common goal of improving independence,
access, and quality of life for people with disabilities” [57].
However, as Bennett et al. pointed out, interdependence is
also valuable because the interactions between people with
disabilities and their allies are often two-way and mutually
beneficial [11]. In our work, we aimed to use a novel collab-
orative method as a probe to explore these different design
spaces. We also looked at both PVI user side and helper’s side,
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which has not yet been fully investigated by other researchers.

3 Design Considerations

We began by identifying the challenges PVIs experience with
task-based CAPTCHAs — we enumerated existing solutions
to help PVIs overcome these CAPTCHAs, investigated how
existing solutions fall short of PVIs’ needs, and uncovered
how this transferable method could play a role in helping
PVIs solve these tasks. Then, we synthesized several design
goals to support PVIs with an accessible tool to solve Google
reCAPTCHA, one of the most commonly used task-based
CAPTCHA on the web.

3.1 Design Challenges
C1 - Providing PVIs with more direct manipulation Ex-
isting tools such as BeMyEyes and Eyecoming provide PVIs
with remote assistance services: e.g., providing descriptive
guidance on how to operate an interface and navigation guid-
ance via smart glasses. However, these collaborative assis-
tance services are limited to providing indirect help; PVIs rely
on helpers’ textual or verbal guidance, either synchronously
or asynchronously, to solve the task on their own. While this
type of assistance is helpful, fosters independence, and is
widely used by PVIs, it can become challenging when the
task requires precise hand-eye coordination (e.g., moving the
mouse and clicking specific areas). One opportunity to ad-
dress this challenge is to afford a remote helper direct control
of the PVIs system to solve the task-based CAPTCHA on
behalf of the PVI. However, it is still challenging to make
remote control assistance secure and accessible for PVIs.

C2 - Protecting privacy and security while helping
While remote control assistance could help PVIs overcome
task-based CAPTCHAs, it might also bring privacy and se-
curity issues: as many PVIs may be unable to receive visual
feedback or otherwise monitor helpers’ behaviors, remote
helpers could perform malicious actions on PVIs’ devices
without their awareness. The helper could also become aware
of what the PVI is trying to do online, or be able to see sen-
sitive personal information that may be present on the PVIs
screen. Thus, there is a need to protect PVIs’ privacy and se-
curity as they receive help through remote assistance systems
and services — both for indirect descriptive guidance (when
PVIs usually need to point their cameras to the computer
screen) and direct remote control.

C3 - CAPTCHA restrictions In CAPTCHA design, there
is usually a trade-off between security and user experience.
In achieving its original purpose of differentiating humans
from bots, task-based CAPTCHA can be challenging even
for humans as a result of making it more robust against bots.
For example, Google reCAPTCHA, the most common type
of task-based CAPTCHA, has a solving time limit of two
minutes. It also expires within one minute before submission,

such that users must complete and submit a form protected by
reCAPTCHA before it expires, lest they have to solve another
reCAPTCHA challenge. Remote assistance services usually
take more than two minutes to post requests, find volunteers,
synchronize with the helper, get help, and get notifications
when the session is complete. Often the case is that PVIs need
to wait for someone to answer their requests. It is naturally
challenging to source help in a short amount of time before
the current CAPTCHA expires.

3.2 Design Goals
To address these challenges, we highlighted several goals
that we identified as essential for designing an efficient and
accessible CAPTCHA-solving tool for PVIs. Our high-level
design goals were to integrate social support, reduce human
effort, source help efficiently, protect PVIs’ privacy, and still
maintain the security utility of CAPTCHAs — differentiating
between humans and bots.

G1 - Limited remote control To provide PVIs with more
direct help and maintain their privacy and security at the same
time, our goal is to design a limited, sandboxed remote control
system in which helpers are restricted in the actions they can
perform and the screen information they can see. Specifically,
helpers should only be able to perform actions necessary to
solve the CAPTCHA, and should only be able to see parts
of the PVI’s screen that is relevant to the CAPTCHA. In
this case, helpers cannot access any sensitive information or
perform other actions on the PVIs’ personal devices.

G2 - Simplicity of use Task-based CAPTCHAs like
Google reCAPTCHA have time limits, after which they ex-
pire and a new visual challenge is issued. One typical assistive
system often includes: (1) send the PVIs’ request, (2) syn-
chronize with a helper, (3) have the helper complete the task.
For a fast and simple solving experience, the user interface
for the helpers should be simple and straightforward so they
can minimize the completion time to avoid expiration.

G3 - Accessible in usage To ensure that our remote assis-
tance tool is accessible, our goal is to make all its functions
available via keyboard shortcuts. Another design goal to en-
hance accessibility is to provide audio feedback at every stage
of helping, to notify PVIs about the current state of the task
and what the helper is doing.

3.3 System Design
Guided by design goals, we implemented WEBALLY — a
proof-of-concept system that connects PVIs with their friends
when they encounter Google reCAPTCHAs. WEBALLY cre-
ates an interactive screenshot of the reCAPTCHA and sends it
to the helper. This interactive screenshot serves as a canvas on
which helpers’ can perform actions to solve the reCAPTCHA
(e.g., clicking on tiles, dragging UI elements); these actions, in
turn, are reflected on the PVIs screen. However, access to the

284    Seventeenth Symposium on Usable Privacy and Security USENIX Association



Figure 1: Workflow of WebAlly: PVI triggers the tool and
sends the request, and the tool builds a channel between the
PVI and the helper via an interactive screenshot: Reflect
helper’s clicking on requester’s screen and update screenshots
back to helper’s interface until finished.

source device is totally reconstructed — helpers see only task-
relevant screen information, and only pre-specified interac-
tions (e.g., clicks) will be reflected and simulated on the PVI’s
screen. In the following sections, we will use the terminology
“requester” to refer to users with visual impairments sending
requests for help, and “helper” to refer to their friends and
family offering help. The WEBALLY system stores cropped
screenshots and helpers’ contact information only temporarily
— i.e., for the duration of the transfer task.

3.3.1 System Overview

WEBALLY is implemented as a browser extension, written
in JavaScript and executable on Chromium-based browsers
(such as Google Chrome, Microsoft Edge, Opera and Brave).
We also incorporated OpenCV to pre-process images, and
WebSocket as a channel to transmit messages in real time. The
workflow contains a one-way request from the requester and a
synchronous collaboration process between the requester and
the helper (see Figure 1). We have open-sourced the source
code for WEBALLY 1.

1https://gitlab.engr.illinois.edu/salt-lab/webally

3.3.2 Interface Details

The requester interface is simplified to be accessible for PVIs.
First, the requester will enter and store the contact information
for a helper using a keyboard shortcut to activate the function.
The requester can then activate the extension and send the
request to the preset helper using an editable keyboard short-
cut. The WEBALLY system then takes a screenshot of the
current browser tab and uses the template-matching feature
in OpenCV.js to crop the screenshot down to just the region
that contains the Google reCAPTCHA task. Only the cropped
image will be sent to the helper. If the reCAPTCHA task is
successfully solved, the requester can end the collaborative
session and continue the task at-hand, e.g., submitting a form.
If the helper failed to pass the test in time, the requester could
ask again via the same keyboard shortcut.

The helper will receive SMS texts or emails with a URL to a
secure page. The helper can then complete the requested task
on their own browser. The helper’s interface contains instruc-
tions on what to do and the cropped interactive screenshot. To
reflect the helper’s actions on their screen into the requester’s
screen, WEBALLY record, transmit, and simulate the helper’s
clicks on the interactive screenshot via WebSocket. As the re-
CAPTCHA interface updates the tile images after each click,
the system also detects the updated part, crop it using OpenCV,
and reflect these changes back on the interactive screenshot
presented to helpers. Thus, the helper’s experience mimics
how they might solve a CAPTCHA for themselves.

4 User Study

While WEBALLY is fully functional and can be used in prac-
tice, it is not a finalized product — it is a design probe that
we presented to PVIs in order to model their perceptions of
and configuration preferences for transferring reCAPTCHA
challenges to remote helpers. To that end, we conducted a
two-by-two within-subjects study with 18 participants (10
PVIs and 8 helpers) to evaluate WEBALLY and answer our
research questions. Our study was IRB-approved. We had
PVIs and their helpers roleplay using WEBALLY to transfer
a Google reCAPTCHA task in four different scenarios that
varied in source-of-help (stranger or friend) and compensa-
tion strategy (paid or voluntary). While we report on some
descriptive quantitative findings, we note that our main find-
ings are qualitative — our goal was less to comparatively
evaluate different conditions, and more to understand PVIs
perceptions of WEBALLY under different configurations.

4.1 Participants
We recruited participants in pairs: one PVI and one helper who
the PVI considered a close friend or family member. We re-
cruited 18 participants (see Table 1), including 10 participants
(6 males, 4 females) with visual impairments (referred to as
requesters R1-R10) and 8 participants (3 males, 5 females)
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Figure 2: User Interface from the helper’s side: Requester sends message, helper opens the link, solve the CAPTCHA as usual,
and click “VERIFY” to complete (The solving process might take multiple visual challenges to pass).

Table 1: Participant demographics, including requesters’ age
range, gender identity, self-described visual ability, screen
reader of use, and their relationship with the helpers.

PID Age Gender Visual ability Screenreader Helper Gender Relation
R01 25-34 Male Blind NVDA H01 Male Brother
R02 18-24 Male Blind NVDA H02 Female Sister
R03 55-64 Female Deafblind NVDA H03 Male Brother
R04 25-34 Female Blind JAWS H04 Female Brother
R05 25-34 Male Blind JAWS H05 Female Friend
R06 25-34 Male Low Vision NVDA H06 Female Friend
R07 25-34 Male Low Vision NVDA, JAWS H07 Male Friend
R08 35-44 Male Blind JAWS H08 Female Friend
R09 45-54 Female Blind JAWS H08 Female Friend
R10 35-44 Female Blind JAWS H08 Female Friend

without visual impairments (referred to as helpers H1-H8 just
for simplicity). Among PVIs, one self-identified as deafblind,
two as low-vision, and seven as blind. One helper (H3) self-
identified as having some hearing impairment. For the screen
readers they were using, one was using both NVDA [45]
and JAWS [44], four were using NVDA, and five were using
JAWS. For the study sessions, requesters R1-R7 were in pairs
with helpers H1-H7 accordingly in our study, and H8 was a
mutual friend to requester R8-R10, who joined the study with
them for three times. For their relationship, one helper is the
sister, three helpers are the brothers, and four helpers were
friends of the corresponding PVIs.

4.2 Apparatus
We used the WEBALLY prototype to conduct the study.
We asked requesters to install WEBALLY on their Chrome
browsers before the study. Instead of using a real website
for testing WEBALLY, we used a demo website (https://
www.google.com/recaptcha/api2/demo) which contains
a login form simulating what users would encounter in real
settings. The reason we are not using real websites is that,

Figure 3: The demo website to trigger Google reCAPTCHA.

unlike real websites, the demo website is designed to stably
trigger the Google reCAPTCHA task to ensure PVI users
would face this particular task in the study.

For helpers, we asked them to have a device (either com-
puter or mobile devices) through which they could join the
meeting and receive SMS messages and/or emails.

4.3 Procedure and Data Collection
We conducted a lab study to explore the design space of WE-
BALLY. While a field study could be helpful in evaluating
near-final design concepts in ecologically valid contexts, a
lab study allowed us to capture rich, qualitative data on users’
acceptance of and perceived feelings towards WEBALLY un-
der different experimental configurations in an exploratory
and controlled way. We do not see WEBALLY as a near-final
design concept. Rather, it is a design probe and sensitizing
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concept that we implemented to evaluate with stakeholders in
order to synthesize design knowledge, as is common in HCI
design research [63]. As such, we elected to run a lab study.

The participant sessions were all conducted remotely via
video conference calls. Before the sessions, we confirmed
that participants had regular access to a laptop or desktop
computers, and that they used Mozilla Firefox or Google
Chrome to surf the web in their daily life. All sessions lasted
about an hour, including a post-study interview to learn the
requesters’ and the helpers’ feedback separately.

At the beginning of each study session, two researchers
and two participants (the requester and the helper) would join
the online meeting. Participants were introduced to the pur-
pose of the study and the study procedures. In some cases,
the requesters did not or failed to install the tool in advance.
The researchers then helped them install the tool via the on-
line meeting and guided the requesters to type the helper’s
information into the WEBALLY’s interface.

Scene Setup and Role Explanation

After the preparation and installation, the researchers would
divide the two participants into two breakout rooms to simu-
late remote collaboration (i.e., they did not need to be physi-
cally co-located to use the system). The two researchers who
helped conduct the study went into the each of the two break-
out rooms in order to observe helper and requester behaviors
and answer their questions. Splitting requesters and helpers up
into two separate breakout rooms helped approximate a real-
world scenario in which a PVI would need to to solve a Google
reCAPTCHA task and choose to source remote help from
friends. After the researchers and the participants settled in
different rooms, the researcher in the requester room (referred
to as Researcher 1) introduced the tasks and asked the partici-
pants questions from a pre-study questionnaire (A.1) about
their experience with CAPTCHAs and Google reCAPTCHA.
The questionnaire was designed to understand how partici-
pants generally solve reCAPTCHAs and the challenges faced
in solving these task-based CAPTCHAs.

After asking participants about their prior experiences with
CAPTCHAs, researchers explained the scene and role setup.
In the study, we asked helpers to play the role of both friend
and stranger (i.e., crowd worker). This ruse was made more
believable by the fact that requesters and helpers were sepa-
rated from one another during the study in order to simulate
the remote collaborative setting. As such, our participants
did not necessarily know the exact identity of who might
have been helping them or requesting their help for a given
reCAPTCHA task. PVI requesters were told that they will
transfer the request to either their friend or an unknown crowd
worker in different scenarios. Helpers were told that they will
receive a request from either their PVI friend or a stranger
who is also using our tool. Thus, while we employed role play,
participants had reason to believe their roles were, in fact, true

— strengthening ecological validity, though still a limitation.
Similarly, to strengthen ecological validity from the helpers’

perspective, helpers were instructed that the requests from
their PVI friends or a stranger may come at any time, and that
they could do whatever they pleased in the meanwhile rather
than waiting for WEBALLY requests. When their assistance
was requested, they would be notified via SMS or email — just
as they would in real settings when they are not necessarily
prepared to help their friends exclusively.

After explaining scene and role setups, the lab study began.
Researcher 1 asked the requester to imagine that they are
under one of four different scenarios. We had a 2 x 2 within-
subjects experimental design with two factors: Source of
help (ally vs. stranger), and compensation for help (free vs.
paid). In the helper’s room, the researcher (referred to as
Researcher 2) also introduced the different configurations
to the helper and asked them to behave accordingly under
different scenarios (e.g., imagine that a blind person whom
you do not know asks your for free, voluntary help to solve a
reCAPTCHA).

In the study, the researchers randomized the order in which
the four configurations were presented to reduce order effects.
Under each configuration, researchers asked participants to
use WEBALLY to solve a reCAPTCHA task together. Broadly,
the PVI asks their helper for assistance, the helper solves the
reCAPTCHA on his/her own screen, which would be auto-
matically transmitted back to the helper through the limited
remote control functionality we implemented in WEBALLY.
To reliably trigger a reCAPTCHA challenge under each con-
figuration, requesters used the aforementioned demo website.
Then the requester would send the challenge to the helper
through a keyboard shortcut. The helper could receive the
help request message via SMS or email (see Figure 2 A). The
message would contain a broad description of the requested
remote assistance task (see Figure 2 D) and a web link con-
taining the interactive screenshot of the Google reCAPTCHA
(see Figure 2 B, C). In ideal scenarios, each configuration con-
tained just one task-solving process. However, if the helper
failed to complete the task within the time limit and the re-
CAPTCHA expired, the researchers asked participants to re-
peat the process again under the same configuration.

After completing all of the four configurations, the re-
searchers conducted an exit interview asking about partic-
ipants’ detailed experiences with the system and their prefer-
ences among the four configurations. The questions include
general feedback, suggestions on improvement, which config-
uration they chose as their favorite and why, their privacy and
security concerns in details, and how the request might alter
the relationship dynamics between requesters and helpers.

4.4 Analysis

Upon participant consent, we video-recorded all the online
sessions and took notes from the procedure and the interview.
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We transcribed the videos and used thematic analysis [18]
to qualitatively analyze the study. Broadly, our analysis was
driven by our core research questions and covered perspec-
tives of both PVIs and helpers. For PVIs, our codes cover
prior experience with solving CAPTCHAs (e.g., tools used
or methods for sourcing help), their general feelings about
WEBALLY, concerns on using WEBALLY and its potential pri-
vacy/security risks, their nuanced context-based preferences
with respect to crowd/friendsourcing and paid/unpaid ver-
sions of WEBALLY, their desire to use WEBALLY in the
future (willing to install and recommend), and their percep-
tion of how WEBALLY might affect their relationship with
friends and family. For helpers, our analysis covered their
overall feeling and suggestions, willingness and general avail-
ability to help PVIs or even a broader user group with/without
compensation, their choice on different configurations to help,
and related feelings.

5 Results

5.1 RQ1: General Impressions and System
Performance

After participants used WEBALLY under all study conditions,
we asked about their general impressions of using the system.

All participants reported that they liked the tool but also
identified its pros and cons. For example, many (9 out of
10 requesters and 7 out of 8 helpers) thought the solving
process was effective, and they were excited about the over-
all idea of transferring complex CAPTCHAs to others and
how the tool was easy and effective. For instance, R1 praised
WEBALLY as a “really bright idea.” R2 said “really ap-
preciate[d] this invention” because “many websites do not
have audio CAPTCHAs, and many audio ones just do not
work.” Many helper participants also thought positively about
the tool. For instance, H6 commended that “it is simple and
helpful, and I feel great to help someone.” H4 cited privacy
benefits: “it is great especially from a privacy perspective” in
reference to the privacy-preserving image cropping features.

However, some users (3 out of 10 requesters and 4 out of
8 helpers) also pointed out limitations to task transferrance.
Most importantly, two PVIs were concerned that their friends
and family would not be available to solve a CAPTCHA be-
fore it expires in two minutes. For instance, they hesitated in
sending request messages to their friends when the timing
would be inconvenient — e.g., late at night. This result, while
unsurprising, is a fundamental limitation to making tasks
transferrable to friends and other social connections; trans-
ferrance, thus, must be considered a complement to existing
accessibility solutions — a “last-resort” option that can be re-
lied upon when all other options to retain independence have
been exhausted. R8 also noted that “it is limited to Google
CAPTCHA, and it takes some time. It also expires sometimes.”
Indeed, the overhead implicit in task transferrance may often

Figure 4: Requesters’ and helpers’ responses on the accep-
tance of the tool, possible change in their relationship, and
the tool’s accessibility level.

be a hurdle in transferring tasks with short fuses — espe-
cially those that are dynamic and require round-trips (e.g.,
reCAPTCHA tasks in which tiles get updated). However,
while WEBALLY was designed for Google reCAPTCHAs, it
is easy to generalize the core concept of task transferrance to
other accessibility challenges as well.

Among sighted helpers, some (3 out of 8) also expressed
concerns about overhead and delay. H1 mentioned that “the
server response time could be improved for a bit” and H2
said “sometimes I need to wait for a while for images to
update and I got confused when I clicked other squares too
quick.” While network latency is unavoidable, WEBALLY
could be improved to more gracefully handle this latency.

Participants also provided insights about WEBALLY rel-
ative to existing tools. Prior to this study, most of our PVI
participants used remote assistance services or CAPTCHA-
solving tools. They mentioned the similarities and differences
between WebAlly and tools like BeMyEyes and WebVisum.
The results showed the uniqueness of WEBALLY, which could
adopt helpers’ direct visual perception and corresponding
action into solving task-based CAPTCHAs. Services like
BeMyEyes provided a crowdsourcing solution to gather de-
scriptive guidance. WebVisum is one of the earliest methods
designed for solving visual CAPTCHAs, but many partici-
pants mentioned that it stopped maintenance long ago, and
they have been relying on friends or family members physi-
cally around them to help them solve Google reCAPTCHAs.

Similar to prior work, most requesters (9 out of 10) men-
tioned that audio CAPTCHAs are not always accessible, and
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they will still need help from a person. Based on our pre-
study interview, a typical flow for PVIs to solve a Google
reCAPTCHA was: (1) try to continue with their task without
solving the CAPTCHA (e.g., if they were already logged into
their Google accounts); (2) try to solve the audio version; and
(3) if failed, ask nearby friends to solve the visual CAPTCHA
for them. Half of the requesters mentioned that they could not
solve the challenge if there were no friends around. This result
suggests the potential value of assistive transfer systems.

We also recorded the time duration and success rate of
solving CAPTCHAs as complementary data. However, it is
important to note that since the helpers were present and
ready to solve transferred CAPTCHAs in our lab study, the
time to solve CAPTCHAs through WebAlly might be longer
in practice. In our lab study, the WEBALLY tool performed
well under the four different configurations. We consider a
CAPTCHA task to be successful if a PVI user could pass a
Google reCAPTCHA by having a helper solve the CAPTCHA
via the interactive screenshot within the time limit. Overall,
for all the first-time trials in all 10 study sessions, the success
rate was 60%, with most failures being due to the 2-minute
time restriction imposed by Google reCAPTCHA. On the first
trial, helpers were not yet familiar with the tool, resulting in
delays. However, as helpers gained familiarity in later trials,
their speed and success improved. Indeed, the overall success
rate across all task sessions was 88% (SD=0.10). Moreover,
all helpers were able to solve a transferred CAPTCHA chal-
lenge the second time around if they failed the first time (likely
due to their being immediately available and prepared).

Most times, the helpers could successfully solve the task
within one minute. The average solving time for each task
(if the task was successfully solved) was 37.9 seconds
(SD=12.65). For the three study sessions (8th-10th) with the
same helper (requesters R8-R10 and helper H8), the solving
time decreased (27.25 and 31.5 seconds) and the success rate
increased (100% for both), suggesting that trained helpers can
complete the transferred tasks quickly and reliably.

5.2 RQ2: Privacy and Security Perceptions
To understand users’ privacy and security perceptions of WE-
BALLY, we asked our participants open-ended questions about
concerns that arose in their use of WEBALLY under differ-
ent configurations, e.g., sourcing help from friends versus
strangers.

Privacy and Security Perceptions of The Tool At first,
requesters were not aware of the image cropping feature of
WEBALLY because the cropped interactive screenshots were
only available to the helpers. Without this knowledge, 3 out
of 10 requesters (R3, R4, R8) proactively asked researchers
if the helpers (irrespective of whether they were friends or
strangers) could see their entire screen as would be the case
with traditional remote control assistance. After learning that

WEBALLY crops what helpers can see to only task-relevant
portions of the UI (e.g., the reCAPTCHA challenge), all re-
questers found this feature useful in protecting their privacy
and security.

Privacy and Security Perceptions of Transferring Tasks
Participants also varied in their perceptions of transferring on-
line tasks more generally. Four out of ten requesters (R4, R8,
R9, R10) proactively mentioned privacy and security consider-
ations, but also stated that privacy and security were secondary
concerns [23] — they cared more about “getting the job done”
(R4). Other requesters expressed concerns about privacy and
security-related risks when asking strangers on the Internet
for help, especially if the task context — i.e., the action that
the CAPTCHA was authenticating — was a monetary trans-
action or signing up for a new account. Although they felt that
volunteers on the Internet might have good intentions to help
them, some PVIs still had some concerns — R8, for example,
said “you can never be too careful.”

Requesters’ privacy and security concerns varied based on
whether they were sourcing help from friends or strangers.
When sourcing help from strangers, requesters were most
concerned about privacy and security in financial task contexts.
They also expressed concerns about what volunteer strangers
could access on their computers. When sourcing help from
friends, requesters had more concerns about whether their
helper could see private information such as browsing history.
We asked requesters about concerns they had about using
friendsourcing to solve online tasks more generally, where
cropping exact section out of the complex screen contents
may not always be successful. They expressed a common
preference that they do not want their friends to see the whole
screenshot and know which website they are visiting (R8: “I
don’t want my friends to know where I am looking, but I don’t
care if strangers see it. They don’t know me anyway”). In
contrast, requesters were unconcerned if crowd workers could
access their browsing histories. In short, help source appears
to affect requesters’ privacy/security concerns for assistive
transfer systems.

Helpers’ privacy and security perceptions of the tool
From the helpers’ perspective, when we asked them to imag-
ine they were helping PVIs that they did not know personally,
some helpers (H3, H6) mentioned that they would not trust
some SMS messages containing a link from an app on which
they were not pre-registered — as they might be phishing
links. They suggested that the tool should also provide a chan-
nel for helpers to register beforehand (like BeMyEyes) even
though they do not need to install the extension to help PVIs.
A registration process would give helpers some confidence
and trust in the tool when receiving messages.
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5.3 RQ3: Factors Affecting Preference on
Source of Help

We found that participants’ preferences for sourcing help
from close social connections (friendsourcing) or strangers
(crowdsourcing) varied based on four factors:

• Factor 1: Page content: What content is on the web-
page in which the CAPTCHA is embedded? Is there
sensitive information?

• Factor 2: Use case: What is the PVI doing? What task
is being authenticated by the CAPTCHA? Is the action
sensitive or security-related?

• Factor 3: Helper availability: Is it a good time to ask
for help?

• Factor 4: Impact on social relationship: Does the PVI
feel like they are burdening their helpers?

Most participants (7 out of 10 requesters) preferred sourc-
ing help from their friends/family for small favors such as
solving CAPTCHAs. They mentioned that asking friends for
help would make them feel more secure than asking strangers,
and that requesting small favors such as solving a CAPTCHA
would not bother friends much (e.g., R2: “Yes I would rather
ask friends since it’s very simple for them,” Factor 4). We
further discuss how assistive transfer systems might impact
social relationships in Section 5.5. Participants also expressed
a preference for friendsourcing when the use-case was secu-
rity sensitive, such as a financial transaction (e.g., R4: “I feel a
little uncomfortable when sending this [a CAPTCHA embed-
ded in a money transfer use case] to strangers.’ Factor 2). The
three other requesters (R7, R8, R10) who preferred crowd-
sourcing expressed concerns about bothering their friends
(e.g., R7: “I don’t want to interrupt my friend when it’s mid-
night” Factor 3) and privacy issues (e.g., R8: “I don’t want
my friends to know where I am looking” Factor 1) as dis-
cussed in the last subsection. We also found that participants
would like to have the option of choosing between friend- and
crowdsourcing on a case-by-case basis.

5.4 RQ4: Compensation Preferences
Three out of seven requesters who preferred friendsourcing
mentioned saving money as a key rationale for their prefer-
ence — CAPTCHA tasks are small and simple enough for
friends. In comparison, four out of seven requesters still pre-
ferred to compensate their friends for helping them, even for
small favors such as helping with solving a CAPTCHA.

We also found that nearly every requester (9 out of 10), even
the ones who preferred to receive help for free, would prefer to
compensate their helper with non-monetary rewards such as

“a cup of coffee.” They believed paying their friends a small
amount of money would make them “feel weird,” or that it

would be an “insult.” R2 mentioned that a subscription service
would also be acceptable for both requesters and helpers since
a routine and fixed payment would cause less embarrassment
between requesters and helpers.

For the three out of 10 requesters who preferred crowd-
sourcing, all preferred to use a paid service rather than a
free tool. Some requesters (R8, R9) were already using paid
remote assistance services to help them with any technical is-
sues they encounter while using computers. These requesters
expressed that they would trust the crowd workers more when
they paid for the service as the helpers would be “trained or
professional workers.” (R8)

From the helpers’ standpoint, most preferred to be com-
pensated with a non-monetary award. For solving a small
task like Google reCAPTCHA, they would also settle for
completely voluntary work with no payments or rewards. We
also asked whether helpers would be willing to help with
strangers’ requests — most mentioned that they would be
willing, at least in theory. Only one helper (H3) mentioned
that helping strangers might be overwhelming because “you
need to pick up random messages.” Most helpers mentioned
that they would not feel bothered by a small number of PVIs
with a small number of requests, e.g., 3-5 friends requesting
fewer than 5 times per day. In terms of compensation, most
helpers would not expect getting paid much or getting paid at
all because “solving a CAPTCHA only takes seconds” (H8).

5.5 RQ5: Impact on Social Relationships

Surprisingly, most participants (5 out 10 requesters and 7 out
of 8 helpers) thought that an assistive transfer system like
WEBALLY would bring requester and helper closer in their
relationship (see Figure 4). H3 believed this tool could give
them “more contact opportunities,” and there is “value of
knowing that I helped my sister.” Some participants thought
the tool would not change their relationship since they were
already friends, and there were not “many additional interac-
tions” (R5). Also, R5 pointed out WEBALLY’s social value
in raising sighted people’s awareness that PVIs need help in
these everyday tasks.

We also asked questions about request boundaries and lim-
its for helpers. Most helpers indicated a number between 5
to 8 times a day that they would feel comfortable solving
tasks for friends or strangers who need help. If incoming
requests exceeded this number, helpers expressed that they
would feel bothered; if these requests came from a friend,
it would potentially negatively impact their relationship. In
a pre-study interview, we asked PVIs how many times they
needed help solving CAPTCHAs in their weekly web use
— the reported number was less than 10 times weekly, well
within the helpers’ reported boundaries. While these numbers
are specualtive and would need to be validated in a field de-
ployment, these results suggest that friendsourcing may be
a viable option for assistive transfer systems that help PVIs
solicit just-in-time help for reCAPTCHA tasks.
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6 Design Implications

Based on our study findings, we synthesized a number of
design implications for designing transferable CAPTCHAs
and assistive transfer systems, more broadly.

6.1 CAPTCHAs
Consider Making Inaccessible Tasks Transferable Ide-
ally, CAPTCHAs would simply be more accessible, elimi-
nating the need for assistive transfer systems like WEBALLY
altogether. However, given the known and longstanding ac-
cessibility issues with CAPTCHAs and their alternatives, we
suspect that sweeping changes to improve the accessibility
of security challenges will be slow in coming. In the interim,
CAPTCHA designers might consider making it easier for
assistive transfer systems to work. For example, WEBALLY
would likely be too slow unless a friend or helper was on
standby. CAPTCHA designers might slightly increase the
time allowed for a CAPTCHA to be solved if a transfer re-
quest is initiated, for example.

The Interplay between Security and Accessibility
CAPTCHAs were originally designed to distinguish humans
from online bots. The specific ways of making CAPTCHAs
more accessible for PVIs might have security implications
— for example, if bots could pose as PVIs in order to trig-
ger these transfer requests. This issue is more prominent in
crowdsourcing than in friendsourcing contexts — presum-
ably, friends would need to be pre-registered and only accept
requests from those they personally know. In a crowdsourcing
context, fees associated with the service may discourage bots
from utilizing such requests. For voluntary crowdsourcing
services, the onus should be on the service that facilitates such
task transference in doing due diligence (e.g., only registered
users can send requests with a time-based limit).

6.2 Assistive Transfer Systems
Our paper focused on exploring the design space of assis-
tive transfer systems — i.e., a system that assists PVIs by
soliciting just-in-time help from friends or helpers — for
Google reCAPTCHA. However, our findings offer broader
implications for the design of assistive transfer systems.

Complementing, not replacing, existing workflows
Given a choice between a CAPTCHA challenge they could
solve themselves and a perfect assistive transfer system, PVIs
would likely choose the former. Thus, assistive technologies
that support independent use of computing devices should be
the ultimate goal. However, the modern web is a far cry from
being fully accessible for PVIs. At least in the short-term, our
research suggests that there is value in allowing accessibility
hurdles to be transferred to pre-registered friends and

crowdworkers so that PVIs can have a “last resort” option
when they have exhausted options to overcome the hurdle
independently. While still interdependent, the use of online
assistive transfer systems like WEBALLY could remove the
need for the helper to be physically present – often how PVIs
obtain help from trusted allies – for everyday challenges. We
note, however, that interdependence is not inherently bad
and could also open new design possibilities for assistive
technologies that empower PVIs [11].

Reducing Latency with a Helper List and Speculative Re-
cruitment Most of the PVIs who participated in our study
reported having more than one close friend who was available
to help. An active friend list would help increase the chance
of tasks getting picked up and solved within the time limit. An
assistive transfer system should distribute load across many
willing friends and/or helpers, and iterate through the list if
there is a delay in response. One could also imagine the use of
speculative and/or proactive recruiting, à la Bernstein et al.’s
Crowds in Two Seconds approach [12]. When a PVI navigates
to a website in which a CAPTCHA request is likely to occur,
an assistive transfer system might pre-emptively request a
friend or helper to be on standby. Of course, care will need to
be taken to ensure the PVIs’ privacy preferences are respected
– they should be offered an informed choice. Another possi-
ble option is that helpers can indicate their availability status
(e.g., “free,” “busy”). Perhaps assistive transfer workflows
could also be integrated with social networking websites and
instant messaging apps, eliminating the need for a separate
setup and effectively using PVIs’ existing social connections.

Compensation preferences Our findings suggest that PVIs
and their friends, alike, prefer non-monetary compensation
for assistive transfer systems like WEBALLY, mirroring Zhu
et al.’s findings in prior work [62]. Thus, in practice, design-
ers should consider creative alternatives to payment, e.g., a
small gift as a token of appreciation. In crowdsourcing con-
texts, PVIs seemed to prefer a paid subscription service over
transactional micro-payments.

New Opportunities for Social Interactions Contrary to
our initial expectations, some of our participants mentioned
that occasionally sourcing help from friends to overcome
accessibility hurdles would be a good excuse to catch up with
that friend. Moreover, PVIs’ friends echoed this sentiment,
stating that they felt good in the knowledge that they helped
their friend. While a field study is necessary to validate this
effect in practice, this result suggests that assistive transfer
systems have the potential to help maintain or even improve
social relationships between PVIs and the friends from whom
they source help. Such systems might offer new opportunities
for meaningful social interactions.
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7 Limitations and Future Work

First, our design probe was only limited to the Google re-
CAPTCHA challenge and was implemented as a Chrome
browser extension. The present research did not explicitly
cover other CAPTCHAs, transferable tasks or browsers. How-
ever, we believe that the Google reCAPTCHA is one of the
most popular CAPTCHAs, which present a common chal-
lenge for PVI users. Our tool implementation could also be
extended to explore other CAPTCHAs and browsers.

Second, we only asked the participant pairs to solve
CAPTCHAs using our tool rather than testing additional ways
to solve Google reCAPTCHAs. This was mainly because (1)
our transferable approach was meant to complement rather
than replace existing solutions, (2) our study goal was to ex-
plore the transferable task design space, and (3) we felt that
asking PVI participants to directly solve CAPTCHAs in ad-
dition to using our tool could be exhausting for them. We
also avoided direct comparisons with crowdsourcing assistive
tools like BeMyEyes because the afforded functionality is
significantly different as solving CAPTCHAs requires more
than descriptive guidance.

Third, to explore different design configurations of trans-
ferable CAPTCHAs, we asked PVI requesters and sighted
helpers to imagine that they are in hypothetical scenarios
where (1) the helper is an ally (family members or friends) or
a stranger/crowd worker, and (2) the helper gets paid or not
for solving the CAPTCHA. However, this role-play still has
limitations in ecological validity because for instance, it did
not capture ally’s availability (e.g., in practice, they might not
be available at the time when PVI users need help). A field
trial can better represent the realities but it is less suitable for
our study goal of exploring the design space of transferable
tasks rather than testing the effectiveness of a final system.
We also considered having a PVI participant’s ally partici-
pant serve as another PVI participant’s stranger/crowd worker.
However, we were not able to recruit/schedule two pairs of
participants to do the study at the same time due to people’s
different schedules. In fact, scheduling a pair of PVI partic-
ipant and the ally participant to conduct the study together
was already very challenging.

Another limitation worth mentioning is that Google re-
CAPTCHAs will be passed if users are already logged in
their Google accounts. However, if the users choose to remain
private (e.g., use incognito mode), they will face CAPTCHAs
much more frequently. We recognize that PVIs might be in a
position where they need to make extra effort to maintain their
privacy, and we provide WEBALLY as an additional option
when they face such inaccessible challenges.

WEBALLY’s current implementation may open the door to
a few security risks. For example, since requests are sent to
helpers as URLs via SMS, one can imagine a new vector for
phishing unsuspecting helpers. Malicious requesters might
also use WebAlly to circumvent CAPTCHAs for free. A field-

ready implementation could mitigate these risks by requiring
requester registration and authentication, allowing helpers to
whitelist from whom they can receive requests, and imposing
daily request quotas to avoid abusive use.

Finally, the assistive transfer system approach requires in-
terdependence between PVIs and their allies, which might
affect PVIs’ perceived independence in doing daily tasks. It
is important to note, however, that even without WEBALLY,
PVIs often ask for help to bypass visual CAPTCHAs. An al-
ternative direction is designing new mechanisms that replace
visual CAPTCHAs, for instance, better audio CAPTCHAs
that do not require visual abilities. Since visual CAPTCHAs
are still the most common type of CAPTCHAs, replacing
them in practice will take time and require the creation of new
standards. In the meanwhile, assistive transfer systems like
WEBALLY can help improve web accessibility for PVIs more
immediately.

While we focused on task-based CAPTCHAs in this work,
the assistive transfer system approach can also be further
explored to support other online tasks, for instance, helping
PVI users screen images before they share them on social
media to limit potential privacy leakage.

8 Conclusion

To help PVIs overcome task-based visual CAPTCHAs that
frustrate and encumber their daily web use, we designed and
implemented a proof-of-concept assistive transfer system —
WEBALLY — that allows PVIs to source just-in-time, direct
help from friends or trained crowd workers. Through an ex-
ploratory lab study with recruited PVIs and helpers, we found
that both PVIs and helpers had a generally positive impres-
sion towards WEBALLY, finding it to be a useful alternative to
other accessibility solutions (e.g., audio CAPTCHAs). Partic-
ipants also found that WEBALLY offered sufficient mitigation
to protect PVIs’ privacy and security in enabling limited re-
mote control for task transfer. We also discovered several
factors that may affect PVI participants’ perception towards
using WEBALLY, such as the type of website in which the
CAPTCHA is embedded, helper availability, and the potential
impact such a system might have on a PVI and their helpers’
social relationships. Helpers, too, had varied preferences in
terms of how frequently they would their help solicited and
how they would want to be compensated for their effort.

In conclusion, assistive transfer systems like WEBALLY
could serve as a preferred “last resort” alternative for PVIs
when they cannot solve reCAPTCHA tasks independently.
However, future work is needed to ensure timely recruitment
of help (e.g., through proactive and speculative recruitment)
and to establish compensation structures with which both
PVIs and helpers feel comfortable. More broadly, we foresee
assistive transfer systems as a promising new class of assis-
tive technologies that can empower PVIs to overcome web
accessibility hurdles related to security and privacy.
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A Appendix

A.1 Pre-Study Interview (Requester Only)
• I know what a CAPTCHA is and have encountered

it in my real-life prior to this study
o Yes
o No

• Roughly, how many times did you need to solve a
CAPTCHA in the past 7 days

• Roughly, how many times did you need to solve a
CAPTCHA in the past 30 days

• Where did you usually encounter the CAPTCHA
tasks

• I am confident in solving a Google reCAPTCHA
vision task on my own (the task that ask users to
click the right tile images)
o Strongly Agree
o Agree
o Neither Agree nor Disagree
o Disagree
o Strongly Disagree

• I am confident in solving a Google reCAPTCHA
audio task on my own (the task that ask users to
type in words they hear)
o Strongly Agree
o Agree
o Neither Agree nor Disagree
o Disagree
o Strongly Disagree

• Can you briefly describe why are you confident or
not in solving these tasks?)

• Please explain your obstacles/challenges when
solving a CAPTCHA

• When I need help for solving a CAPTCHA, I am
confident that someone will always be able to help
me in a timely fashion
o Strongly Agree
o Agree
o Neither Agree nor Disagree
o Disagree

o Strongly Disagree

A.2 Post-Study Interview
A.2.1 Requester Interview

• In general, what do you think about the tool?

• What was good or bad? What could be improved?

• Do you have any concerns using the tool? Can you
explain them briefly?

• We saw that you chose [some methods] in solving the
CAPTCHA tasks, Could you tell us why you chose
the method(s)?

• If you have the choices, which option(s) would you
choose to solve CAPTCHAs in the future? (Please
explain why)
o Free friend-sourced tool
o Free crowd-sourced tool
o Paid fried-sourced tool
o Paid crowd-sourced tool
o I’d not choose any of the above options

• I am confident in solving a CAPTCHA with free,
friend-sourcing using the tool (Please explain
o Strongly Agree
o Agree
o Neither Agree nor Disagree
o Disagree
o Strongly Disagree

• I am willing to install and use the tool
o Strongly Agree
o Agree
o Neither Agree nor Disagree
o Disagree
o Strongly Disagree

• I am willing to recommend the tool to others
o Strongly Agree
o Agree
o Neither Agree nor Disagree
o Disagree
o Strongly Disagree

• The tool will bring me and my helping friend closer
o Strongly Agree
o Agree
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o Neither Agree nor Disagree
o Disagree
o Strongly Disagree

• I have privacy or security concerns when using the
friend-sourced tool
o Strongly Agree
o Agree
o Neither Agree nor Disagree
o Disagree
o Strongly Disagree

• I have privacy or security concerns when using the
crowd-sourced tool
o Strongly Agree
o Agree
o Neither Agree nor Disagree
o Disagree
o Strongly Disagree

• Do you have any other suggestions for improving
this tool?

A.2.2 Helper Interview

• In general, what do you think about the tool?

• What was good or bad? What could be improved?

• Do you have any concerns using the tool? Can you
explain them briefly?

• If you have the choices, which option(s) would you
choose to help solve CAPTCHAs in the future?
(Please explain why)
o Helping your friend/family member without getting
paid
o Helping your friend/family member and getting paid
for a small amount
o Helping strangers without getting paid
o Helping your strangers and getting paid for a small
amount
o I’d not choose any of the above options

• I am willing to be prompted and help the requester
(Please explain o Strongly Agree

o Agree
o Neither Agree nor Disagree
o Disagree
o Strongly Disagree

• I think this tool will be too time-consuming (Please
explain) o Strongly Agree
o Agree
o Neither Agree nor Disagree
o Disagree
o Strongly Disagree

• If requesters request it, I can always respond timely
o Strongly Agree
o Agree
o Neither Agree nor Disagree
o Disagree
o Strongly Disagree

• The tool will bring me and my helping friend closer
o Strongly Agree
o Agree
o Neither Agree nor Disagree
o Disagree
o Strongly Disagree

• I have privacy or security concerns when helping
friends o Strongly Agree
o Agree
o Neither Agree nor Disagree
o Disagree
o Strongly Disagree

• I have privacy or security concerns when helping
strangers o Strongly Agree
o Agree
o Neither Agree nor Disagree
o Disagree
o Strongly Disagree

• Do you have any other suggestions for improving
this tool?
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Abstract
In this work, we demonstrate how existing classifiers for iden-
tifying toxic comments online fail to generalize to the diverse
concerns of Internet users. We survey 17,280 participants
to understand how user expectations for what constitutes
toxic content differ across demographics, beliefs, and per-
sonal experiences. We find that groups historically at-risk of
harassment—such as people who identify as LGBTQ+ or
young adults—are more likely to to flag a random comment
drawn from Reddit, Twitter, or 4chan as toxic, as are peo-
ple who have personally experienced harassment in the past.
Based on our findings, we show how current one-size-fits-all
toxicity classification algorithms, like the Perspective API
from Jigsaw, can improve in accuracy by 86% on average
through personalized model tuning. Ultimately, we highlight
current pitfalls and new design directions that can improve the
equity and efficacy of toxic content classifiers for all users.

1 Introduction

Online hate and harassment is a pernicious threat facing 48%
of Internet users [52]. In response to this growing challenge,
online platforms have developed automated tools to take ac-
tion against toxic content (e.g., hate speech, threats, identity
attacks). Examples include Yahoo’s abusive language clas-
sifier trained on crowdsourced labels attached to news com-
ments [43], Google Jigsaw’s Perspective API, which is trained
on Wikipedia moderation verdicts for abuse as well as sam-
ples from other online communities [35, 57], and Instagram’s
recent classifier that detects harassing comments posted as a
reply to photos [32].

Although platforms have used these classifiers to address
toxic content in direct violation of their policies [41], a variety

Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
without fee.
USENIX Symposium on Usable Privacy and Security (SOUPS) 2021.
August 8–10, 2021, Virtual Conference.

of content that is not toxic enough to violate policy may still
cause harm to Internet users [1]. These “gray areas” stem
from the fact that users may disagree about what constitutes
toxic content online based on their lived experiences, cultural
perspective, political views towards free speech, or access to
appropriate context [26, 50]. While prior research has demon-
strated that certain groups are more at-risk of experiencing
online hate and harassment [45,52], no study has investigated
how users from diverse backgrounds interpret online toxic-
ity or how their views on what content they would like to
see online differ. Understanding these nuanced differences is
an important first step to designing harassment defenses for
diverse Internet users.

In this work, we investigate divergent user interpretations
of toxic content and identify whether current classifiers can
be tuned to accommodate a diversity of perspectives. At the
core of our study, we develop a survey instrument that asks
17,280 participants to rate and label the toxicity of 20 random
comments drawn from 107,620 Twitter, Reddit, and 4chan
comments. In tandem, we collect demographic data and log
participants’ previous exposure and experiences with online
harassment. Taken together, our survey instrument provides
access to a diverse set of perspectives on why people deem
certain comments as toxic. We explore this data in three steps:
we investigate user ratings of toxic content in aggregate, we
identify the factors that result in identical comments receiving
divergent ratings, and finally, we demonstrate how modern
classifiers can better accommodate differing user perspectives.

Participants frequently disagree on whether comments are
toxic. In aggregate, participants labeled 53% of our dataset as
“not toxic”, 39% as “slightly” or “moderately toxic” and the
remaining 8% as “very” or “extremely toxic”. However, 85%
of comments exhibited some form of disagreement, including
whether participants were comfortable seeing the comment on
any online platform. Even when participants uniformly agree
that a comment is toxic, they disagree about the subcategory
the comment belonged to (e.g., a threat versus an insult). As
such, a la carte models that isolate individual classes of toxic
content—for instance, identity-based attacks [55]—may fail
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to adequately meet the needs of a user base with diverse
perspectives on toxic content.

A variety of factors influence how users perceive toxicity.
We find that a participant’s personal experience with harass-
ment, whether the participant belongs to an at-risk group
frequently targeted by harassment [13,45], and a participant’s
attitudes towards filtering online discourse all correlate with
rating a comment as toxic or not. For example, holding all
other factors constant, the odds that a participant rates a com-
ment as toxic increase 1.64 times if they identify as LGBTQ+.
Alternatively, these odds decrease by 0.78 times for users who
regularly witness others targeted by toxic content, potentially
due to desensitization. Combined, no single demographic
variable or experience defines how participants interpret toxic
content, underscoring the need for diverse raters in data label-
ing and model construction.

Finally, we investigate how we might leverage current
state-of-the-art classifiers to enable diverse user perspectives
of toxic content online. We focus on Jigsaw’s Perspective
API [23] and Instagram’s comment nudge [32]. As a baseline,
we find for content that Perspective deemed 90% likely to
be toxic, only 50% of our participants agreed. Similarly,
Instagram’s classifier flagged only 27% of comments
that a majority of our participants rated as toxic. We
propose potential improvements based on personalized
tuning—finding a threshold for the classifier that is set based
on individual responses or in larger demographic groups.
These improvements achieve an 86% boost in accuracy
per individual and a 22% improvement in accuracy per
demographic cohort, highlighting personalized modeling as
a future direction in toxicity classification.

We conclude with a discussion of how to overcome the
limitations of crowdsourced labeling and one-size-fits-all clas-
sification that we identified through our work. To this end,
we have shared our results with Jigsaw and have released
our labeled dataset1 to enable other researchers to reproduce
our analysis, build new classifiers, and further explore how
different individuals perceive toxic behavior online.

2 Background & Related Work

2.1 What is toxic content?
We use the term toxic content as an umbrella for identity-
based attacks such as racism on social media [2,21,55], bully-
ing in online gaming or replies to posts [36, 50], trolling [10],
threats of violence, sexual harassment, and more [47, 52].
These attacks represent a subset of abuse stemming from hate
and harassment, a broader threat that encompasses any activ-
ity where an attacker attempts to inflict emotional harm on a
target (e.g., stalking, doxxing, sextortion, and intimate partner
violence) [11, 52]. Unlike spam, phishing, or related abuse

1https://data.esrg.stanford.edu/study/toxicity-perspectives

classification problems that can rely on expert raters, toxic
content is an inherently subjective problem. For the purposes
of our study, we focus exclusively on text-based toxic content,
but attacks may also extend to images and videos [58].

Previous studies have shown that some demographic co-
horts in the United States are more likely to receive and report
toxic content than others [12, 45]. For example, a survey by
Pew found that men were more likely to report experiencing
offensive name calling and physical threats, while women
were more likely to experience sexual harassment [45]. Be-
yond gender, Black adults were found to report higher rates
of name calling and purposeful embarrassment [45], while
people who identify as LGBTQ+ were three times as likely
to report offensive name calling, physical threats, and sexual
harassment [6, 13]. Similarly detailed demographic studies
from various global perspectives are not yet available. In or-
der to ensure that automated detection works for all people,
including at-risk groups, we argue that it is critical to first
understand how different people perceive toxic content and
how perceptions generalize across Internet users.

2.2 Detecting toxic content
Security researchers and practitioners have proposed a mul-
titude of blocklist-based, machine learning, and natural lan-
guage processing techniques to detect toxic content. The sim-
plest of these approaches rely on manually curated lists of
abusive words or users, such as HateBase’s corpus of hate
speech related terms [27], or BlockTogether’s list of abusive
Twitter accounts [34]. These provide targeted protections
against exact matches of terms or known abusers, but fail to
generalize to other types of toxic content, or in the context of
blocklists, anonymous posts.

More sophisticated machine learning models include Ya-
hoo’s regression model trained on a corpus of roughly 300,000
abusive comments with crowdsourced labels that included
hate speech, derogatory messages, and profanity [43]. Using a
variety of NLP-based features, they found their classifier could
achieve an AUC of 0.90, though domain-specific language
and concept drift (e.g., changes in abusive terms) degraded
performance over time. Since then, a variety of models have
incorporated crowdsourced labels such as Wikipedia modera-
tion decisions [18, 57], in-game conversations [4], and social
media posts [9,15,17,19,51,54] to varying degrees of success.
In another example, Founta et al. leveraged HateBase to build
crowdsourced sublabels from participants for abusive tweets,
and then characterized a sample of Twitter data [22]. Related
approaches have examined how to take a model trained for
one community and apply it to a separate community or site
to avoid the cost of generating a labeled training set [8]. Fi-
nally, several studies have focused on latent annotator bias in
datasets [46, 56] and also demonstrated that disagreements
between raters for social tasks may explain why classifiers
excel on benchmarks but suffer in practice [24].
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Prominent models deployed at-scale today include Jigsaw’s
Perspective API, a deep learning classifier for detecting toxic
comments which is used by the New York Times, Disqus, and
other news sites for moderating toxic comments [23]. Simi-
larly, Instagram recently deployed a model for nudging users
away from posting comments that the classifier perceives as
harassment due to similar abusive text being reported in the
past [32]. We evaluate how these models generalize across
users in Section 6.

2.3 Other intervention strategies

While our work focuses on how best to train classifiers to
automatically detect toxic content, researchers have also
considered a variety of other strategies for moderating toxic
content. One example is building mechanisms into online
platforms to escalate conflicts to community tribunals who
are empowered to remove toxic content and take action
against abusive users [40]. Other examples include enabling
bystanders to simply report toxic content [16], or providing
family and friends with tools to assist in moderating toxic
content on behalf of a target [5, 39]. All of these techniques
leverage community and context to overcome the limitations
of automated classification, but alone may fail to scale to the
hundreds of millions of interactions that happen online every
day. Additionally, these systems cannot relieve moderators
of the emotional burden of reviewing toxic content [42].

2.4 Differentiation from prior work

Prior work in evaluating automated toxicity classifiers has
focused on either investigating underlying bias in training
data, such as flagging comments with the word “gay” as hate-
ful [14,18], or shown that classifiers are easily manipulated by
substituting “offensive” words while retaining semantic mean-
ing [33]. The focus of our work is to first, understand how
perspectives of toxic content change based on individual ex-
periences, and second, evaluate the impact these experiences
have on automated toxic content detection (Section 6). Prior
work identified certain groups to be at higher risk of online ha-
rassment [13,45], however, no work has shown whether these
experiences lead to differences in perception of toxic content
online. Closest to this is work by Cowan et al. who investi-
gated perceptions of hate speech against three target groups
on college campuses. However, their study is limited in scale
(N < 500) and not specific to an online context; our work
focuses on a broader set of participants, focuses on several
categories of toxic content, and is more representative of on-
line discussion. Furthermore, we investigate if implementing
a personalized filter—one that better captures the sentiment
of participants by their individual experiences—can improve
toxicity detection.

Offensive Hateful Toxic
N=72 N=74 N=79

Theme raised by participants k = 0.95 k = 0.98 k = 0.9

Insulting, demeaning, or derogatory 42–44% 55% 58–62%
Identity attack, hate speech, or racist 33–35% 39–41% 33–34%
Profane or obscene 21% 12% 19%
Threatening or intimidating 11% 11% 16%
Not constructive or off-topic 3% 0% 9–11%

None of the above 29–32% 20–22% 19–20%

Table 1: Interpretation of the Terms: Offensive, Hateful, and
Toxic—We find the term toxic resulted in the broadest interpretation
for our rating task.

3 Methods

3.1 Survey instrument
Our survey consisted of three parts: pre-exercise questions
about the participant’s attitude towards technology and toxic
content, an exercise where the participant rated 20 comments
from social media and community forums as toxic or not,
and finally, demographic and attention check questions. We
provide our full survey instrument in the Appendix. Our study
was approved by our institution’s IRB.

Selecting terminology and comprehension. As a prelim-
inary step, we first determined what terminology to use for
our rating task. An inherent challenge here is the ambiguity
of the term toxic content or hate and harassment and a lack
of consensus across researchers and industry [44].

In the absence of common best practices, we ran a pilot
study with N = 300 participants recruited from Mechanical
Turk to identify the terminology we should use in our survey
instrument. We asked each participant the open ended ques-
tion: “When you see a post or comment, what do you look
for to decide if it’s < x >?”, where x was one of “hateful”,
“offensive”, or “toxic”. We recruited N = 100 participants per
survey variant. We did not use the term “abusive” as not to
overload its meaning with other online abuse such as for-profit
cybercrime or unsafe content including drugs or self-harm.
After filtering for attention checks, we received a total of
N = 225 responses.

We reviewed each response and identified five emergent
themes, detailed in Table 1. Two independent raters coded ev-
ery response according to these themes, with multiple themes
possible per response. Coding achieved an interrater agree-
ment Cohen’s kappa k > 0.9 for all three variants, indicating
strong agreement.2 We found that participants most often in-
terpreted “offensive” to mean comments that were insulting,
profane, or an identity-based attack. Participants even more
narrowly construed the term “hateful” to mean comments that

2In the event that a rater ascribed multiple themes to a single open ended
response, we required both raters to select the same set of themes to constitute
agreement.
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Figure 1: Toxicity Convergence—We observe an inflection point
where after five participants rate a comment, the benefit of additional
perspectives falls off.

involved an identity-related attack or insult. On the other hand,
“toxic” encompassed the largest set of themes, where partici-
pants also considered whether a comment was constructive
or off-topic, and whether a comment was threatening. Based
on our findings, we adopted “toxic” as our final survey term
to describe our rating task to participants.

Determining the number of ratings per comment. Our
survey instrument had to satisfy two competing goals: cap-
turing a diverse enough set of ratings to measure divergence
among participants while also maximizing the number of
comments rated by participants to produce a meaningfully-
sized evaluation corpus. In order to identify how many ratings
we should solicit per comment, we ran a pilot survey where
100 participants rated a fixed set of 200 manually curated com-
ments. Each comment was rated by 10 unique participants.
Participants selected their rating on a five-point Likert scale
ranging from “Not at all toxic” to “Extremely toxic”.

We then measured how quickly each comment’s ratings
converged to its average toxicity score. In this context, we
define the average toxicity score to be the fraction of partici-
pants that labeled a comment as “Moderately toxic” or greater
per comment (the top three ratings of our Likert scale). The
global average is the average across all raters for each com-
ment. We then measured the number of participants required
for the running average rating to fall within 10% of the global
average toxicity score per comment.

Figure 1 shows a CDF of the number of ratings required
for convergence for our pilot data. With only 2 ratings, 37%
of comments had converged to their final distribution. How-
ever, with five ratings, we found 78% of the comments had
converged to their final distribution with each incremental
participant adding only marginal improvements toward the
global average. As we needed to balance soliciting as many
ratings as possible per comment with the cost of doing so, we
selected five participants to rate each comment for this study.

3.2 Sourcing potentially toxic content
We sourced an initial corpus of 549,058 comments from Twit-
ter, Reddit, and 4chan for our study. We selected these plat-
forms as they represent a diverse cross-section of Internet

Stride Aggregate Rating % Agreement % Final Dataset

0.0—0.1 Not toxic 90% 5%
0.1—0.2 Not toxic 81.8% 5%
0.2—0.3 Not toxic 80% 5%
0.3—0.4 Not toxic 76.4% 10%
0.4—0.5 Not toxic 71.4% 10%
0.5—0.6 Not toxic 65.2% 15%
0.6—0.7 Not toxic 68.3% 15%
0.7—0.8 Toxic 65.2% 20%
0.8—0.9 Toxic 76.4% 10%
0.9—1.0 Toxic 80% 5%

Table 2: Interrater Agreement per Stride—Although raters agree
broadly for comments with either low or high toxicity scores, raters
show minimal agreement when a comment is scored between 0.5—
0.8. As such, we oversample these ranges for our dataset.

users, are conversation driven, and contain varying degrees
of toxic behavior [3, 7, 28]. All data was collected between
December 2019 and August 2020. While our dataset does not
capture all types of conversations—such as private discus-
sions via messaging apps or “walled gardens” like Facebook—
our collection strategy avoids privacy constraints that would
otherwise prevent sharing content with random participants
on crowdsourcing platforms.

Given the class imbalance inherent to each site, where be-
nign content far outweighs toxic content (with the exception
of perhaps 4chan), a purely random sampling approach would
be prohibitively expensive to gather crowdsourced labels for
a sufficiently large volume of toxic content. Instead, we lever-
aged the Perspective API TOXICITY model (discussed in de-
tail in Section 2) to build a stratified sample of potentially
toxic content.3 The API takes as input a sample of text and
returns a score between 0 and 1, describing the likelihood that
an audience would perceive the text to be toxic.

In order to identify which score ranges correlated with
the largest rating disagreement among participants, we ran a
pilot survey where 200 participants rated 800 comments, with
80 comments sourced from each 0.1-stride between 0 and 1.
For example, we selected 80 comments with a toxicity score
of 0—0.1, 80 comments with a score of 0.1—0.2, and so on.
Five independent participants rated each individual comment.
We then measured the interrater agreement for each stride as
shown in Table 2. We found that participants broadly agreed
on comments that had a TOXICITY score of < 0.3 or > 0.9,
with the least agreement when a comment had a score of
between of 0.5 and 0.6 and between 0.7 and 0.8. A comment
with a score of 0.5 might look like:

“I’m so sick of this mess. The Dems are not good because
the Repubs are bad. The Repubs are not good when the Dems
are bad. The enemy of your enemy can still be your enemy.
#BothPartiesSuck”

3Instagram does not provide a public API, thus we did not consider it
when building our dataset.
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Table 2 shows the final distribution of comments we in-
clude per stride. Our dataset preferentially includes comments
with lower interrater agreement, however, we note that at least
5% of comments are sampled from each API stride. Our data
distribution by source is 67% Twitter comments, 15% Red-
dit comments, and 18% 4chan comments. We note our final
dataset contains at least 16,000 comments per platform. Our
sampling skews towards Twitter as we wanted to guarantee a
fixed ratio of comments per stride while maintaining a large
corpus (N > 100,000) but were limited by fraction of com-
ments available in each stride from 4chan and Reddit.

3.3 Recruitment and validation
We recruited participants for our final survey through Amazon
Mechanical Turk to “Participate in a survey about content on-
line”. Previous studies have validated the use of Mechanical
Turk in security and privacy contexts [48]. Given the scale
of this work, we needed to balance overall cost, fair compen-
sation, and the goal of attracting a large and diverse sample
of workers across MTurk. After piloting, we decided to pay
$1 for completion. Participants took a median of 13 minutes
to complete the task. We only recruited participants with at
least a 95% approval rating [49] and restricted participants
to residents of the United States. All participants were over
the age of 18. As our survey instrument collects potentially
sensitive demographic information (gender, sexual orienta-
tion, race, and more), we provided an option to decline every
demographic question. As mentioned previously, our survey
was approved by our IRB.

In order to validate a participant’s responses, we relied
on an attention check question at the end of the survey that
asked participants to recall what term we had used throughout
the survey (i.e., toxic). Additionally, we included an open
ended question asking participants to describe how they define
toxic content (akin to our pilot) and set a manually identified
threshold on this response. We solicited new participants until
we reached our n= 5 threshold per comment. Our final dataset
consists of 17,280 participants and 107,620 rated comments.

Table 3 outlines the demographic distribution of our par-
ticipant pool. Participants were evenly split across men and
women, with a median age range of 25–34. Most partici-
pants identified as White, non-Hispanic (71%), and did not
identify as a member of the LGBTQ+ community (81%).
Attitudes towards religion were mixed with most partici-
pants either deeming religion not important (32%) or very
important (31%). Political attitudes were mixed across Lib-
eral, Independent, and Conservative participants. Our par-
ticipants also split evenly between parents and non-parents.
Our sample does not perfectly align to the US Census de-
mographics for all demographic cohorts [53]. However, our
modeling results in Section 5 control per demographic co-
hort and will stay consistent even if some cohorts are over
or under sampled. Overall, our recruitment provided access

Demographic Cohort % Respondents

Gender Male 46%
Female 52%

Nonbinary 1%

Age 18 – 24 12%
25 – 34 40%
35 – 44 25%
45 – 54 13%
55 – 64 7%

65+ 3%

Race & Ethnicity Non-minority 71%
Minority 29%

LGBTQ+ status Not LGBTQ+ 81%
LGBTQ+ 16%

Religion importance Not important 32%
Not too important 12%

Somewhat important 23%
Very important 31%

Political attitude Liberal 40%
Independent 27%

Conservative 27%

Parent Yes 52%
No 47%

Table 3: Demographics of Respondents—Our recruitment strategy
provided access to a diverse set of raters, including members of
communities that are historically at-risk. Not all percentages sum to
100% due to some participants declining to provide demographic
information.

to a variety of groups that historically are more likely to
be the targets of toxic content. Our dataset is available at
https://data.esrg.stanford.edu/study/toxicity-perspectives.

3.4 Ethical considerations
Given that our experiments expose participants to potentially
toxic content, on the Mechanical Turk description screen we
included an initial warning that described our rating task and
the potential harms that might arise from participating. We
stated:

Risks related to this research include feeling targeted or po-
tentially hurt by viewing potentially toxic comments and re-
calling negative experiences in the past regarding your per-
sonal experience with toxic comments online.

At this point, participants could choose to accept the rating
task or simply move on without any exposure. After accept-
ing the task, participants consented to a longer agreement,
that again reminded participants that they would be exposed
to toxic content multiple times. Additionally, our stratified
sampling approach avoided most egregious toxic content as
detected by existing automated classifiers, where there was
unlikely to be any disagreement. This is in line with multi-
ple prior studies that rely on crowdsourcing for toxic content
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judgements [4, 18, 35]. Overall, participants voluntarily saw a
small number of potentially toxic comments in a short session,
most of which were rated to be only moderately toxic and
which are most in line with conversations that broadly occur
on the Internet.

4 Toxicity, Filtering, and Removal Decisions

We examine how often participants deem a comment toxic
and the frequency that participants disagreed in rating the
severity of toxicity per comment. Additionally, we explore
what classes of toxic content (e.g., sexual harassment, profan-
ity) participants were most aligned in recognizing and ulti-
mately their personal beliefs of whether such content should
be allowed online.

4.1 Overall perceived comment toxicity

Each comment in our dataset includes five independent toxic-
ity ratings drawn from a Likert scale ranging from “Not at all
toxic” to “Extremely toxic.” We considered two strategies for
aggregating these ratings into an overall non-binary toxicity
score per comment. The first, max rating, selects the max-
imum toxicity rating across all participants for a comment.
The second, median rating, selects the median rating across
all participants. Figure 2 shows the distribution of toxicity
scores via these two metrics. Although the maximum rating
achieves a relatively even distribution across our Likert scale,
this often results from a single outlier among the five raters
inflating the measured toxicity, compared to the median rating.
As such, we opted for the median rating and use it throughout
this work unless otherwise noted.

Overall, 53% of comments in our dataset have a median
rating of “Not at all toxic”, while only 1% of comments have
a median rating of “Extremely toxic”. An example of an
“Extremely toxic” comment from 4chan was:

“They’re like the polar opposite of limp-wristed smug
douchebag homo’s [sic] and liberals who buy a Prius and
think they’re better than everyone else”.

Comments that were rated either “Slightly toxic” or “Moder-
ately toxic” make up 39.1% of our labeled dataset. Examples
from this category include a Reddit comment like “Kids with
hoodies are going to be our future criminals,” and 4chan com-
ments like “Women can’t be responsible for hiring people. It
is foolish to entrust hormonal women to the most important
part of the company.” These examples show how even mildly
toxic comments contain racism and sexism—higher ratings
merely represent the perceived intensity of the harassment
involved.
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Figure 2: Median and Maximum Toxicity Per Comment–The me-
dian toxicity rating per comment better captures the central tendency
of raters compared to the max rating per comment.

4.2 Subcategories of toxic comments
When participants rated a comment as “Slightly toxic” or
higher, they also provided an explanatory label for the toxic
behaviors present in the comment. Categories included “In-
sult,” “Identity attack,” “Profanity,” “Threat,” and “Sexual
harassment.” Participants could select multiple such labels
per comment. As an example, the following comment was
labeled as both a threat and an identity attack: “I think all
you Deep State participants have done Enough [sic] damage
to this country.....go jump off the Brooklyn Bridge!”. We de-
rived these labels from the themes surfaced by participants in
our pilot study, adding “sexual harassment” as an additional
theme and removing “off topic” due to the lack of context
provided to participants (see Section 3). We refer readers to
the Appendix for the detailed instructions that we provided to
participants on how to differentiate these categories.

We present a breakdown of the perceived classes of toxic
comments in our dataset in Table 4. Each column represents
the fraction of comments rated at each toxicity level that fell
into each subcategory. Overall, insults are the most common
type of toxic comment (67%), followed by profanity (52%),
and identity attacks (51%). This is not necessarily an indica-
tion that these are the most common toxic behaviors for sites
in our sample, but rather these are the toxic behaviors that
raters identified. Participants also perceive different sublabels
as more or less toxic. For example, 85% of “Extremely toxic”
comments involve an identity attack, whereas the same is true
for only 57% of comments rated “Slightly toxic” or lower.
We also investigate the reverse—which is the fraction of com-
ments in each sublabel that fall into each toxicity level, and
find that participants perceive threats and sexual harassment
as “Extremely toxic” (3.3%, 3.7% of comments respectively)
at a higher rate than identity attacks (2.9%), profanity (2.6%),
and insults (2.3%).

4.3 Frequency and intensity of disagreement
While our overall score provides guidance on whether a plural-
ity of participants view a comment as toxic or not, in practice
we are interested in how often participants disagree and why.
For example, of all comments with a median toxicity of “Not
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Insult 67% 76% 85% 89% 89%
Profanity 52% 59% 69% 74% 78%
Identity attack 51% 57% 70% 79% 85%
Threat 31% 30% 44% 54% 59%
Sexual harassment 18% 18% 27% 34% 39%

Table 4: Categories of Toxic Content Recognized by Partici-
pants–Participants were most likely to perceive content as insulting
or containing an identity attack, whereas sexual harassment and
threats of violence or rape were less frequent.

at all toxic”, only 28% have uniform agreement among all
five raters. In order to measure diverging perspectives, we cal-
culated the variance of toxicity ratings for each comment. To
do this, we treated each rating as an ordinal value between 0
and 4. A variance of 0 indicates perfect agreement for a com-
ment. The maximum variance of 4.8 indicates two competing
groups (e.g., two “Extremely toxic,” three “Not at all toxic”).
We opted for variance over other multi-rater agreement met-
rics like Krippendorf’s alpha or Intra Class Correlation as we
are interested in disagreement on individual comments, not
between raters.

Only 15% of comments have a variance of 0, indicating
all participants rated the comment identically. In aggregate,
the median variance of all rated comments is 0.8. However,
the spread of scores for comments rated as at least “Slightly
toxic” is larger, with a median variance of 1.3 per comment.
As an example, the comment from Twitter:

“At least REDACTED served, unlike you, a weirdo making
memes online all day like a little lunatic.”

had a variance of 1.3, with two raters finding the comment
“Very toxic”, one rater finding the comment “Moderately
toxic”, one finding the comment “Slightly toxic”, and one
rater not finding the comment toxic at all. In contrast, 7.5%
of comments have a variance of 3.0 or greater, indicating
widespread disagreement. For example, the comment from
Twitter:

“So you don’t want money.... Just free college, loan forgive-
ness, and (and I’m not sure how this is relevant) healthcare
for veterans? I presume you believe only blacks were slaves?
Also, your last sentence implies you believe all blacks were
slaves...”

had a variance of 3.2. Only 0.03% of comments have a vari-
ance of 4.8, which is the maximum amount.

Even when participants agree that a comment has some
degree of toxicity, they may still differ on why they feel a
comment is toxic. Of comments that participants uniformly
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Figure 3: Interrater Agreement for Subcategory Selection–
Agreement between subcategories of raters is low, with a median
interrater agreement score k of 0.10. The highest agreement between
raters only reached 0.57 (moderate agreement), highlighting the dif-
ference between rater definitions of subcategories of toxic content.

deemed toxic, just 0.4% had identical categories assigned
by all five participants. We quantify the degree of category
disagreement across our dataset using Fleiss’ Kappa k. This
score assesses how well a fixed number of raters place a
subject into one of several nominal categories—in our case,
selecting the same set of categories (e.g., sexual harassment,
insult) per comment. In order to arrive at an estimate, we first
calculated the k per block of comments4 and then calculated
the global average.

The best group of five raters achieved a k= 0.57, indicating
only moderate agreement [37]. The median group of raters
achieved a k= 0.10, indicating low agreement. These findings
illustrate that participants are in general, more likely to agree
on toxicity ratings than on the justification for their decision.

4.4 Filtering and removal recommendations
Apart from the perceived toxicity of comments, we also asked
participants to make a decision for whether they personally
would want to see each comment (e.g., personalized filter-
ing), and whether the comment should be allowed online at
all (e.g., global filtering). Of comments rated “Slightly toxic”
or higher, participants reported they would personally not
want to see 37% of comments. We did not observe a strong
distinction between personal filtering and global filtering. In
the event a participant felt personal filtering was appropriate,
they also felt that the comment should not be allowed online
generally 70% of the time. In the most extreme case, 30%
of participants would never remove a comment from an on-
line platform—even for participants that rated at least one
comment as “Extremely toxic” (as 10% of that 30% of our
participants did). That participants can recognize harassment
but decline intervention represents one of the fundamental
conflicts between tackling toxic content online and unfettered
free speech.

We observe similar, competing perspectives when it comes
to who participants feel is the most responsible for addressing

4Each set of five participants are guaranteed to rate the same twenty
comments in a random order, which enables us to compare kappa values
across participants per block of comments.
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toxic content online. As part of our pre-exercise questions,
we asked participants whether they felt toxic content was a
problem and what party was most responsible for addressing
toxic posts or comments online. 42% of participants felt toxic
content was very frequently or frequently a problem. Another
51% felt it was rarely or occasionally a problem, while 5%
felt it was not an issue at all. Additionally, 47% of participants
felt the onus of addressing toxic content was on the user who
sent the comment, compared to 27% of participants who felt
that the hosting platform held the most responsibility. This
rift in beliefs—both for toxic content being an issue online,
and what party is responsible for solving it—represents a
challenge moving forward for tackling harassment online.

5 Competing Perspectives of Toxicity

Given the frequency of disagreement among raters on what
constitutes toxic content, we explore potential explanatory
variables stemming from a participant’s personal experiences,
demographics, and opinions on whether toxic content is a
societal problem.

5.1 Modeling participant decision making
We treat each rating task per participant as a Bernoulli trial
where a rating of “Moderately toxic” or higher indicates the
participant found a comment toxic (e.g., a successful event, or
1), and all other ratings as benign (e.g., failure, or 0). We then
model the frequency of success across all labeling tasks as a
quasi-Binomial distribution Yi(ni,pi,f) using a logarithmic
link function. The model’s parameters consist of categorical
variables related to a participant’s age, gender, political affili-
ation, religious beliefs, LGBTQ+ affiliation, education, race
and ethnicity, and parental status. The model also incorporates
whether a participant has previously witnessed toxic content
online or personally been the target of toxic content, whether
the participant thinks toxic content is an issue, and who is
most responsible for addressing toxic content.

Table 5 contains the results of our model. We report the
model’s weights as the odds that a participant with a specific
trait or belief—after holding all other traits constant—will
rate a comment randomly drawn from our corpus as toxic. All
results noted with an asterisk are statistically significant with
p < 0.01. While not shown in a table, we repeat the same
modeling process to also understand if any factors influence
a participant categorizing a toxic comment as any of our five
subcategories of toxic content. We report the full parameters
of our models in the Appendix. We discuss the results of our
full analysis in detail below.

5.2 Influence of personal experiences
Overall, 77% of participants reported having witnessed toxic
content while online. This aligns with a prior Pew study of
personal experiences with online harassment, which observed

Demographic Treatment Reference Odds

Gender Female Male 0.952
Non-binary Male 0.707

Age

18-24 35-44 1.238*
25-34 35-44 1.227*
45-54 35-44 0.972
55-64 35-44 0.980
65+ 35-44 0.977

Race & Ethnicity Minority Non-minority 1.126*

LGBTQ+ LGBTQ+ Not LGBTQ+ 1.644*

Political
affiliation

Conservative Liberal 1.024
Independent Liberal 0.901*

Importance
of religion

Not too important Not important 1.216*
Somewhat important Not important 1.572*
Very important Not important 1.840*

Parent Is a parent Not a parent 1.330*

Education College High school 1.139*
Advanced degree High school 1.365*

Impact of
technology
on society

Very negative Neutral 0.803*
Somewhat negative Neutral 0.870
Somewhat positive Neutral 0.970
Very positive Neutral 1.142*

Toxic content
a problem?

Rarely Not a problem 1.030
Occasionally Not a problem 0.958
Frequently Not a problem 1.029
Very frequently Not a problem 1.125*

Party most
responsible

Law enforcement Bystander 1.282*
Receiver Bystander 0.716*
Platform Bystander 0.706*
Sender Bystander 0.619*

Witnessed
toxic content

Yes No 0.780*

Target of
toxic content

Yes No 1.483*

Table 5: Demographics, Experiences, and Opinions—We report
the change in likelihood that a participant will flag a random com-
ment as toxic, given a specific trait, in terms of odds. All values
noted with an asterisk are significant with p < 0.01. See Appendix
for model weights and exact significance values.

73% of Americans have observed online harassment [45].
Conversely, 29% of participants in our study reported hav-
ing been the target of toxic content.5 Both of these experi-
ences exhibit a statistically significant influence on toxicity
ratings. Prior personal experience with being the target of
toxic content increases the odds of rating new content as toxic
by 1.483 times. These participants potentially empathize with
others who might be emotionally harmed by toxic content,
and as such, take a stronger stance on what behavior consti-
tutes harassment. Conversely, prior experience with witness-
ing toxic content decreases the odds of rating new content
as toxic by 0.780 times. These participants potentially view

5Participants answered both of these questions after the labeling task,
which means their answers may have been colored by the perceived toxicity,
or lack thereof, of the comments they labeled.
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new toxic content through a comparative lens, excusing abu-
sive behavior that does not rise to the level of severity the
participant previously encountered. Our findings illustrate the
importance of understanding the experience of people who
have been targets of harassment as well as highlights the risk
of desensitization.

5.3 Influence of demographics

Gender. We find no statistically significant differences be-
tween the odds that non-binary, female, and male participants
rate a comment as toxic. Furthermore, female and male partic-
ipants have nearly identical rates for identifying each subcate-
gory of toxic content. One exception is that the odds of a male
participant identifying a comment as threatening compared to
female participants increases by 1.158 times. One potential
explanation is that men report higher rates of physical threats
and name calling compared to women [45], and may be more
sensitive to those categories of toxic content.

Age. We find that young participants in particular are more
likely to flag comments as toxic compared to older partici-
pants. Specifically, the odds of rating a comment as toxic by
people ages 18–34 increases 1.227–1.238 times compared
to participants aged 35–44. When comparing people 35–44
and groups of older adults, we find no statistically significant
difference between successive age groups. One possibility
is that younger participants may be more represented on the
sites we sample from, and thus familiar with the slang or style
of attacks present. In line with previous studies [13, 45], par-
ticipants between the ages of 18–34 also experienced online
harassment at higher rates (27%–30% versus 20–24%), which
may shape their opinion and sensitivity to toxic content.

LGBTQ+. A participant’s LGBTQ+ identity plays a strong
role in toxicity ratings. Identifying as LGBTQ+ increases the
odds of rating a comment as toxic by 1.644 times compared
to participants who do not. Furthermore, LGBTQ+ partici-
pants were far more likely to assign all subcategories to toxic
comments—with threats showing the largest increase in odds
(1.865 times). LGBTQ+ participants are a historically at-risk
cohort for online harassment [13] and so may be cognizant of
toxic behaviors, biases, and language that other participants
fail to identify.

Importance of religion. Religion has one of the strongest
influences on how participants perceive toxic content. In par-
ticular, religion being “Very important” to a participant in-
creases the odds they rate a comment as toxic by 1.840 times.
This impact still holds even when a participant reports that re-
ligion is “Not too important”, where the odds of rating a com-
ment as toxic increase by 1.216 times. Similarly, religious par-
ticipants were far more likely assign all subcategories to toxic
comments—with profanity and threats showing the largest
increase in odds (1.604–1.878 times).

Parents. There is a small but statistically significant dif-
ference between the perspectives of parents and non-parents.
Being a parent increases the odds of rating a toxic as com-
ment by 1.330 times. Being a parent also increased the odds
of flagging sexually harassment (1.298 times) and profanity
(1.158 times). These differences are potentially influenced by
content that parents do not want their children to see online.

Race and Ethnicity. We find that belonging to a racial or
ethnic minority plays only a small role in influencing per-
spectives of toxic content, amounting to an increase in odds
of 1.126 times compared to non-minority participants. Pre-
vious studies have shown that minorities and non-minorities
experience similar rates of online harassment, but that when
harassment occurs, people self-report it is more likely a result
of their race or ethnicity [45].

Education and political affiliation. Compared to partici-
pants with only a high school education, the odds participants
with advanced degrees labeled comments as toxic increases
1.365 times, however, we find no similar relationship to those
with college degrees but no advanced degrees. Finally, we find
that a participant’s political affiliation also has a small impact
on the odds of identifying toxic content. Notably, identifying
as an independent decreases the odds of flagging toxic con-
tent online by 0.901 times compared to liberal participants.
These variations may stem from the underlying content and
discussions present in our dataset.

5.4 Influence of technology beliefs
Finally, we examine how attitudes towards technology and
toxic content online influence toxicity ratings. We find that,
when participants feel that toxic content is “Very frequently” a
problem, the odds they flag content as toxic increases by 1.125
times compared to others who feel toxic content is “Not a
problem”. Similarly, when participants feel that technology’s
role in peoples’ lives remains “Very positive”, the odds they
flag content as toxic increases by 1.142 times compared to
neutral participants. These participants potentially have a
lower threshold for what they deem to be toxic behavior, or
feel a greater obligation to address toxic content.

6 Benchmarking Toxicity Classifiers

Given the influence of personal experiences on toxicity rat-
ings, we next analyze how well widely-deployed automated
detection systems from Jigsaw and Instagram currently per-
form in aggregate, per demographic cohort, and per individual.

6.1 Perspective API

Overall performance. As previously discussed, our
dataset uses stratified sampling to oversample potentially
toxic comments with the highest rates of disagreement among
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Figure 4: Toxic/Benign Comment Distribution per Perspective
API Stride—Higher Perspective API scores correlate with a larger
fraction of toxic content, however, the fraction of toxic content per
stride never exceeds the fraction of benign content.

participants. We omit the vast majority of benign content on
Twitter, Reddit, and 4chan that would otherwise be present in
a random sample. As such, it is misleading to compare stan-
dard performance metrics (e.g., accuracy, precision-recall)
across our entire dataset. We control for this bias by consid-
ering the accuracy of the Perspective API per stride of our
sampling. As part of this, we convert every comment’s rating
distribution into a binary verdict. We treat every comment
with a median Likert score of “Moderately toxic” or higher as
toxic and all other comments as benign. To compute accuracy,
we deem a perspective score of > 0.75 as toxic and all other
comments as benign.

Figure 4 shows the fraction of toxic and benign content
at each stride of our dataset. The 0.1 stride includes all com-
ments the Perspective API gave a 0–10% likelihood of being
toxic, whereas the 0.9 stride includes all comments with a
90-100% likelihood of being toxic. While higher Perspec-
tive API scores have monotonically increasing degrees of
perceived toxicity, the fraction of toxic content per stride is al-
most always smaller than fraction of benign content, with the
exception of the highest stride, where the labels are roughly
equal. Overall, we find only a weak correlation between our
participant’s Likert ratings and the Perspective API (r = 0.39,
p = 0.0). In line with this, the accuracy for comments in the
highest Perspective API stride is only 51%, indicating our
participants disagreed with the Perspective rating in 49% of
cases. As such, it appears that the Perspective API favors false
positives over false negatives. Such a balance is better suited
for re-ranking or informing moderation decisions as opposed
to outright filtering.

Identifying divergent comments. To provide qualitative
examples of divergence between participants and the Perspec-
tive API, we isolated comments with the largest intensity of
disagreement between the Perspective API and our partici-
pants to understand the underlying cause. This is best captured
by a root mean square error (RMSE). In particular, we first
calculated the average rating across all participants for each
comment which we then normalized to a 0–1 scale. We relied
on the original 0–1 score of the Perspective API for compar-
ison. We find that error is smallest for lower scores of the

Stride % Comments Accuracy RMSE

0.0 5.0 0.98 0.12
0.1 5.0 0.95 0.14
0.2 5.0 0.93 0.18
0.3 10.0 0.90 0.24
0.4 10.0 0.85 0.30
0.5 15.0 0.81 0.36
0.6 15.0 0.76 0.42
0.7 20.0 0.50 0.48
0.8 10.0 0.37 0.55
0.9 5.0 0.51 0.55

Table 6: Accuracy and Root Mean Squared Error per Perspec-
tive API Stride—As Perspective API scores increase, we observe a
larger divergence between what participants construe as toxic con-
tent versus the classifier. For comments that Perspective rates as 90%
likely to be toxic, our participants agreed only 45% of the time.

Perspective API, indicating both the classifier and our partici-
pants agree on what is not toxic. However, error increases as
strides increase, with error maximizing at the highest stride
(>= 0.9) as shown in Table 6. This result is consistent with
our observations with accuracy and indicates that the API
struggles to match ground truth at high decision thresholds.

We then selected the top 200 comments with the highest er-
ror between participants and the Perspective API. Of these, we
selected 100 where the Perspective API skewed higher, and
100 where the Perspective API skewed lower. Two indepen-
dent coders reviewed each comment, came together to form a
codebook of high-level themes, and then independently rated
every comment before resolving any disagreement. Examples
comments where Perspective and our participants disagreed
on toxicity ratings can be found in the Appendix, Table 8 and
Table 9.

In some cases, the Perspective API is more sensitive to
toxic content than our participants. The majority of these
comments included some form of profanity that participants
did not find toxic (82%). For example, Perspective rates the
comment “holy shit, you are perfect!” at 0.83 while every
rater found the comment to be not at all toxic. Other sources
of disagreement include differing sensitivities to negativity
(6%), and scenarios where negative terms convey empha-
sis (4%). Examples include “Song sucks” and “The stupid
tongue! :D Cutest thing” respectively. In effect, the classi-
fier is incorrectly shaping its decision based on negative or
profane keywords alone.

In contrast, our participants also occasionally deemed
content more toxic than the Perspective API. Identity attacks
against minorities, women, and the LGBTQ+ community
made up 39% of comments missed by the Perspective API.
Another 17% of comments contained political messages that
participants deemed toxic. For example, participants rated the
comment “YOU’RE JUST LIKE YOUR BOSS AND THE
REST OF THE GOP A BUNCH OF!!!!! #CLOWNS” with
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a toxicity of 0.75, compared to 0.48 from the Perspective
API. Other themes included adult content (11%) and threats
of violence or rape (9%). Additionally, despite Perspective
API regularly flagging profanity, minor grammatical changes
such as the lack of spaces in “nofuckingbody” resulted in
score of 0.21, whereas adding spaces results in a score of
0.93. Researchers have abused this sensitivity to minor
perturbations in text to construct adversarial examples that
evade the Perspective API [25, 29].

Tuning classifiers to personal preferences. Our results
indicate that a single definition of toxic content online does
not capture the varied experiences and opinions of Internet
users. As such, a one-size-fits-all model for abuse detection
will likely not be able to capture the toxicity preferences of
all participants. Recent work from Google Jigsaw has focused
on allowing participants to “Tune” existing APIs to their own
personal preferences, simply by adjusting the Perspective
API to a specific threshold [38]. However, it is unclear how
effective this tuning strategy can be to end-users and where
this mechanism may fall short. We investigate the differences
in accuracy and precision for the optimal threshold for each
individual participant compared to the dataset in aggregate.
Although our dataset is not a truly random sample of Internet
comments, comparing personal thresholds to the aggregate
still provides insight into the effectiveness of personal tuning.

To identify the optimal threshold for all ratings taken in
aggregate, we first convert each comment rating into a binary
label. A comment rating has a positive label if the participant
personally did want to see the comment online, and a negative
label if they did not. We then sweep over all Perspective API
decision thresholds from 0–1 and identify the lowest threshold
that maximizes the F1-score, which is the weighted average of
the precision and recall. We find that the optimal perspective
API threshold for the aggregate dataset ranges from 0.18–0.49,
all of which achieve a precision of 0.35 and an accuracy of
0.37.

We perform the same analysis on an individual level, iden-
tifying a threshold that maximizes the F1 score for each par-
ticipant. If a participant did not personally elect to remove
any comments they encountered, we set their threshold to the
maximum possible value (1.0). Figure 5 shows a distribu-
tion of thresholds per individual. For 21.6% of participants,
their maximal threshold is 0.0, suggesting that labeling ev-
ery comment as toxic maximizes both precision and recall.
The median threshold is 0.61, resulting in an average pre-
cision of 0.6 and an average accuracy of 0.68, an increase
in accuracy of 86% compared to a one-size-fits-all classifier.
Per this personalized approach, 71.5% of participants saw an
improvement in accuracy over the one-size-fits-all optimum
accuracy. As such, more research is needed to understand how
best to quickly personalize models and how to gather ongoing
feedback in order to adjust model thresholds.
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Figure 5: Optimum Personalized Threshold per Participant—
The threshold that maximizes classifier accuracy per participant is
mixed. 21.6% of participants are maximized at a threshold of 0.0,
which amounts to labeling every comment as toxic. After tuning
to personal thresholds, 71.5% of participants achieved an accuracy
greater than the overall classifier.

Max Precision Max Accuracy
Demographic Value % Change Value % Change

Religion 0.40 14.3% 0.41 10.8%
Politics 0.37 5.7% 0.37 0%
Age 0.44 25.7% 0.44 20.6%
Gender 0.39 11.4% 0.40 7.5%
Race 0.36 2.9% 0.36 -2.7%
Parent 0.37 5.7% 0.39 5.4%
LGBTQ+ 0.36 2.9% 0.37 0%

Table 7: Optimum Accuracy and Precision per Demographic—
We show the maximum accuracy and precision when tuning the
Perspective API per demographic cohort, as well as the percentage
change from the one-size-fits-all model. We find that cohort-based
models perform marginally better in some categories, but fall short
of performance improvement from personalized models.

Tuning classifiers to demographic preferences. Given
differences between demographic cohorts (Section 5), we
also investigate the performance benefits for tuning the Per-
spective model to broad demographic groups. Table 7 shows
the maximum precision and accuracy when each independent
demographic group is tuned for separately. We find that de-
mographic tuning in aggregate offers a smaller improvement
over the aggregate classifier compared to personalized tun-
ing, with only a 0–20.6% increase in accuracy. Age-specific
model thresholds provided the best performance gain. These
results highlight that even within broad demographic groups,
individual experiences and preferences take more importance
when making toxicity determinations online. Any cohort-
based model would need to account for multiple factors when
designed and deployed.

6.2 Instagram nudges
In December 2019, Instagram rolled out a feature that nudges
a user if they are about to post a comment similar to those that
have been flagged in the past. As a small experiment, we also
compare how well the Instagram classifier performs against
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our ground truth data. We first sampled 200 comments—150
of the most egregious “toxic” comments which have a median
toxicity rating of “Very toxic” or higher, and 50 “benign” com-
ments that have a median toxicity rating less than “Slightly
toxic”. We then manually posted these comments to an Insta-
gram account we controlled (with no audience), noting which
comments triggered their classifier.

Of the toxic comments, just 41 (27%) triggered the In-
stagram classifier. These were mostly identity-based attacks
(47%), followed by a mix of adult content (15%), profanity
(7%), and threats (3%). Two expert raters attempted to label
each comment, but we found no unifying themes that might
explain why some toxic comments did not trigger detection.
Categories reported by our participants for our toxic sample
included insults (26%), profanity (22%), and identity attacks
(21%). The classifier never triggered on a benign comment.
As such, a significant gap remains in the classifier’s ability to
detect a wide variety of toxic comments.

7 Discussion

Based on our findings, we discuss potential best practices, pit-
falls, and paths forward for improving toxic content classifiers
to better serve a diversity of perspectives.

Best practices for crowdsourced labeling. During the
development of our survey instrument, we were unable to
identify any best practices for developing crowdsourcing
instruments that gather toxic content ratings. Previous studies
used disparate terminology including “abusive”, “hateful”,
“offensive”, and “toxic”. For sublabeling tasks that involve cat-
egorizing toxic content into sexual harassment, identity-based
attacks, or insults, we were unable to find terminology or a
taxonomy that was evaluated for rater comprehension. Our
experiments show that participants solicited from Mechanical
Turk in the United States best understood the meaning of
“toxic” compared to other terms, and that participants can iden-
tify at least five separate categories of toxic content. Given
frequent rating disagreement between participants, we also
found that five ratings per comment resulted in the best bal-
ance between minimizing crowdsourcing costs and achieving
a high degree of accuracy. This rating methodology can serve
as a future best practice when crowdsourcing labels for toxic
content. Furthermore, our results are limited to participants
solicited from Mechanical Turk, and should be validated with
participants from other crowdsourced platforms.

Towards personalized definitions of toxicity. Our results
suggest that personalized tuning of one-size-fits-all models
greatly improves the accuracy per user compared to setting
a global threshold for all users. In particular, we found that
per-user models increased the accuracy of decisions by 86%.
These results suggest the feasibility of relying on a general
audience for training labels that users then tune to their per-
sonal preferences. However, increasing classifier performance

beyond this point will remain a challenge without incorpo-
rating specific user feedback and examples. An intermediate
approach, where models generalize to specific single-trait de-
mographic cohorts rather than individuals, resulted in only
a 0–20.6% improvement in accuracy, with age-specific mod-
els performing the best. In the absence of personalization or
user feedback, platforms might consider increasingly sophis-
ticated, community-based filters that take into account more
than just one demographic trait.

Measuring toxicity using existing classifiers. Recent
studies in toxic content have begun to leverage toxicity clas-
sifiers as a tool for measuring the prevalence of hate and
harassment online, with additional post-processing via rater
agreement [20, 30, 31]. Given the variations in classifier ac-
curacy across demographic cohorts and types of sites, we
caution against off-the-shelf usage of current classifiers with-
out such post-processing or additional calibration. Even at
a Perspective toxicity threshold of 0.9 or higher, our partici-
pants disagreed with the classifier’s verdict in 50% of cases
for the sites we measured.

Online Context. Our work does not incorporate the
context that a comment is presented in. As such, it may be
challenging for a participant to pinpoint if a comment is toxic
versus simply sarcastic or joking. We selected this because
toxicity detection systems classify text without additional
context, and we wanted to evaluate them based on their cur-
rent usage. Furthermore, users may have different responses
to toxic content when they see such context in-situ (e.g., the
toxic content may be targeted at an acquaintance). Some
areas of future work include understanding how perspectives
change if participants are provided with additional context
when labeling, identifying if classifiers can be improved by
adding context during training, and measuring participant
responses to toxic content in-situ of browsing.

8 Conclusion

In this work, we built and deployed a survey instrument to
17,280 participants across the United States and asked them
about their perspectives on toxic content online. We found that
a participant’s attitudes towards filtering toxic content varies
across a multitude of factors: their demographic background,
their personal experiences with harassment, and even their
attitudes towards technology and the state of toxic content
online. Given these influences, we showed how personalized
tuning of independent thresholds for existing classifiers can
improve the accuracy of toxic detection performance by 86%
on average, pointing to personalized models as a future area
of research in toxic content detection. We have released our
labeled toxicity dataset to enable future work in this space
and hope that our work presents paths forward for improving
toxic content classification for a diverse set of users.
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Appendix—Survey instrument

Initial consent form and university contact information
I understand the consent form. I certify that I am 18 years old or older. By clicking the “Yes” button to enter the survey, I indicate my willingness to voluntarily
take part in this study.
o Yes
o No

Pre-exercise questions
Today we would like you to help us with this short survey and to review some comments that have been posted online.

What types of sites do you use? [Checkbox]
o Social Networking (Facebook, Twitter)
o Video (YouTube, Twitch)
o News (CNN, Fox, NYT, WSJ)
o Community Forums (Reddit, Craigslist, 4chan)
o Email or messaging (Gmail, WhatsApp, Facebook Chat)

In general, how would you rate the impact of technology on people’s lives? [Radio]
o Very positive
o Somewhat positive
o Neutral – neither positive nor negative
o Somewhat negative
o Very negative

Based on your experience, toxic posts or comments are ... [Radio]
o Not a problem
o Rarely a problem
o Occasionally a problem
o Frequently a problem
o Very frequently a problem

Who is the most responsible for addressing toxic posts or comments? [Rank, 1-5]
o Law enforcement
o Users who observe the comment
o The user who receives the comment
o The website hosting the comment
o The user who sent the comment

What does the term “toxic comment” mean to you?
o Open Ended

Labeling exercise
In this section, you will be shown twenty comments taken from various online platforms. Some of these comments may contain toxic content. For each comment,
you will be asked a series of questions regarding your perspective on the comment.

[Random comment displayed from Reddit, Twitter, or 4chan. This comment remains visible throughout the subquestions below.]

How toxic do you personally find this comment? [Radio]
o Extremely toxic
o Very toxic
o Moderately toxic
o Slightly toxic
o Not at all toxic

[If any but not at all] Please select all the reasons why below: [Checkmark]
o It is threatening (ex. “If you comment on my feed again, I will personally beat you up”)
o It is insulting (ex. “You are an absolutely disgusting hypocrite”)
o It is profane (ex. “Why the f*** not you heathen?”)
o It is an attack on a person or group based on their identity (ex. “Women are stupid and belong in the kitchen”)
o It is sexual harassment (ex. “All I want from you are nudes”)
o Other, please specify

Is this a type of comment you would want to see? [Radio]
o I would never want to see it
o It depends on the context

USENIX Association Seventeenth Symposium on Usable Privacy and Security    313



o This is fine for me to see

Should this comment be allowed online? [Radio]
o This comment should be removed
o It depends on the context
o This comment should be allowed

Post-exercise questions
For the sites you use, have you ever seen comments similar to the ones we showed you? [Radio]
o Yes
o No

Have you ever personally been the target of comments similar to the ones you reviewed? [Radio]
o Yes
o No

Is there anything else you would like to tell us about toxic comments?
o [Open ended]

Demographic questions
Which category below includes your age? [Radio]
o Under 18
o 18 - 24
o 25 - 34
o 35 - 44
o 45 - 54
o 55 - 64
o 65 or older
o Prefer not to say

Race [Checkbox]
o White
o Hispanic or Latino
o Black or African American
o Native American or American Indian
o Asian / Pacific Islander
o Other [open ended]
o Prefer not to say

What is your gender? [Radio]
o Female
o Male
o Nonbinary
o Prefer not to say
o Other [Open ended]

Would you describe yourself as transgender? [Radio]
o Yes
o No
o Prefer not to say

What is the highest degree or level of school that you have completed? [Radio]
o Less than high school degree
o High school graduate (high school diploma or equivalent including GED)
o Some college but no degree
o Associate degree in college (2-year)
o Bachelor’s degree in college (4-year)
o Master’s degree
o Doctoral degree
o Professional degree (JD, MD)
o Prefer not to say
o Other [Open ended]

Do you consider yourself to be: [Radio]
o Heterosexual or straight
o Homosexual
o Bisexual
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o Prefer not to say
o Other [Open ended]

How important is religion in your life? [Radio]
o Not important
o Not too important
o Somewhat important
o Very important
o Prefer not to say

Generally speaking, do you consider yourself politically conservative, liberal, independent, or something else? [Radio]
o Conservative
o Liberal
o Independent
o Other [Open ended]
o Prefer not to say

Are you a parent? [Radio]
o Yes
o No
o Prefer not to say

What term have we been using to describe comments in this survey? [Radio]
o Mean
o Abusive
o Bullying
o Toxic
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Appendix—Divergent Comments

We show examples of divergence between participant scores and the Perspective API score in Table 8 and Table 9.

Category Sample % Comments

Profanity “Damn cultural colloquialisms being all complicated and stuff” 82%
Negative sentiment “Song sucks. But I vibe with how he mixed 3 of Lil Wayne videos into one.” 6%
Inverted sentiment “The stupid tongue! :D Cutest thing” 4%
Adult “penis size shrinking in males exposed to contaminated environments.” 2%

Other 6%

Table 8: High Perspective API Score, Low Groundtruth Score–The Perspective API over-emphasizes profanity, which participants rarely
found toxic.

Category Sample % Comments

Identity attack “We need to actively fight against racism by only targeting white people and letting coloured
people get away with crimes”

39%

Political “And you’re getting closer to being locked up behind bars #pediphile #RapistTrump” 17%
Adult “Hello World! Wanna Hookup; Trade Nude Pics? Visit ... 11%
Threats “Store them in an unventilated room with hoses that run between the room and your car’s

exhaust pipe. That’ll solve your problem.”
9%

Profanity “the same person that invited you? nofuckingbody 3%
Negative sentiment” “Sounds like you’re a no one who’s gonna die bitter and alone and forgotten” 3%

Other 18%

Table 9: Low Perspective API Score, High Groundtruth Score–The Perspective API currently misses nuanced identity-based attacks and
political attacks that participants deemed toxic.
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Appendix—Regression Tables

We present the full parameters and outputs for our quasi-binomial model that predicts the likelihood of rating a random comment
as toxic (1 or 0). We show the independent treatment group (either binary or categorical depending on the variable), the reference
group, the model coefficient (b), error (SE), z-score (z), p-value, and the resultant odds ratio (OR). Due to space restraints, we do
not present full model results for each individual sublabel model (i.e., whether participant would rate a random comment as an
insult, an identity attack, a threat, as profane, or as sexual harassment), and instead direct the reader to the extended version of
the paper available at https://arxiv.org/abs/2106.04511.

Demographic Treatment Reference b SE z Pr(> |z|) OR

Gender Female Male -0.049 0.015 -3.250 0.001 0.952
Gender Nonbinary Male -0.347 0.116 -2.986 0.003 0.707

Age 65 or older 35 - 44 -0.024 0.042 -0.562 0.574 0.977
Age 18 - 24 35 - 44 0.213 0.028 7.488 0.000 1.238
Age 25 - 34 35 - 44 0.204 0.019 10.817 0.000 1.227
Age 55 - 64 35 - 44 -0.020 0.030 -0.665 0.506 0.980
Age 45 - 54 35 - 44 -0.029 0.025 -1.167 0.243 0.972

Race Minority Non-minority 0.119 0.016 7.277 0.000 1.126

LGBTQ+ LGBTQ+ Not LGBTQ+ 0.497 0.020 25.225 0.000 1.644

Political affiliation Independent Liberal -0.104 0.018 -5.758 0.000 0.901
Political affiliation Conservative Liberal 0.024 0.018 1.308 0.191 1.024

Religion Not too important Not Important 0.195 0.026 7.617 0.000 1.216
Religion Somewhat important Not Important 0.453 0.021 21.947 0.000 1.572
Religion Very important Not Important 0.610 0.020 30.177 0.000 1.840

Parent Yes No 0.285 0.016 17.360 0.000 1.330

Education College High school 0.130 0.026 4.945 0.000 1.139
Education Advanced degree High school 0.311 0.030 10.325 0.000 1.365

Impact of Technology Very negative Neutral -0.220 0.080 -2.752 0.006 0.803
Impact of Technology Somewhat negative Neutral -0.140 0.032 -4.357 0.000 0.870
Impact of Technology Somewhat positive Neutral -0.032 0.023 -1.402 0.161 0.968
Impact of Technology Very positive Neutral 0.133 0.025 5.318 0.000 1.142

Toxic Content a Problem? Rarely a problem Not a problem 0.029 0.034 0.863 0.388 1.030
Toxic Content a Problem? Occasionally a problem Not a problem -0.043 0.032 -1.314 0.189 0.958
Toxic Content a Problem? Frequently a problem Not a problem 0.028 0.033 0.848 0.397 1.029
Toxic Content a Problem? Very frequently a problem Not a problem 0.117 0.037 3.188 0.001 1.125

Party most responsible Law Enforcement Bystander 0.248 0.035 7.093 0.000 1.282
Party most responsible User who Receives Bystander -0.334 0.032 -10.427 0.000 0.716
Party most responsible Hosting Platform Bystander -0.348 0.028 -12.481 0.000 0.706
Party most responsible User who sent the comment Bystander -0.480 0.027 -17.973 0.000 0.619

Witnessed Toxic Content True False -0.249 0.018 -14.208 0.000 0.779

Experienced Toxic Content True False 0.394 0.017 23.547 0.000 1.482

Table 10: Toxicity Model—Logistic regression showing the likelihood a participant will flag a random comment as toxic.
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Abstract
Prior work in cybersecurity and risk management has shown
that non-native speakers of the language used in phishing
emails are more susceptible to such attacks. Despite much
research on behaviors English speakers use to avoid phishing
attacks, little is known about behaviors of non-native speak-
ers. Therefore, we conducted an online survey with 862 non-
native English speakers (284 Germans, 276 South Koreans,
and 302 Japanese). Our findings show that participants, espe-
cially those who lacked confidence in English, had a higher
tendency to ignore English emails without careful inspection
than emails in their native languages. Furthermore, both the
German and South Korean participants generally followed
the instructions in the email in their native languages without
careful inspection. Finally, our qualitative analysis revealed
five main factors that formed the participants’ concerns in
identifying English phishing emails. These findings highlight
the importance of providing non-native speakers with specific
anti-phishing interventions that differ from those for native
speakers.

1 Introduction

Phishing is a form of online fraud that acquires such sensitive
information as account credentials and credit card information
by masquerading as a legitimate business or reputable person.
Since the mid-90s, an increasing body of research in the fields
of cybersecurity and risk management has led to the develop-
ment of techniques to combat phishing [15, 56]. However, it
remains a huge cybersecurity threat [64]. It is noteworthy that
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COVID-19 has caused a further massive increase in phishing
attacks [36].

Among Internet users, non-native speakers of the language
used in phishing emails are more susceptible to such attacks.
Recent work has shown that English proficiency level sig-
nificantly affects the ability of the users to identify English
phishing emails, and evidently lower English proficiency lev-
els lead to increased phishing susceptibility [2]. Although
research shows that non-native speakers are more suscepti-
ble to phishing attacks, little is known about their coping
behaviors: we still lack an understanding of the differences in
behavior (or reactions) of people when they receive an email
containing instructions to click on a URL link or open an
attachment in a non-native language compared with when
they receive it in their native languages.

In the fields of psychology and cognitive science, research
has shown that people tend to behave differently (i.e., perform
more poorly) when using a non-native language compared
with their native language [51, 61]. However, research sug-
gests somewhat incongruous results. First, previous research
on risk and uncertainty shows that people tend to be risk-
averse in the face of uncertainty [54]. This implies that people
may become more risk-averse when dealing with emails writ-
ten in a non-native language because they are less confident
about being able to identify phishing attacks written in a non-
native language. As a result, people may simply ignore such
emails without careful inspection. In contrast, other research
has shown that people tend to make more risk-prone deci-
sions when using a non-native language [13, 34]. Therefore,
a non-native speaker may follow the instructions written in
the email without careful inspection, which could lead to un-
wanted consequences, such as breaches of critical sensitive
information.

To help non-native speakers defend themselves against
phishing attacks, we must understand their current practices
of dealing with emails written in a non-native language. In
particular, we are interested in understanding the concerns
of non-native speakers when they are involved in phishing
attacks and the differences in the ways they deal with emails
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(with links and attachments) depending on whether they are
written in their native language or in a non-native language.

In order to explore behavioral tendencies of non-native
English speakers (NNESs) and their concerns about identify-
ing English phishing emails, we conducted an online study
with 862 NNESs (284 Germans, 276 South Koreans, and 302
Japanese) who are full-time workers exposed to the risks of
phishing attacks in English. We recruited NNESs because
English remains the dominant language on the Internet [60].
Although German, South Korean, and Japanese peoples are
all NNESs, their average English proficiency levels differ;
Germans have the highest, while the Japanese have the low-
est [20]. We studied participants’ behavior toward emails
and their confidence and concerns about identifying English
phishing emails.

Our findings indicate that participants adopted more
security-risk-averse behaviors (i.e., ignoring emails without
careful inspection) when the emails were written in English
rather than in their native languages. This tendency was salient
for those who lacked confidence in reading English. Fur-
thermore, both the German and South Korean participants
generally adopted more security-risk-prone behaviors (i.e.,
following the instructions in the email without careful inspec-
tion) when the emails were written in their native languages
than the Japanese participants. In addition, qualitative analy-
sis of their open-ended answers revealed five main factors that
formed their concerns in identifying English phishing emails,
which differ from the concerns they have in identifying phish-
ing emails in their native languages. These findings highlight
the importance of providing non-native speakers with specific
anti-phishing interventions that differ from those for native
speakers.

This study makes the following contributions:
1. This work is among the first that systematically explores

the relationship between users’ English proficiency lev-
els and their reactions/behaviors when receiving an email
that includes links and attachments.

2. Our results show that users have specific concerns about
identifying a phishing email written in their non-native
language (English) and that they adopt different strate-
gies when receiving emails written in their native and
non-native languages.

3. Our findings provide design implications that help users
combat phishing attacks in their non-native languages
(English).

2 Background and Research Questions

In this section, we review the literature that is closely related
to this study. We first review studies that explored the factors
that influence users’ susceptibility to phishing emails. Next,
we review previous works that examined the effect of users’
language and culture on their susceptibility to phishing emails.
Finally, we highlight the research questions of this study.

2.1 Factors Related to Phishing Susceptibility

The factors related to susceptibility to phishing (including
spear phishing) emails found by previous studies can be clas-
sified into three categories: (i) user demographics, (ii) anti-
phishing strategies, and (iii) contents and contexts of phishing.

User Demographics. Many researchers have found that basic
demographics such as age and gender are related to phishing
susceptibility [32, 38, 47, 57]. However, some studies yielded
incongruous results because they used different methods and
studied different populations. For example, Sheng et al. [57]
reported young people were most susceptible to phishing
whereas Li et al. [38] concluded that older people were the
most susceptible. Research has also revealed that users’ attri-
butions or traits such as personality traits (Big Five) [3, 25],
cognitive impulsivity [5, 49], employment department and
position [38], and education level [42, 49] were related to
phishing susceptibility. In terms of user skills, studies have re-
ported that user security knowledge, awareness, behavior, and
previous anti-phishing training experience were significantly
related to phishing susceptibility [6, 22, 27, 57]. Vishwanath
et al. [65] found that a heavy email load (i.e., the number
of received emails) had a strong and significant influence on
phishing susceptibility.

Anti-phishing Strategies. Several studies indicated that peo-
ple often did not pay attention to reliable phishing cues and
their strategies failed to identify phishing emails or suspicious
URLs [1, 3, 18, 27, 48, 53]. For instance, Downs et al. [18]
reported that participants in their study used various strategies
to determine the validity of emails, primarily centered around
interpreting the email text rather than focusing on more re-
liable phishing cues in headers or the URLs associated with
the links. On the other hand, Vishwanath et al. [65] and Wang
et al. [67] found that individual attention to email sources,
grammatical errors, and misspellings were significantly nega-
tively related to phishing susceptibility. They also concluded
that individual attention to urgent cues and subject lines were
significantly positively related to phishing susceptibility.

Contents and Contexts of Phishing Emails. Given that
users’ anti-phishing strategies center around interpreting
email texts, researchers have studied how users’ behaviors
are affected by email contents. Researchers have classified
the contents of phishing emails based on a seminal work by
Cialdini [12], which identified principles that triggered peo-
ple’s decisions to comply with requests (called “principles of
persuasion”). They found that the presence of authority cues
[5, 68], consistency [63], and scarcity [63] increased users’
phishing susceptibility. From the viewpoints of contexts, par-
ticipants are more susceptible when phishing messages are
specific to their situations [24, 28, 30]. Unsurprisingly, sev-
eral studies revealed that the contents and context of phishing
emails to which participants were more susceptible depend
on demographics of participants [38, 39, 47].
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2.2 Impact of Culture and Language

Culture. Cross-cultural studies are positioned as a crucial
theme in the field of cybersecurity because culture directly
impacts security-related phenomena [14]. Recently, many re-
searchers have conducted a variety of cross-cultural security
studies, such as those on the security behavior intentions scale
(SeBIS) [55], generated passwords [43], smartphone unlock-
ing [26], and account security incident response [52]. Some
of these cross-cultural studies adopted Hofstede’s cultural di-
mensions [29] to interpret the observed differences in security
behavior by linking them to the national characteristics, such
as the individualism-collectivism dimension [52].

The cross-cultural approach has also attracted interest in
phishing research. Butavicius et al. [6] and Tembe et al. [62]
recruited participants from multiple countries and showed
that those with higher individualism scores (e.g., the U.S.
participants) were less likely to be phished. Both works sug-
gest that low levels of individualism may fuel a desire to
respond to requests from others to maintain group harmony,
which includes requests in phishing emails (especially from
an authority figure). Flores et al. [22] reported that factors
(individual demographics) that were significantly correlated
with phishing susceptibility differed among countries.
Language. Although language is known to have a consider-
able influence on one’s thoughts and behavior, few studies
in cybersecurity have focused on language. A broad body of
research in the fields of psychology and cognitive science
shows that people face various interpretation and reasoning
problems when using a non-native language [11, 51, 61, 66].
For instance, Takano and Noda [61] demonstrated that using
a foreign language caused a temporary decline in thinking
task performance. Rear [51] compared the critical thinking
skills of Asian students in their native language and English
contexts and argued that using a foreign language consider-
ably interfered with critical thinking. Some researchers have
also identified problems that non-native speakers face during
Internet use, such as online searches [11]. On the other hand,
some psychological researchers demonstrated that using a
foreign language reduced decision-making bias, that is, the
loss aversion bias that people have in their native language
contexts was reduced in foreign language contexts [13, 34].

Although studies have explored the impact of culture on
users’ phishing susceptibility, the impact of language (espe-
cially language barriers) on this phenomenon is not yet fully
understood. So far, little work has addressed the impact of
language barriers of NNESs on their susceptibility to phish-
ing emails. Among the few studies that investigated language
issues in cybersecurity, Alseadoon et al. [2] and Kävrestad et
al. [33] conducted a phishing identification task in Saudi Ara-
bia and Sweden, respectively. They revealed that the NNESs’
self-perceived English proficiency level significantly affected
their ability to identify phishing English emails [2] and legiti-
mate English emails [33], respectively.

RQ1 

RQ2

Participants (German, South Korean, and Japanese)

Concerns when identifying English phishing emails if any

Comparison

Demographic questionsPart 1

Part 2

Part 3

Roleplay: 
Emails in native lang.

Roleplay: 
Emails in English

Figure 1: Overview of our survey design and research ques-
tions (RQs).

2.3 Research Questions
In summary, although previous works suggest that NNESs
may be more susceptible to phishing attacks, it remains un-
clear how language affects non-native speakers’ strategies to
combat phishing attacks. To help non-native speakers defend
themselves against phishing attacks, it is critical to understand
their current practices of dealing with emails written in their
non-native language. In this paper, we ask:

RQ1. Do NNESs show different behavioral tendencies
(e.g., security-risk-prone vs. security-risk-averse) toward
native language and English emails?
RQ2. What are the NNESs’ concerns about identifying

English phishing emails?
Following the suggestion of Lastdrager et al. [37], who ad-
dressed anti-phishing interventions designed specifically for
children, we advocate for anti-phishing interventions designed
specifically for NNESs.

3 Methods

We designed an online survey to understand NNESs’ behav-
ioral tendencies (RQ1) and concerns (RQ2) about English
phishing emails.

3.1 Survey Design
Figure 1 summarizes the design of our survey and correspond-
ing research questions1. Our survey consisted of three parts.
In Part 1, we asked the participants about their demographics;
then in Part 2, we explored their behavior and attention toward
emails (RQ1); and finally in Part 3, we asked the participants
with low confidence in identifying English phishing emails
about their concerns. (RQ2).

In Part 2, randomly selected half of the participants from
each country were shown a set of English emails that included
phishing emails. The other half were shown the same set of
emails translated into their native languages. All participants
were provided with a scenario that described the background

1The entire study was approved by our Institutional Review Board.
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of receiving the emails and asked how they would respond to
them. To minimize the effects of email content, we adopted a
between-subjects design for Part 2. In Part 3, all participants
were asked about their past experiences of being deceived by
phishing emails and their confidence in identifying phishing
emails in their native languages and in English. We adopted a
within-subject design for Part 3 because we were interested in
understanding whether people had different experiences and
confidence levels when the language of the emails differed.
Furthermore, it is worth noting that we conducted Part 3 after
Part 2 because we were concerned that the participants’ behav-
ior (in Part 2) may be affected if they knew the focus of our
study was phishing (as revealed in Part 3). A previous study
showed that revealing such information would improve the
participants’ performance to identify phishing emails during
the experiment [49]. We did not inform the participants that
they were participating in a phishing study in Part 2. The de-
mographics questions in Part 1 also did not include questions
about their phishing experiences.

The questionnaire items (including the email materials)
were translated into German, Korean, and Japanese by two
professional translators of the respective language to ensure
their validity.

3.2 Procedure

In this subsection, we introduce the procedure of our study
and the preventive measures that protected the privacy of our
participants during the study.
Screening Survey. To recruit eligible participants, we imple-
mented a short screening survey prior to our main survey.
The screening survey included four demographic questions:
age, self-identified gender, occupational status, and native
language. In the middle of the screening survey, we asked
an attention check question. Those who were deemed eligi-
ble for our survey (participation eligibility is described in
Section 3.4) proceeded to our survey. Our screening survey
included a consent form and instructions. In the instructions,
participants were provided the survey title, estimated time,
compensation, and confidentiality of the survey data. Our
survey title was “Survey of emails written in <participants’
native language> or English”. Based on other security-related
studies that conducted online surveys [1, 46], we did not use
security-related terms (e.g., phishing) in either the survey title
or instructions to avoid recruiting biased participants who
were only interested in computer security.

All participants were required to complete consent forms
before starting the main survey (Parts 1 to 3).
Part 1: Demographics. In addition to the basic demographic
questions from the screening survey, we asked the following
six questions: education level, whether they were IT profes-
sionals, confidence level in their English reading skills (6-
point Likert scale), total years spent learning English, and the
average number of emails they received each working day in

their native language and English.
Part 2: Behavioral Tendencies (RQ1). Based on previous
phishing studies, we measured the participants’ behaviors
based on their performances in a scenario-based roleplay
task [7, 8, 18, 49, 50, 57]. The roleplay enables researchers
to study phishing without conducting an actual simulated
phishing attack [57].

We first gave participants fictitious profile information
about the email recipient for roleplay in their native language.
We then showed screenshots of four emails that included
phishing emails and asked them to answer how they would
respond if they received each email by selecting provided
options. At the end of Part 2, we asked the participants about
the email elements to which they usually paid attention when
they received emails. They chose their top 3 email elements
from a list of representative elements (e.g., sender’s email
address, subject line, grammatical errors and misspellings),
which were adopted from Vishwanath et al. [65].
Part 3: Confidence and Concerns about English Phishing
Emails (RQ2). In Part 3, we asked participants questions
about their confidence and concerns about identifying En-
glish phishing emails. To avoid misunderstandings, we de-
fined “phishing attacks” at the beginning of Part 3. Then, we
asked how often they received both work-related and personal
suspicious emails (except company phishing training). We
specifically asked them how often they received such emails
written in both their native language and English.

Next, we asked about their experiences of being deceived
by phishing in both work-related and personal emails, except
for training. We asked about clicking on a link or opening an
attached file in phishing emails written both in their native
language and English, regardless of the damage.

Participants were then asked about their confidence levels
for identifying phishing emails. They assessed their agree-
ment or disagreement with these two statements: “I can al-
ways identify a phishing email written in <participant’s native
languages>” and “I can always identify a phishing email
written in English” on a 6-point Likert scale from “strongly
disagree” to “strongly agree.” Depending on their answers
about their level of confidence, participants were asked either
why they thought that they could or could not identify English
phishing emails in an open-ended question.

For a manipulation check, we included a question in the
middle of Part 3 that asked about the definition of phishing.
This was to confirm their understanding of phishing emails.
They were asked to choose the best definition of phishing
from three options: the definitions of phishing, ransomware,
and distributed denial-of-service (DDoS). An attention check
question was also included in the middle of Part 3. Participants
who answered either the definition check or the attention
check incorrectly, or both, were excluded from our dataset
to ensure the quality of our analysis results. All participants
received compensation, even if they did not pass these checks.
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3.3 Materials for Roleplay Task

For our roleplay task, we carefully examined previous phish-
ing studies as mentioned in Section 3.2 and finally prepared
four emails: an obvious-phishing email, two uncertain emails,
and a genuine email (Table 1). As shown in Fig. 2, all used
screenshots of the emails follow the format of Gmail. The
obvious-phishing email contained features that appeared to
be undeniably illegitimate. The genuine email contained no
features that suggested phishing. The uncertain emails con-
tained some features that suggested the possibility of phishing;
however, such information alone did not provide sufficient
evidence to identify whether the email was phishing based
only on the appearance of the screenshots. The contents of
the emails of our roleplay task must resemble those received
by NNESs on a daily basis. If NNESs receive an email in
English from a service that is unavailable in their country,
they are likely to ignore it based on the unnatural context.
Therefore, the senders (or spoofed senders) of the emails
must be well-known, worldwide services (e.g., PayPal and
LinkedIn) or business acquaintances to increase the feeling
of verisimilitude in NNESs about an email in English. The
obvious-phishing and uncertain emails were collected from an
online archive of phishing emails (MillerSmiles.co.uk [41])
and the dataset used by Canfield et al. [7, 8]. The genuine
email was taken from an inbox of one of the authors. We then
arranged them for this study (e.g., displayed names and dates).
We kept the survey short by providing a limited number of
emails for this roleplay task that could be completed in a few
minutes in order to reduce participants’ fatigue.

Recent studies examined spear phishing emails applying
the psychological principles of persuasion [47, 63] as men-
tioned in Section 2.1. Instead of covering various scenarios
concerning such psychologically persuasive contexts, our role-
play task focuses on phishing cues that might be fundamental
metrics when users identify phishing emails. As summarized
in Table 1, the obvious-phishing and uncertain emails con-
tained two or more features often associated with such prac-
tices as phishing cues: suspicious sender email addresses, sus-
picious URLs, impersonal greetings, hidden URLs, attached
files, requests for sensitive information, and requests requir-
ing urgent action [7, 8, 18, 59]. We did not use an email that
contained obvious grammatical errors or misspellings. This
is because it would be impossible to replicate them accu-
rately across languages and we wanted to minimize exper-
imental variability. In the obvious-phishing email (b) (Ta-
ble 1), a suspicious URL was displayed, which Canfield et
al. [8] described as the most valid cue for identifying phishing
emails. The sender’s email address in phishing email (b) was
also suspicious. Although the name of a well-known service
(LinkedIn) appeared in the URL and in the sender’s email
address, their positions in the URL and email address struc-
ture were inauthentic. The uncertain email (a) contained a
hidden URL, and the URL was hidden by an HTML button

Table 1: Features of four emails used in roleplay task.
Sender Legitimacy Phishing cues

(a) PayPal (Card ex-
piration notice)

Uncertain · Impersonal greeting
· Hidden URL (HTML button)
· Request for sensitive information
· Request for urgent action

(b) LinkedIn (Login
notification)

Obvious
phishing

· Suspicious sender’s email address
· Impersonal greeting
· Suspicious URL
· Request for urgent action

(c) Coworker (Meet-
ing invitation)

Genuine N/A

(d) IT service staff
(Alert notice)

Uncertain · Attached zip file
· Request for urgent action

Figure 2: Example of email screenshots shown to participants
in the roleplay task (Email (a), English version).

that displayed text. The URL must be uncovered by hovering
over it with a mouse to identify whether it was phishing or
genuine. In the uncertain email (d), a zip file was attached,
which could contain harmful files such as malware.

The participants played the role of a male employee who
was given a prevalent name in each country (e.g., Japanese
participants were given an identity of “Taro Yamada”) work-
ing at the ABC Company. Each participant was informed that
he had PayPal and LinkedIn accounts, which, respectively,
corresponded to the senders of emails (a) and (b). We also
informed the participants of the email addresses of his boss
and the company’s IT staff, which, respectively, corresponded
to the senders of emails (c) and (d).

We then provided the following four options to participants
in each email: “I’d ignore it without referring to any other
information than this screenshot;” “I’d follow its instruction
without referring to any other information than this screen-
shot;” “I’d refer to some other information than this screen-
shot to decide how to respond2;” and “Other.” Although, in
reality, users could perform multiple actions (e.g., they ignore
an email after checking the validity of sender address), to
reduce the complexity of our user study, our roleplay tasks
ask participants to choose their initial reaction rather than an
email response procedure. We also asked the participants who

2Hovering over links is included in this option.
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chose“I’d refer to some other information...” or “Other” to
specify the information they would refer to or what actions
they would take in an open-ended form. Since we wanted to
protect our participants from accessing phishing websites but
did not want them to think that those emails are phishing, we
asked them to answer the questions without searching any
information contained in the emails.

Although we designed our roleplay tasks according to the
aforementioned prominent literature, the ecological validity
of the anti-phishing study of user behavior needs further im-
provement (Please see Section 5.2).

We provide the full questionnaire in Appendix A.

3.4 Participants
We recruited participants from three non-native English-
speaking countries. The English skills of the citizens of these
countries and their confidence in English might affect their
responses to English emails. We used the EF English Profi-
ciency Index (EF EPI) 2019 [20] and selected one country
from each English proficiency level group: Germany from
with the very high or high level, South Korea from the moder-
ate level, and Japan from low or very low level.

In each country, we limited the participants to full-time
workers who were at least 18 years old and native speakers
of the country’s official language (e.g., German samples only
consisted of native German speakers). We recruited workers
to improve the ecological validity of our study. For NNESs,
workers face higher potential risks of phishing attacks writ-
ten in English because they are more likely to be exposed
to English than non-workers. We recruited a broad array of
participants with quota sampling to match the demographics
of working populations.

We recruited participants and conducted our survey through
a survey company (Macromill [40]) that has large-scale,
global online panels. The participants received a compen-
sation, which roughly equals US$4.7. This survey was done
in July and August, 2020.

We analyzed valid responses from 862 participants: 284
Germans, 276 South Koreans, and 302 Japanese. Participants
finished our survey in 7.5 minutes (median), including the
screening survey. Table 2 shows the demographics of our
participants. Their age and gender distributions were similar
in all three countries. Although there were some differences
among the three countries in demographics other than age
and gender, the distributions of the demographics between the
two groups divided by language in our roleplay task (native
language group and English group) were similar in each coun-
try. The percentages of participants who were confident in
their English reading skills were high in Germany, followed
in descending order by South Korea and Japan.

Table 3 shows the frequency that participants received sus-
picious emails and their experience being deceived by phish-
ing emails. Although the frequency of receiving suspicious

emails was lower in English than in their native languages
in all three countries, at least a quarter of the participants
received suspicious emails in English at least once a month.
This indicates that NNESs are regularly exposed or perceive
to be exposed to English phishing emails. Although the per-
centages of participants who have been deceived by phishing
emails in English was also lower than in their native language,
this result may be influenced by the fact that they obviously
receive more suspicious emails in their native languages than
in English. In this paper, we explore the differences in users’
susceptibility between the contexts of their native languages
and English when they actually receive a phishing email.

3.5 Data Analysis
In this study, we conducted two types of data analysis: partic-
ipants’ behavioral tendencies toward emails in our roleplay
task (RQ1) and their concerns about identifying phishing
emails in English (RQ2).

First, we categorized participants’ behaviors toward phish-
ing in a roleplay task based on two typical indexes introduced
in Section 1: security-risk-prone and security-risk-averse be-
havioral tendencies.

• Security-Risk-Prone Behavior. We defined security-risk-
prone behavior as the participants following the instruc-
tions from the sender (e.g., clicking a link or opening
an attached file) without any inspection. This behavior
is problematic when the email is likely phishing. In our
analysis, we counted the participants who answered, “I’d
follow its instruction without referring to any other in-
formation than this screenshot,” to the obvious-phishing
or uncertain emails ((a), (b), and (d) in Table 1).

• Security-Risk-Averse Behavior. We defined security-
risk-averse behavior as the participants ignoring instruc-
tions from the sender without any inspection, even when
the email is likely genuine. We counted the participants
who answered, “I’d ignore it without referring to any
other information than this screenshot,” to the genuine
or uncertain emails ((a), (c), and (d) in Table 1).

For each email, we tested whether there was a significant
difference between the percentages of participants who en-
gaged in risk-prone behavior toward emails in their native lan-
guage and those in English (Chi-square tests with Bonferroni
correction for multiple comparisons). We tested security-risk-
averse behavior in the same manner. Furthermore, to explore
factors that affect an individual’s security-risk-prone/risk-
averse behavioral tendency, we performed ordinal logistic re-
gression analyses. Specifically, we used the following model:
security-risk-prone/averse behavior ∼ age group + IT exper-
tise + confidence in reading English + Email load + culture.
These independent variables were selected based on the find-
ings of the existing literature [38, 57, 65]. We confirmed that
each pair of our independent variables had no multicollinear-
ity and that the proportional odds assumption was satisfied.
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Table 2: Basic and extensive demographics of our participants.
Country Germany South Korea Japan

Language used in our roleplay task German English Korean English Japan English
(N=140) (N=144) (N=141) (N=135) (N=148) (N=154)

Age 18-29 24.3% 20.8% 29.8% 25.9% 23.6% 25.3%
30-39 24.3% 27.1% 22.0% 25.9% 25.7% 21.4%
40-49 26.4% 27.1% 24.1% 24.4% 25.0% 26.6%
50-59 22.1% 20.8% 19.1% 19.3% 23.0% 20.1%
60 or over 2.9% 4.2% 5.0% 4.4% 2.7% 6.5%

Self-identified gender Male 55.0% 56.3% 59.6% 57.8% 60.1% 55.8%
Female 45.0% 43.8% 40.4% 42.2% 39.9% 44.2%

Level of education No high school/High school 25.0% 23.6% 9.9% 11.1% 19.6% 26.0%
Assoc. degree/Tech. degree 39.3% 45.1% 12.8% 9.6% 20.3% 18.8%
Bachelor’s degree 33.6% 29.2% 71.6% 68.9% 52.7% 46.1%
Graduate degree 2.1% 2.1% 5.7% 9.6% 7.4% 8.4%

IT professionals % Professionals 30.7% 27.1% 19.9% 19.3% 8.1% 6.5%
Confidence of English-reading % Positive (6-point scale) 77.9% 77.8% 41.1% 42.2% 12.2% 14.3%
Years of English learning Ave. 8.9 8.4 11.6 12.4 8.4 8.2
Received emails per day Ave.: Native language 25.3 23.1 13.5 14.2 28.7 33.1
Received emails per day Ave.: English 6.5 4.7 3.0 2.7 1.4 2.2

Table 3: Participants’ experiences with phishing emails.

Country
% Participants who
receive suspicious emails
at least once a month

% Participants who have
been deceived by
phishing emails

Native English Native English
Germany 58.1% 47.5% 25.4% 14.1%
South Korea 56.7% 39.1% 14.5% 10.1%
Japan 51.7% 26.5% 6.0% 1.3%

Next, we explored the participants’ concerns about identify-
ing English phishing emails in open-ended questions. Original
open-ended comments were collected in participants’ native
languages and professional translators translated them into En-
glish. Two independent coders then rated them through an in-
ductive thematic analysis method, which identifies, analyzes,
and reports patterns (themes) within data [4]. The coders prac-
ticed rating a subsample of users’ responses and discussed
differences until they reached a consensus before rating the re-
mainder of the data. Because participants sometimes provided
multiple concerns, we allowed multiple themes per response.
Accordingly, we calculated the inter-rater reliability using the
Kupper-Hafner statistic [21].

4 Results

In this section, we aim to answer our research questions by
analysing the results of our roleplay task and survey questions.
We first addressed RQ1 by studying participants’ behavior
toward emails. Next, we addressed RQ2 by studying partic-
ipants’ confidence and concerns about identifying English
phishing emails. This study aims to unveil the differences in
participants’ behavior and perceptions between their native
languages and English. Please note that national or cultural
differences are out of our scope (see 5.2 for more details).

4.1 RQ1: Behavior toward the Emails

4.1.1 Security-Risk-Prone/Averse Behavioral Tendency

Table 4 shows the percentages of the participants with
security-risk-prone behavioral tendencies for each email in
our roleplay task. In Germany and South Korea, the percent-
age of participants who engaged in security-risk-prone behav-
iors was lower in English contexts than in their native lan-
guage contexts. Especially in South Korea, the difference was
large and statistically significant for all three emails (p<.05).
In contrast, in Japan, more participants engaged in security-
risk-prone behavior in English contexts than in Japanese con-
texts. In all three countries, the percentages of participants
who engaged in security-risk-prone behavior in response to
the obvious-phishing email (b) with the suspicious URL and
to the uncertain email (a) were similar. Participants did not
seem to look for and rely on a suspicious URL for their
decision-making, although Canfield et al. [8] described it as
the most valid cue for identifying phishing emails.

As Table 4 shows, in all three countries, the percentage
of participants who engaged in security-risk-averse behavior
was higher for emails in English than for emails in their na-
tive languages. For the genuine email (c), which contained
no phishing cues, 24–29% of the participants engaged in
security-risk-averse behavior in English contexts. We found
that the differences in the percentages of participants with
security-risk-averse behavior between their native language
and English contexts were larger for email (a), which was sent
from PayPal, than emails (c) and (d), which were respectively
sent from the coworker and company staff. This tendency was
common in all three countries. In other words, participants
appear more likely to ignore an email from a service with
which they have no personal relationship than one from a
sender with whom they have an established relationship in
English contexts. This result suggests that the expected ex-
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Table 4: Percentage of participants who engaged in security-risk-prone/averse behaviors in our roleplay task.
Behavioral tendency Country Language (a) Uncertain (b) Obvious phishing (c) Genuine (d) Uncertain

Security-risk-prone behavior

Germany Native 27.1% 30.7%

N/A

53.6%
English 22.2% 23.6% 45.8%

South Korea Native 41.8%* 43.3%* 50.4%*
English 25.9%* 25.2%* 31.1%*

Japan Native 8.8% 8.8% 23.6%
English 14.3% 14.9% 24.7%

Security-risk-averse behavior

Germany Native 48.6%

N/A

19.3% 32.1%
English 61.8% 24.3% 40.3%

South Korea Native 20.6%** 21.3% 30.5%
English 41.5%** 28.9% 37.0%

Japan Native 44.6% 18.9% 46.6%
English 56.5% 29.2% 48.7%

Bold font indicates that the difference between the two groups (native language and English) is statistically significant (Chi-square tests). Significance levels are
***p<.001; **p<.01; *p<.05, whose p-values are corrected for multiple testing using the Bonferroni method.

Table 5: Regression analysis for Security-risk-prone/averse behavioral tendencies in English contexts.
Independent variables Security-risk-prone Security-risk-averse

Coefficients Std. Err. p-values Coefficients Std. Err. p-values
Age group -.2702 .0814 <.001 *** .2068 .0745 .0055 **
IT professional .2602 .2555 .3086 -.1440 .2375 .5443
Confidence in reading English .2504 .0867 .0039 ** -.3263 .0844 <.001 ***
Num. Received English emails -.0234 .0152 .1245 -.0294 .0159 .0641
Korean -.0717 .2362 .7616 -.3981 .1176 .0473 *
Japanese -.5300 .2794 .0578 .0635 .2068 .7589

p-values test the hypothesis that coefficients are zero, i.e., independent variables do not affect security-risk-prone/averse behavior. Significance levels are
***p <.001; **p <.01; *p <.05. Security-risk-prone/averse behavior (dependent variables): the number of emails the participants engaged in security-risk-
prone/averse behaviors (0 to 3). Age group: 18-29, 30-39, 40-49, 50-59, or ≥60. IT professional: professional or non-professional (we set the non-professional as
the baseline). Confidence in reading English: 6-point Likert scale 0 (strongly disagree) to 5 (strongly agree). Culture: Germany, South Korea, or Japan (we set
Germany as the baseline).

tent to which relationships are impacted by ignoring emails
may be negatively related to security-risk-averse behavior in
English contexts.

As shown in Table 5, age groups and confidence in reading
English had significant effects on participants’ security-risk-
prone/averse behaviors in English contexts; younger partic-
ipants with more confidence in reading English were more
likely to follow the instructions in obvious-phishing and uncer-
tain emails written in English, and they were also less likely
to ignore the instructions in genuine and uncertain emails
written in English. The result indicating that factors related to
participants’ self-perceived English proficiency level signifi-
cantly affect their behavior toward English emails is consistent
with previous phishing studies that examined NNESs [2, 33].
Contrary to the expectations from previous phishing stud-
ies [22, 57, 65], IT expertise and the number of received
emails did not significantly affect participants’ behavior in
English contexts. A prior work [45] in language communica-
tion reported that NNESs’ behavior was more influenced by
their self-perceived English fluency than objective English flu-
ency. Our results seems to support that conclusion: confidence
in English reading (self-perceived English index) did affect
NNESs’ behavior more than the number of received English
emails (the objective English index relates to familiarity with
English).

4.1.2 Participants’ Inspection Behaviors

We analyzed the open-ended responses of participants who
reported that they would refer to some other information than
the screenshot. The most frequent inspection behaviors were
the same regardless of whether the participants were shown
emails in English or their native language: participants would
log in to the website without clicking the link in the email,
which is generally recommended as an anti-phishing reac-
tion [44], for emails (a) and (b), and they would ask their
coworkers for emails (c) and (d). In all three countries, the
percentages of participants who reported that they would use
Internet search were higher in their native language environ-
ment than in English. In English contexts, 0.4% of German,
4.8% of Korean, and 6.5% of Japanese reported that they
would use an online translator (on average of four emails).
Please see Appendix B for more details.

4.1.3 Attention to Email Elements

Previous studies found that individual attention to email
sources and grammatical errors/misspellings were signifi-
cantly and negatively related to phishing susceptibility, and
that attention to urgency cues and subject lines were signifi-
cantly and positively related to phishing susceptibility [65,67].
Fig. 3 shows the percentages of the participants who usually

326    Seventeenth Symposium on Usable Privacy and Security USENIX Association



Figure 3: Email elements to which our participants pay attention.

paid attention to each email element in their native language
and English contexts. Although there were some differences
in elements that participants paid attention to between the
three countries, we focus on the common differences between
their native languages and English. In all three countries, par-
ticipants paid less attention to grammatical/misspelling errors
and more attention to the sender’s email addresses and sub-
ject lines in English contexts. This indicates that participants
tended to rely more on information recognized at a glance to
roughly grasp the content and context of the emails in English
contexts. We note that excessive reliance on subject lines for
phishing identification is risky because they often serve as
a lure in phishing emails [65]. In countries with relatively
low English proficiency (i.e., Korea and especially Japan),
the percentage of participants who focused on grammatical
errors and misspellings was markedly lower in English con-
texts than in native language contexts. This reflects the fact
that participants with low confidence in their English reading
skills believed that they were unable to detect such errors in
English.

4.2 RQ2: Confidence and Concerns about En-
glish Phishing Emails

4.2.1 Confidence in Identifying Phishing Emails

Figure 4 shows participants’ degree of confidence in identi-
fying phishing emails. The percentages of participants who
were not confident in identifying English phishing emails (i.e.,
answered “strongly disagree” to “somewhat disagree.”) were
24.6% (70/284) in Germany, 43.5% (120/276) in Korea, and
60.0% (181/302) in Japan. In all three countries, the percent-
age of participants who were confident that they can identify
phishing was lower in English than in their native language.
We conducted a correlation analysis and found that partic-
ipants’ degree of confidence in identifying English phish-
ing emails was positively correlated with their confidence in
their English reading skills (Germany ρ=.378, p<.001; South
Korea ρ=.456, p<.001; Japan ρ=.452, p<.001). Conversely,
following the several previous studies that showed that the

Figure 4: Participants’ confidence in identifying phishing.

participants’ confidence in identifying phishing did not ex-
plain their phishing identification performance in the native
language contexts [17, 31, 46], we also found that confidence
in identifying English phishing was not significantly corre-
lated with participants’ security-risk-prone/averse behavioral
tendencies in English contexts in any of the three countries.

4.2.2 Concerns about Identifying Phishing in English

Of the 862 participants, 371 participants who were not con-
fident in identifying English phishing emails (as described
in Section 4.2.1) were asked about their concerns. Since we
aimed to explore their specific problems to determine anti-
phishing interventions for NNESs, we excluded 144 unclear
responses such as “Because I am not good at English.” As a
result, we conducted thematic analysis of 227 responses and
found five main concerns: difficulty understanding English
email content (70.0%), difficulty identifying errors and unnat-
ural language in English (15.0%), unfamiliarity with English
phishing emails (9.3%), decreased attention in English con-
texts (8.0%), and difficulty finding similar cases in English
on the Internet (3.1%). The final inter-rater reliability was
0.84, which is considered to be a high agreement. Comments
from German, South Korean, and Japanese participants are
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indicated with (G), (K), and (J), respectively. The discussion
of each concern follows, and design implications based on
these concerns will be presented in Section 5.1.
Difficulty Understanding English Email Content. The ma-
jority of participant concerns contained anxiety about identify-
ing English phishing emails because the participants struggled
to understand the content of English emails. Comments from
such participants indicated that the fundamental cause of this
concern is their lack of English skills: “Because my English
skills aren’t very good, I can’t understand English emails
at all”(J) and “I’m not good at English. Even when I did
roughly understand the email, I couldn’t grasp its details in
English...”(J). Especially, older participants expressed strong
concerns: “It’s been a long time since I learned English, so
I can’t read it very well” (K). As a strategy to address this
concern, some participants used an online translator. How-
ever, they also complained about its inaccuracy: “I tried to
use an online translator, but unfortunately, its translations
aren’t very good, and they are sometimes very confusing...”
(K). Participants who felt that they could not understand the
English emails admitted that they often ignored them: “Since
I can’t read English, I usually just ignore English emails”(J).
This is typical security-risk-averse behavior and can certainly
prevent English phishing emails, but such biased behavior also
creates a risk of opportunity loss by inhibiting communication
in English. We conclude that NNESs need support to reduce
two distinct risks: English phishing emails and opportunity
loss of English communication.
Difficulty Identifying Errors and Unnatural Language in
English. Baki et al. [3] found that users generally investi-
gated such language information as writing styles and gram-
mar to identify phishing emails. However, our participants
believed that they could not adopt this strategy for emails
in English: “For Japanese emails, I can obviously identify
incongruities caused by grammar, nuances, and honorific ex-
pressions. However, in English, although I can understand
the surface contents of emails, I cannot grasp any language
nuances”(J). Indeed, the result of Section 4.1.3 shows that
participants paid less attention to grammatical errors and mis-
spellings in English contexts. This concern is not a simple
problem because many participants mentioned not only errors
in sentences but subtle unnatural nuances in the language.
Participants believed that they needed a high level of English
knowledge to overcome this concern: “Phishing emails are
not always obvious. Further English knowledge is necessary
to more certainly recognize them” (G).
Unfamiliarity with English Phishing Emails. Sheng et
al. [57] reported that the participants with a high degree of
prior exposure to anti-phishing education (i.e., familiarity
with phishing) were significantly less susceptible to phishing.
However, participants were concerned about their unfamil-
iarity with English phishing emails:“... I’m not familiar with
the formats and patterns of English phishing emails” (J) and
“... Compared to Korean ones, English phishing emails are

more varied and sneaky, which increases the odds that they
will be confusing” (K). A participant noted the difference in
the amount of experience receiving phishing emails written
in their native language and those in English as well as the
amount that can be learned from familiar media: “I think that
there is a general type of phishing email that is written in Ko-
rean. It’s an advantage to experience more phishing emails in
Korean than similar emails in English. All kinds of media deal
with (Korean) phishing emails, so there are more chances to
figure out if it’s phishing compared to those in English...” (K).
Decreased Attention in English contexts. Although it is ev-
ident that users’ attention is essential to identify phishing
emails, several participants were concerned that their atten-
tion would be reduced in reading English emails: “... I can’t
understand the contents of English emails. Thus, I practically
panic and worry that I won’t make the right decision when
I receive it” (J), and “Since I can’t read English, I blindly
open a phishing email to understand the contents” (J). These
concerns reflect security-risk-prone behaviors of NNESs. One
participant noted that their attention was decreased because
the language of the URLs is English.: “... If Korean emails
provide a link, since its language is different, I might not click
on it because it looks different. But for English emails, since
the contents are in English and the link is also English, it
does not stand out so much. Therefore, I might click on the
link more easily than in Korean emails” (K). It seems to be
unique to NNESs to focus on the discrepancy between the
languages used in the body of the email and the link (i.e., URL
that can use Unicode) respectively, however English emails
do not have this feature, suggesting that it is not an effective
behavior against English phishing emails.
Difficulty Finding Similar Cases in English on the Inter-
net. In our roleplay task, some participants told us that they
used Internet search engines to find similar cases of received
suspicious emails in their native language contexts. This
means searching on the Internet is an important strategy for
identifying phishing emails. However, participants mentioned
that they encountered a problem when they searched for sim-
ilar cases in English: “When I Google the text of a phishing
email in Japanese, I can see if it is phishing by viewing the
posted experiences by people who received a similar email.
However, for English, I cannot see if it is phishing because it’s
difficult for me to read the contents of websites from a Google
search” (J); and “... Even if I can search websites related to the
phishing email, it is difficult to determine which information
is correct in English contexts” (J). This matches the findings
of Chu et al. [10,11] who reported that NNESs struggle when
viewing and skimming online search results. Although only
few participants mentioned this concern (3.1%), we infer that
participants who mentioned that they struggled to understand
the content of English emails (70.0%) would also have diffi-
culty when searching for similar cases.

On the other hand, the following are three main reasons
collected from participants who were confident in identifying

328    Seventeenth Symposium on Usable Privacy and Security USENIX Association



English phishing emails: their attention improves due to a
lack of opportunities to receive English emails in their daily
life, they can read the elements needed to identify phishing in
English, and they believe the mailer and in-house system will
detect it. However, regarding the mailer and in-house system,
one participant reported that such systems make decisions that
lead to lost opportunities: “Since distinguishing between good
and phishing emails is often difficult, you often automatically
anticipate phishing or spam in the case of English emails. So
sometimes an important email might easily get lost” (G).

5 Discussion

In a society where native and non-native speakers coexist, it
is desirable that there is a minimal discrepancy in communi-
cation between native and non-native speakers. The capability
of non-native speakers to respond appropriately to emails
written in English is a typical example; that is, NNESs are
expected to be able to read and understand genuine emails,
while correctly ignoring phishing emails even when they are
written in English. Through our experiments, we found that
NNESs were more prone to engaging in undesirable behav-
iors when they handled English emails, whether phishing or
genuine, and that this tendency varied across countries. We
also found that NNESs could not adopt their strategies for
identifying phishing emails written in their native languages
for English phishing emails. Specifically, they had difficulty
in identifying errors and unnatural language and searching
similar cases in English contexts. In this section, we first dis-
cuss the design implications that aim at supporting NNESs in
taking the appropriate action when they need to deal with an
email written in English. We then discuss the limitations and
future extensions of our study.

5.1 Design Implications
Our findings suggest the need to develop assistive technolo-
gies to help NNESs handle English emails correctly. In this
section, we present specific design implications (D1–D4)
based on our findings. We also discuss their effectiveness
and limitations.
D1: Language-agnostic phishing knowledge base. As a
strategy for identifying phishing emails written in their native
language, some participants reported that they use Internet
search engines to obtain information about similar phishing
cases. At the same time, they raised a concern that it would
be difficult to take the same approach for identifying English
phishing emails. The common challenges derived from our
participants’ comments (as shown in Section 4.2.2 – Diffi-
culty Finding Similar Cases in English on the Internet) and
previous studies of information searches in non-native lan-
guage [10, 11, 69] are as follows. First, for NNESs, obtaining
information in English is a difficult task. Second, even when
they find correct information in English, they may not be

able to interpret it correctly. Moreover, it is not straightfor-
ward for NNESs to ascertain the reliability of information
sources. Based on these observations, we propose to develop
a phishing knowledge base, which (1) is operated by a glob-
ally authorized, neutral organization such as an international
standardization organization, (2) collects and maintains phish-
ing cases in various languages, and (3) provides language-
agnostic notations so that NNESs can understand the phishing
content. As a previous study on the design of a security in-
dicator implies [19], adopting graphical notations would be
effective for solving this problem.
D2: Auto follow-up mechanism Our survey revealed that
some NNESs tended to engage in security-risk-averse behav-
ior primarily because the email was written in English. While
this behavior may help to reduce the threat of phishing, it
could lead to the increase of the risk of losing important op-
portunities by ignoring all incoming emails written in English.
We believe that introducing an auto follow-up mechanism is
useful in solving this problem. Gmail [9] has adopted a func-
tionality to provide both an email sender and recipient with a
quick reminder that nudges them to follow-up or respond to
a potentially important email. For instance, the Gmail inbox
displays the message “Received X days ago. Reply?” for the
receiver and “Sent X days ago. Follow up?” for the sender.
D3: Training on anti-phishing emails for NNESs Some
participants reported that they were confident in identifying
phishing emails written in their native language, but it was dif-
ficult for them to identify phishing emails written in English
because they were unfamiliar with the patterns of English
phishing emails. They also reported a concern that their atten-
tion was reduced when reading English emails compared to
reading their native language emails. One promising strategy
to solve such a problem is to provide training. As previous
studies have reported, providing a training program is known
to be effective in encouraging appropriate action toward re-
ceived emails, which could contain phishing [35, 57, 58]. Par-
ticipants in the training program can learn what to watch for
in an email and the intrinsic wording to help them identify
a phishing message. There are no studies that have shown
that important points for identifying phishing emails, e.g.,
the domain name of a URL in the email, vary greatly across
languages. Therefore, it may seem that it is sufficient for
non-English speakers to take phishing training in their na-
tive language. However, the essential elements in identifying
phishing emails are not only the technical points such as do-
main names in URLs, but also the correct understanding of
the content and context of the email, which must be learned
through specific examples in English. Therefore, it is desirable
for NNESs to participate in English Phishing training. More-
over, because our regression analysis revealed that confidence
in English reading increases security-risk-prone behaviors,
we believe that English language lessons alone would not be
sufficient and that specialized English phishing training for
NNESs would be needed. Assessing the effectiveness of such
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an educational approach is a challenge for the future.
D4: Machine translation as an assistive tool. Machine
translation (MT) services are expected to help NNESs with
concerns about their inability to understand English emails. In
recent years, the accuracy of MT as well as existing MT ser-
vices, such as DeepL [16] and Google Translate [23], which
are known to generate very natural translations, has improved
drastically due to advances in deep learning technology. In
fact, many participants mentioned that they relied on MT ser-
vices when they needed to read emails in English. As it is
expected that the quality of MT technology will continue to
improve in the future, adoption of MT as an assistive tool
could help NNESs identify English phishing emails.

MT is expected to provide the advantages mentioned above;
however, the advancement of MT may raise two new con-
cerns: (i) it could interfere with the commonly used phishing
identification practice when receiving phishing emails that
are likely translated from the original language, i.e., detect-
ing grammatical typos/errors in phishing emails, and (ii) if
the phishing email sender uses advanced MT and sends the
translated phishing emails written in the recipient’s native
language, the recipients could be fooled by phishing scams
because the emails are written with natural text in their native
languages. These observations imply that the strategy that
many participants use to fight against phishing emails, i.e.,
detecting grammatical typos/errors, will no longer be promis-
ing in the future. As MT technology improves, strategies for
identifying phishing emails that rely solely on grammatical er-
rors should be avoided, and other essential features associated
with phishing should be considered.

Because NNESs’ concerns in identifying English phishing
were not specific to a particular language/culture, we believe
the above design implications are generalizable to non-native
speakers of other languages.

5.2 Limitations and Future Work
While our survey provides much insight into the challenges
faced by NNESs when they receive English emails, there are
several limitations.

The purpose of this study was to examine how language
barriers impact users’ susceptibility to phishing emails. The
reason we recruited participants from three countries varying
in English proficiency was not to compare cultural effects but
to confirm the robustness of our findings. However, in addi-
tion to language, cultural differences may have influenced the
results of this study. Sawaya et al. [55] and Harbach et al. [26]
examined “active” attitudes for secure use of devices or ser-
vices (e.g., updating software, strengthening passwords, and
locking smartphones) and reported that Japanese participants
exhibited less secure behavior compared with participants
from other countries. We cannot conclude that those results
are inconsistent with our result indicating that Japanese partic-
ipants are less likely to engage in security-risk-prone behavior,

as shown in Table 4. People’s behavior may vary depending
on the context, thus our work focused on revealing behavioral
tendencies in the context of phishing email. Furthermore, de-
mographic differences may have influenced the results of this
study. The high proportion of IT professionals among German
participants may have influenced our survey results, although
our regression analysis revealed that IT expertise did not sig-
nificantly affect participants’ security-risk-prone/averse be-
haviors. The different types of prior training provided in each
country also may have influenced participants’ behaviors. It is
complicated to conduct a survey of susceptibility to phishing
emails that completely separates the effects of language from
the effects of cultural and demographic differences. To reduce
such effects, we adopted a between-subjects design for each
country instead of directly comparing participants’ results per
country in our roleplay task.

Through our user study, we tested whether participants
were willing to follow the instructions (i.e., clicking on the
links or opening the attachment files) in the phishing emails.
However, after accessing a website in an actual phishing at-
tack, users may see an alerting security indicator and realize
that the website is a phishing website, and the attack may
not be successful. This study did not take such cases into
account. To determine the likelihood of NNESs falling victim
to a phishing attack, it is necessary to observe the overall
decision-making process of NNESs after reading a phishing
email written in English and visiting a website. Conducting
user studies with more strict ecological validity is a challenge
for future research. In addition, further research is needed
to investigate NNESs’ behavior when they receive more so-
phisticated spear-phishing emails that are highly aligned with
their personal contexts.

6 Conclusion

Through our scenario-based roleplay task, we showed how
non-native English speakers (NNESs) adopted security-risk-
prone/averse strategies toward emails in their native language
and English. Specifically, we found that participants adopted
more security-risk-averse behaviors (i.e., ignoring emails
without careful inspection) when the emails were written in
English rather than in their native languages. In addition, our
qualitative analysis of their open-ended answers revealed five
main factors that formed their concerns for identifying English
phishing emails; these include difficulty identifying language
errors, difficulty finding similar cases, and unfamiliarity. Our
findings bring the unique insight that NNESs may have dif-
ferent concerns and strategies for avoiding phishing emails.
It indicates the importance of considering language barriers
when designing interventions to support people in combating
phishing attacks. Implementing specific anti-phishing inter-
ventions for NNESs based on our findings is an important
research effort to reduce communication difficulties between
native and non-native English speakers.
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A Questionnaire

Each participant read and answered the questionnaire in their
native language. Participants were randomly assigned to a
group where they were shown emails written in their native
language or English. Asterisk (*) indicates that the sentences
were arranged by the participant’s country: Germany, South
Korea, or Japan. Double asterisks (**) indicate that the sen-
tences were dynamically arranged according to the partici-
pant’s preceding answers.

Screening survey

Survey Title: Survey of emails written in Ger-
man/Korean/Japanese* or English.

Number of questions: 5 in the screening survey and 17 in the
main survey (time required: about 25 minutes).

Participation compensation: 4 EUR / 5500 KRW / 500 JPY
(for those who participated in the main survey)

Data handling: This questionnaire is conducted anonymously.
Responses to it will be used for academic research. The aggre-
gated results of the answers to the multiple choice questions
will be published in an academic journal, and the answers to
the open-ended questions may be published in an academic
journal with a non-personally identifiable form. The answers
will be provided to requesting organizations, and translations
may be outsourced to a third party. The answers will be pro-
tected as confidential information.

Note: This survey has several open-ended questions. To help
us improve the quality of our research, please be as specific
as possible about your opinions. This survey also includes
several image-based questions.

I agree with the above information and agree to participate in

this survey.

◦ Yes, I agree with the above statement and I will partici-
pate in this survey.

◦ No.

Q01. How old are you?

◦ 18-29 years old
◦ 30-39 years old
◦ 40-49 years old
◦ 50-59 years old
◦ 60 years or older
◦ Prefer not to answer

Q02. What is your gender (self-identified gender)?

◦ Male
◦ Female
◦ Other
◦ Prefer not to answer

Q03. Which of the following best describes your current oc-
cupational status? Please select the most applicable answer.

◦ Work (full-time)
◦ Work (part-time)
◦ Student
◦ Unemployed or retired (including homemaker)
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Q04. This question is designed to verify that you have read
the question carefully.
Please select both “No” and “Other”.

2 Yes
2 No
2 Other
2 Prefer not to answer

Q05. What is your native language (the language you primar-
ily spoke before you were 10 years old)?

◦ German/Korea/Japanese*
◦ English
◦ Other

Main survey

Q01. Are you an expert in the fields of information technology
(IT), computer engineering, or computer science?

◦ Yes
◦ No

Q02. Which of the following best describes your highest
achieved education level? Please select the most applicable
answer.

◦ Some high school
◦ High school graduate
◦ Some college, no degree
◦ Associate’s degree
◦ Bachelor’s degree
◦ Graduate degree
◦ Other
◦ Prefer not to answer

Q03. How confident are you in your ability to read English?
Please select the most applicable answer.

◦ Very unconfident
◦ Unconfident
◦ Somewhat unconfident
◦ Somewhat confident
◦ Confident
◦ Very confident

Q04. How many years have you studied English in total,
including self-study? Please round your answer down to the
nearest whole number.
( ) years

Q05. How many emails (both work-related and personal) do
you receive on average on a typical weekday? Please include
auto-send emails. If you receive less than one email a day on

average, answer "0".
Emails written in German/Korean/Japanese*: ( )
Emails written in English: ( )

From here, you will answer by looking at email screenshots.
Answer by looking at the screenshots without actually search-
ing or accessing the information in them. The recipient of the
following email is Max Mustermann / Hong Gil-dong / Taro
Yamada*. Please answer questions 6-9 as if you were Max
Mustermann / Hong Gil-dong / Taro Yamada*.

Profile of Max Mustermann / Hong Gil-dong / Taro Yamada*

· Name: Mr. Max Mustermann / Hong Gil-dong / Taro Ya-
mada*

· Country of residence: Germany / South Korea / Japan*
· Occupation: office worker
· Employer: ABC Company
· Boss: Erika Müller(erika.mueller@abccompany.com)

/ Hong Gil-soon (gilsoon.hong@abccompany.com) /
Hanako Tanaka (hanako.tanaka@abccompany.com)*

· Email address of IT service department: it-
service@abccompany.com

· Online services he uses:
– PayPal

* Online payments service. He uses this service for
private online shopping. He registered his private
email address and his credit card information
with this service.

– LinkedIn
* Online networking services. He uses this service

to build his network. He registered his private
email address with this service.

– Zoom
* Video conferencing service. He uses this service

for working from home. He registered his busi-
ness email address with this service.

Email (a): An email sent to a private email address.

Q06. How would you respond if you received email (a)?

◦ I’d ignore it without referring to any other information
than this screenshot.
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◦ I’d follow its instruction without referring to any other
information than this screenshot.

◦ I’d refer to some other information than this screenshot
to decide how to respond.
Please specify. ( )

◦ Other
Please specify. ( )

Email (b): An email sent to a private email address.

Q07. How would you respond if you received email (b)?

◦ I’d ignore it without referring to any other information
than this screenshot.

◦ I’d follow its instruction without referring to any other
information than this screenshot.

◦ I’d refer to some other information than this screenshot
to decide how to respond.
Please specify. ( )

◦ Other
Please specify. ( )

Email (c): An email sent to a business email address.

Q08. How would you respond if you received email (c)?

◦ I’d ignore it without referring to any other information
than this screenshot.

◦ I’d follow its instruction without referring to any other
information than this screenshot.

◦ I’d refer to some other information than this screenshot
to decide how to respond.
Please specify. ( )

◦ Other
Please specify. ( )

Email (d): An email sent to a business email address.

Q09. How would you respond if you received email (d)?

◦ I’d ignore it without referring to any other information
than this screenshot.

◦ I’d follow its instruction without referring to any other
information than this screenshot.

◦ I’d refer to some other information than this screenshot
to decide how to respond.
Please specify. ( )

◦ Other
Please specify. ( )

Q10. When you receive an email written in En-
glish/German/Korean/Japanese*3, to which parts do you usu-
ally pay attention? Choose the three items from the list below
to which you pay the most attention.

2 Sender’s name
2 Sender’s email address
2 Subject line
2 Grammatical errors/misspellings in the language
2 Formality of language
2 Urgency of message
2 Your involvement with the email
2 URLs
2 Attachment file

Q11. This question is designed to verify that you have care-
fully read the question.
Please select both “No” and “Prefer not to answer”.

3We displayed the language which corresponded with the emails that the
participant was presented in Q06-Q09.
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2 Yes
2 No
2 Other
2 Prefer not to answer

From here, we will ask about your experience and perception
of phishing. Phishing is online fraud that acquires sensitive in-
formation primarily by masquerading as a legitimate business
or a reputable person.

Q12. How often do you receive both work-related and per-
sonal emails that are assumed to be phishing? Do not include
phishing-training emails from your company. Please select
the most applicable answer.
Phishing emails written in German/Korean/Japanese*:

◦ Less than once a year
◦ Once a year
◦ Once every few months
◦ Once a month
◦ Once a week
◦ Once a day
◦ More than once a day
◦ I don’t know

Phishing emails written in English:

◦ Less than once a year
◦ Once a year
◦ Once every few months
◦ Once a month
◦ Once a week
◦ Once a day
◦ More than once a day
◦ I don’t know

Q13. Have you ever been deceived by a phishing email?
Being deceived by a phishing email means that you visited a
website linked in the phishing email or opened a file attached
to the phishing email, regardless whether you were directly
damaged. Please answer the total number of work-related and
personal experiences. Do not include your experience with
phishing-training emails from your company.
Experience with phishing emails written in Ger-
man/Korean/Japanese*:

◦ I have been deceived
Approximately ( ) times

◦ I have been deceived, but I don’t remember how many
times

◦ I have never been deceived
◦ I don’t know

Experience with phishing emails written in English:

◦ I have been deceived
Approximately ( ) times

◦ I have been deceived, but I don’t remember how many
times

◦ I have never been deceived
◦ I don’t know

An optional question for participants who answered “I have
been deceived” or “I have been deceived, but I don’t remem-
ber how many times” in Q13-2.
Q14**. If you remember the content of the phishing email
in English, describe it as specifically as possible (e.g., the
company/service/person the attacker masqueraded, the pur-
pose and its requests, and why you were unable to identify
it as a phishing email). If you have been deceived more than
once, please tell us about the most recent phishing email you
received.

Q15. This question is designed to verify that you are carefully
reading the question. Please choose one of the following
statements that fits the definition of phishing:

◦ An attacker encrypts files on your device
◦ An attacker masquerades as a legitimate com-

pany/service/person and asks for sensitive information
◦ An attacker sends a massive amount of traffic to a target

website to disable it.

Q16. To what extent do you agree with the following state-
ments? Please select the most applicable answer.
“I can always identify a phishing email written in Ger-
man/Korean/Japanese*.”

◦ Strongly disagree
◦ Disagree
◦ Somewhat disagree
◦ Somewhat agree
◦ Agree
◦ Strongly agree

“I can always identify phishing email written in English.”

◦ Strongly disagree
◦ Disagree
◦ Somewhat disagree
◦ Somewhat agree
◦ Agree
◦ Strongly agree

Q17. Please specify why you think you can/cannot** identify
a phishing email written in English. Answer by comparing it
with the German/Korean/Japanese* case.

B Results of the Roleplay Task
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Table 6: Detailed results of the roleplay task

.

N % Ignore % Follow Other
% Check the % Ask a % Internet % Online % Other
website related search translator
without a link person engine

(a) Native Germany 140 48.6% 27.1% 17.1% 0.0% 2.1% 0.0% 5.0%
South Korea 141 20.6% 41.8% 22.0% 0.0% 8.5% 0.0% 7.1%
Japan 148 44.6% 8.8% 26.4% 0.0% 15.5% 0.0% 4.7%

English Germany 144 61.8% 22.2% 10.4% 0.0% 1.4% 0.0% 4.2%
South Korea 135 41.5% 25.9% 21.5% 0.0% 2.2% 5.2% 3.7%
Japan 154 56.5% 14.3% 11.7% 0.6% 7.8% 6.5% 2.6%

(b) Native Germany 140 50.7% 30.7% 10.0% 0.0% 2.1% 0.0% 6.4%
South Korea 141 29.8% 43.3% 11.3% 0.0% 7.1% 0.0% 7.8%
Japan 148 55.4% 8.8% 19.6% 0.0% 11.5% 0.0% 5.4%

English Germany 144 61.8% 23.6% 8.3% 0.0% 0.0% 0.0% 6.3%
South Korea 135 46.7% 25.2% 8.9% 0.0% 3.7% 5.9% 8.9%
Japan 154 57.8% 14.9% 9.7% 0.6% 5.8% 5.2% 5.8%

(c) Native Germany 140 19.3% 68.6% 4.3% 5.0% 0.0% 0.0% 2.9%
South Korea 141 21.3% 57.4% 3.5% 9.9% 0.7% 0.0% 7.1%
Japan 148 18.9% 56.1% 3.4% 12.8% 0.0% 0.0% 8.8%

English Germany 144 24.3% 63.9% 2.1% 5.6% 0.0% 0.0% 4.2%
South Korea 135 28.9% 43.7% 3.0% 11.9% 0.0% 2.2% 10.4%
Japan 154 29.2% 43.5% 5.2% 8.4% 0.0% 5.2% 8.4%

(d) Native Germany 140 32.1% 53.6% 0.0% 11.4% 0.7% 0.0% 2.1%
South Korea 141 30.5% 50.4% 0.0% 10.6% 1.4% 0.0% 7.1%
Japan 148 46.6% 23.6% 0.0% 16.9% 4.1% 0.0% 8.8%

English Germany 144 40.3% 45.8% 0.0% 7.6% 0.0% 1.4% 4.9%
South Korea 135 37.0% 31.1% 0.0% 13.3% 0.7% 5.9% 11.9%
Japan 154 48.7% 24.7% 0.0% 9.1% 1.3% 9.1% 7.8%
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Abstract
Phishing is a prevalent cyber threat, targeting individuals and
organizations alike. Previous approaches on anti-phishing
measures have started to recognize the role of the user, who,
at the center of the target, builds the last line of defense.
However, user-oriented phishing interventions are fragmented
across a diverse research landscape, which has not been
systematized to date. This makes it challenging to gain an
overview of the various approaches taken by prior works.

In this paper, we present a taxonomy of phishing interven-
tions based on a systematic literature analysis. We shed light
on the diversity of existing approaches by analyzing them
with respect to the intervention type, the addressed phishing
attack vector, the time at which the intervention takes place,
and the required user interaction. Furthermore, we highlight
shortcomings and challenges emerging from both our liter-
ature sample and prior meta-analyses, and discuss them in
the light of current movements in the field of usable security.
With this article, we hope to provide useful directions for
future works on phishing interventions.

1 Introduction

Phishing is a frequently employed cyber attack to get hold
of users’ sensitive information, such as login details or bank-
ing account numbers. Furthermore, criminals increasingly
use phishing attacks to distribute malware [90]. The conse-
quences of a successful attack can reach from individual per-
sonal losses or compromised accounts to complete organiza-
tions or networks being infected by malware, often combined

Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
without fee.
USENIX Symposium on Usable Privacy and Security (SOUPS) 2021.
August 8–10, 2021, Virtual Conference.

with ransom demands. For example, the years between 2014
and 2020 were marked by Emotet, a modular trojan using
targeted phishing emails with weaponized Microsoft Word
files [27, 58]. It is crucial to consider that phishing attacks do
not primarily target hardware or software vulnerabilities, but
the user – the human factor within the socio-technical sys-
tem. While there are several tools and approaches that aim to
identify malicious contents automatically (e.g., [78, 82]), the
increasingly sophisticated and personalized nature of phishing
attacks makes it hard for algorithms to detect and block phish-
ing emails, websites, or malicious software. This leaves a
large amount of responsibility to the user. However, detecting
phishing attempts is not the user’s first priority [93], for in-
stance, while using email programs: Instead, users in various
contexts aim to efficiently solve their tasks and answer what
they perceive to be emails sent by customers or colleagues
when they become victims of a phishing attack.

To enable users to be the ultimate wall of defense in cy-
ber security, research and practice have developed a num-
ber of user-oriented interventions against phishing attacks.
Among those are education and training approaches (e.g.,
[12, 44, 72]), where users develop knowledge and skills that
they can transfer to real-world phishing attempts. To comple-
ment these, awareness-raising measures or design considera-
tions (e.g., [25, 51, 56, 61]) aim to guide users towards secure
online behavior in situ.

While developing adequate countermeasures that assist end-
users in combating phishing attacks is highly relevant, finding
both effective and usable user-oriented phishing interventions
is still an unresolved problem [3]. Considering the diverse
research landscape on phishing interventions across various
research disciplines (e.g., cyber security, human-computer
interaction, or social science), it is challenging to gain an
overview of what types of interventions have already been
investigated. The design of interventions may significantly
differ between phishing attack vectors, the moment at which
the intervention takes place, or approaches that increase the
attention in a specific moment vs. those that encourage long-
term capability to deal with phishing attacks autonomously.
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To our knowledge, a comprehensive literature review of ex-
isting approaches is missing to date. We argue that a sys-
tematization of prior phishing interventions, particularly with
respect to their variety across multiple characteristics, will
help to identify trends and gaps in the phishing intervention
literature. Furthermore, a discussion in the light of current
usable security movements will lead to a better understanding
of promising directions for successful user assistance in the
phishing context. Our research thus aims to shed light on the
following two research questions:

RQ1: How does current research on user-oriented phishing
interventions tackle the aim of guiding users towards secure
online behavior?

RQ2: Which avenues for future research emerge from the
existing phishing intervention literature?

In this work, we offer a comprehensive systematization
of user-oriented phishing interventions with respect to the
intervention type, the addressed attack vector, the moment
at which the intervention takes place, as well as the degree
of user interaction. We thereby complement broader reviews
such as the work of Zhang-Kennedy & Chiasson [99], who
have reviewed tools for cyber security awareness and educa-
tion more generally. Our contributions are threefold: First,
we present an extensive literature analysis of prior research
on user-oriented phishing interventions [9, 69], bridging the
research streams of both educational and design measures.
Guided by previous rudiments of phishing intervention classi-
fications [39, 43, 85, 94], we introduce a novel taxonomy of
user-oriented phishing interventions consisting of four cat-
egories and ten subcategories. Second, we explore central
characteristics such as the time at which the intervention takes
place throughout the user’s decision process, which phishing
attack vectors are commonly addressed by the studied inter-
ventions, and the degree of user interaction required. Beyond
that, we thirdly take into account critical considerations of
leading usable security researchers (e.g., [20, 67, 84]) and dis-
cuss shortcomings of prior phishing intervention approaches.
In summary, we offer a novel insight into phishing interven-
tion research and present potential avenues for future works.

2 Methodology

To categorize and understand the landscape of existing phish-
ing interventions, we have conducted a systematic literature
review, following the "preferred reporting items for a system-
atic review and meta-analysis" (PRISMA) guideline [53, 55].
Literature reviews have been argued to play an important role
in developing domain knowledge, e.g., by synthesizing prior
research works, identifying research gaps, and developing
a research agenda [69]. To cover the diverse research land-
scape, our initial search comprised the databases ACM Digital
Library, IEEE Xplore, and Web of Science. The search was
limited to peer-reviewed studies in English that were available
as of June 2020.

The search term was identical across databases and applied
to the title and abstract of all included articles. For an article to
be included in the analysis, it had to contain the term phish*
and one of the following terms to allow for a plurality of
intervention types: interven* OR prevent* OR educat* OR
detect* OR train* OR nudg* OR appeal.

In addition to the database search, we analyzed the Google
Scholar top ten security conferences and journals as well as
the A* and A CORE-ranked security conferences and jour-
nals. Most of them had already been included in the analyzed
databases (e.g., CHI, S&P, CCS, Computers & Security). Only
journals and conferences that had not been covered by the
previous database search underwent an additional manual title
search. These included the USENIX Network and Distributed
System Security Symposium NDSS and the accompanying
usable security events USEC and EuroUSEC, as well as the
USENIX Security Symposium and the co-located SOUPS
conference from 2014 onwards1. In addition to our search
term-based search, we have complemented our sample with
two other relevant articles that we became aware of through
our literature research.

With the above-described search procedure, we have iden-
tified a total of 2,124 publications. Afterward, we have con-
ducted a title and abstract screening to exclude irrelevant
articles. Articles were excluded if they matched one of the
following criteria:

• Deals with a different topic not related to phishing in the
sense of cyber security

• Intervention is not user-oriented in that the user cannot
see or act upon an intervention (e.g., an algorithm that
invisibly filters and blocks suspicious emails)

Table 1 in the appendix details the distribution across
the different databases before and after the title and abstract
screening. After the aforementioned procedure as well as the
deletion of two duplicates, a total of 80 articles remained for a
detailed analysis. As for the full-text screening, we have read
and analyzed the 80 articles independently among the authors
to ensure best possible thoroughness. Since this literature
review has emerged from a cross-disciplinary collaboration
between seven security researchers with backgrounds in com-
puter science, information systems and psychology, we were
able to discuss the literature from various angles and finally
agreed on one final review. The full-text analysis further re-
duced the literature count by 16 articles: First, we excluded
research works that did not address a user-oriented phishing
intervention in the full text (see second exclusion criterion
above). Second, we excluded similar articles by the same au-
thors (e.g., a conference paper and a subsequent, very similar
journal publication), and kept only the latest and more ex-
tensive version. Our final literature sample thus includes 64
articles.

1Before 2014, the SOUPS proceedings were included in the ACM
database.
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Figure 1: PRISMA diagram of literature screening process.

Figure 1 shows a flowchart that details the number
of screened, excluded and included articles following the
PRISMA statement [53, 55].

3 Results

In the following, we present a detailed analysis of our liter-
ature sample. We first provide an overview of the method-
ological range employed by previous phishing intervention
research (Section 3.1). Categorizing the studied interventions
with regard to their design and intended effect, we then de-
rive a taxonomy of user-oriented phishing interventions
(Section 3.2). We further consider the phishing attack vector
that the intervention aims to address (Section 3.3), the time
at which the intervention takes place (Section 3.4), as well
as the degree of user interaction (Section 3.5).

For a comprehensive categorization of the analyzed phish-
ing interventions across the whole literature sample, please
refer to Table 2 in the appendix.

3.1 Overview of Methodological Approaches
With respect to the methodological approach, 13 research
works have presented exclusively conceptual ideas of phish-
ing interventions. For example, Dhamija & Tygar [24] have
discussed factors that make securing users against phishing a
challenging design problem and have derived design require-
ments for authentication schemes.

Studies that have gathered empirical data have drawn on
surveys (3 publications), lab (20 publications), online (12
publications), or field experiments (16 publications) to ana-
lyze, e.g., the efficacy or usability of user-oriented phishing
interventions. For instance, the effect of training material em-
bedded in the process of sorting emails has been studied by
Kumaraguru et al. [47], who have first employed a think-aloud
vignette lab experiment, which has then been further tested in
the field in the form of an online training game.

As for sample sizes, studies in our literature data range
from small (< 20 participants) representative groups (e.g., [12,
36, 93]) to large-scale experiments with more than 1,000 par-
ticipants (e.g., [47, 66, 85]). Field experiments were often
conducted among university students and staff (e.g., [85]),
rarely among non-university employees (e.g., [63]), or by
evaluating real-world users’ interactions with browser exten-
sions or applications (e.g., [66]).

While most research articles in our sample have explored
short-time effects of phishing interventions, some have em-
ployed longitudinal studies in order to investigate long-term
effects. For example, Kumaraguru et al. [44] have observed
knowledge retention of at least 28 days for users who had been
trained via simulated phishing attacks and Silic & Lowry [73]
have employed a long-term field experiment to investigate
longitudinal effects of gamification on employees’ intrinsic
motivation to comply with security efforts.

With regard to the validity of experimental setups, previous
works have pointed out that information security behavior re-
search heavily relies on studying users’ information security
behavior as their primary activity on a computer [23,33,35]. In
reality, however, responding to phishing threats is a secondary
task that is embedded in a primary task, such as answering
email or searching the internet. This leads to users facing the
difficulty of switching between their primary and secondary
activity, which may result in overlooking security warnings or
disregarding educational offers. While many lab and online
studies of our sample have studied their subjects’ behavior as
a primary task (e.g., by asking them to sort links into "legiti-
mate" or "phishing" [5, 76]), others have assigned them fic-
tional primary tasks to attend to. By using cover stories, such
as sorting emails for a colleague or shopping online [43, 61],
researchers have aimed to study phishing detection as a sec-
ondary task. However, it is arguable whether such artificial
experimental setups can align with the complex nature of
phishing. With regard to the realism of phishing experiments,
Schechter et al. [68] have shown that role-playing participants
behave less securely than those who act in a personal context
(e.g., participants asked to log into a bank account with prede-
fined passwords showed less secure behavior than those using
their own passwords). While online or lab experiments are es-
sential to test and refine theories of user behavior as well as to
improve artifacts in human-computer interaction, conducting
studies in a realistic environment is crucial to allow for robust
and practice-oriented results. In our literature sample, less
than one third (16 of 51) of experiments have been conducted
in a real-world field setting.

3.2 A Taxonomy of User-Oriented Phishing In-
terventions

Our literature review has revealed that, while user-oriented
phishing interventions all pursue one common goal (to protect
users from phishing threats), they vary widely with regard
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to their underlying concepts and intended effect. Prior lit-
erature has presented vague attempts of categorizations of
phishing interventions. For example, Kirlappos & Sasse [43]
have described two main approaches, namely anti-phishing
indicators and user education, whereas Xiong et al. [94] have
distinguished between warnings and training, and the inte-
gration of both. Similarly, Wash [85] has observed three
styles of phishing interventions: general-purpose training
messages that communicate "best practices", fake phishing
campaigns, and in-the-moment warning messages. We chose
to follow a fourth approach by Jansen & van Schaik [39],
who have roughly described four different categories of
user-oriented phishing interventions: education, training,
awareness-raising and design. In their pure form, educa-
tion and training interventions typically promote sustainable,
long-term secure behavior, with the central aim that the ap-
plication of knowledge and skills transfers to the real-world
and enables users to engage in secure practices [79], whereas
awareness-raising and design interventions aim to improve
users’ security during specific activities (such as logging into
a website or reading an email) in the short term. Our litera-
ture analysis has revealed, however, that interventions often
incorporate elements of more than one type.

Based on the literature data, we have derived a taxonomy of
user-oriented phishing interventions as presented in Figure 2.
In the following sections, we will describe the four categories
and their respective subcategories in detail.

3.2.1 Education

Purely educational interventions focus on developing knowl-
edge and understanding of phishing threats and ways to miti-
gate them, e.g., by providing educational media, such as texts
or videos, or by discussing online threats during in-class train-
ing. For this category, we have identified 7 publications in
total. However, only three of them have considered education
as a solitary intervention. For example, Wash & Cooper [85]
have investigated which role the perceived origin of phishing
education material plays in terms of effectiveness and have
found that facts-and-advice-based training from perceived
security experts surpasses the same training from peers. Four
research works have studied phishing education in interaction
with awareness-raising interventions by adding educational
texts to fear appeals [39, 70] or warnings [95]. For example,
Yang et al. [95] have found that a warning trigger combined
with an educational text enhances its effectivity, whereas the
educational element itself was not sufficient to provide phish-
ing protection. Others have first provided extensive education
in order to refer back to it during awareness-raising interven-
tions later on [8]. Education interventions have been studied in
rather traditional text-based, video-based or in-class formats.
More progressive formats, such as online games, comprised
interactive and hands-on exercises and were hence catego-
rized as training.

3.2.2 Training

Compared with educational interventions, training goes one
step further. It typically involves some kind of hands-on prac-
tice, where users develop skills that they can apply in case of
a real threat. Since the term "training" is quite widespread in
everyday language use, interventions that have been described
as training by the respective authors might have been cate-
gorized as education within this work. Training approaches
aim to enable users to identify phishing websites, phishing
emails, or other malicious attacks. They employ interactive
elements or exercises, where users can develop skills such
as reading a URL, analyzing an email, or recognizing social
engineering attempts. They often do so by exposing the user
to a similar attack within a secure environment, either in an
artificial or a real-world setup. Within our phishing literature
data, about half of the publications (31 research papers) were
dedicated to training interventions. Among them, we were
able to distinguish several approaches.

Training interventions are typically rule-based. That is,
their goal is to train individuals to identify certain cues to take
protective action [76]. In our sample, 16 publications have ex-
plored such training in a serious game context, mostly taking
place online and often focusing on teaching users how to iden-
tify phishing links by using cues in URLs (e.g., [5,12,72,76]).
For instance, Sheng et al. [72] have introduced "Anti-Phishing
Phil", a game that is designed to teach users how to identify
fraudulent websites based on the use of IP addresses, subdo-
mains or deceptive domains in a URL. Similarly, "NoPhish"
is a mobile app that guides users through several levels of an-
alyzing and recognizing phishing URLs [12, 76]. The authors
have found a long-term effect with regard to users’ knowledge
retention; that is, users who had played the NoPhish game
have shown a better ability to decide upon the legitimacy of a
URL. Silic & Lowry [73] have observed that gamified secu-
rity training systems, which include elements such as levels
or leader boards, enhance users’ intrinsic motivation and yield
better security behavior. Offline games have been explored in
the form of board [6] or escape room [7] games.

Apart from gamified contexts, embedded training has
gained momentum in recent phishing intervention research.
Embedded training describes interventions that "train a skill
using the associated operational system including software
and machines that people normally use" [4, p. 406]. In other
words, embedded training combines testing users’ behavior
in their normal personal or work environments with instant
corrective performance feedback. It has been argued that the
experience of "being phished" constitutes a so-called most
teachable moment, where lasting change to attitudes and be-
haviors is possible [13]. Embedded training has been studied
by 13 publications in our literature sample. As an example,
"PhishGuru" is a program that simulates harmless but realis-
tic phishing emails right into users’ email inboxes [44–47].
When falling for a simulated phishing attempt (i.e., clicking
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Category Definition Phishing interventions Articles
Education Educational interventions aim at developing knowledge and understanding of phishing and how to protect oneself against it.
Education Text-based, video-based, or in-class education [8,39,48,63,70,85,95]
Training Training interventions refer to interactive elements or exercises, which provide users with hands-on practice. They often take place by

presenting a realistic phishing attempt within a secure environment.
Serious game Serious games refer to gamified contexts in which users

can train how to recognize and analyze phishing attacks.
Online game (e.g., "NoPhish"), mobile app,
board game, escape room game

[5–7, 12, 17, 21, 28, 31,
32,47,60,71–73,86,88]

Embedded
training

Embedded training refers to training schemes that combine
testing users’ behavior in their normal environment with
instant corrective performance feedback.

Phishing simulation in combination with a
"teachable moment" (e.g., "PhishGuru")

[4, 10, 11, 13, 15, 30,
44–46, 52, 75, 85, 94]

Mindfulness-
based training

Mindfulness-based approaches refer to trainings that
increase users’ awareness of context.

Approaches that teach users to dynamically
allocate attention during message evaluation

[40]

Awareness-
raising

Awareness-raising interventions refer to warnings that are placed in situ and raise users’ awareness of potential phishing attempts during
their primary course of action.

Interactive
warning

Interactive warnings refer to awareness-raising
interventions that do require user interaction, i.e., interrupt
the users’ course of action.

Forced-attention warning, security questions,
interactive fear appeal

[2, 25, 29, 39, 61, 62,
68, 70, 75, 83, 89, 93,
95, 96, 98]

Passive
warning

Passive warnings refer to awareness-raising interventions
that do not require user interaction.

Security toolbar, display of information on the
legitimacy of a website

[8, 25, 92]

Design Design interventions refer to design choices that aim at supporting or guiding users’ behavior with respect to their secure handling of
online activities.

Visual
elements

Visual elements refer to interventions that use the visual
appearance of, e.g., a login form or website, to support
users’ security behavior.

UI dressing, dynamic security skins, trust logo,
image

[24, 34–36, 43, 49, 51,
68, 81, 97]

Color code Color codes refer to simple visual cues for users to
distinguish between secure and risky environments.

Traffic light colors [43, 89, 92]

Highlighting Highlighting refers interventions that draw users’ attention
towards critical elements.

Domain highlighting, sender highlighting,
highlighting differences in out-of-focus tabs

[22, 50, 56, 83]

Customization Customization refers to interventions that let users
customize the visual appearance of, e.g., a login form.

Custom icon, custom image, custom UI dressing [24, 34–36, 51, 68, 81,
97]

Redirect
users‘ course
of action

This category refers to interventions that redirect users’
course of action, for example by offering more secure
alternatives.

Browser sidebar for entering credentials,
suggesting alternative websites, creating habit of
using bookmarks, delayed password disclosure

[35, 38, 54, 66, 93]

Figure 2: A taxonomy of user-oriented phishing interventions.

on a phishing link), users were redirected to a training web-
site explaining how phishing attacks work and how they can
protect themselves from fraudulent emails and websites. Em-
bedded training is a promising approach with regard to the
real-world environment it takes place in: users are not in a
training environment (such as an online game), but receive
training only if they fall for a simulated phishing attempt
during their everyday duties. Thus, knowledge and changes
in security attitudes and behaviors can be transferred to real
phishing attempts more easily. This is reflected in a growing
business of embedded "phishing simulation training" by com-
mercial information security companies 2. Kumaraguru et al.
have shown that training with "PhishGuru" helps users retain

2For example, Proofpoint ThreatSim® (proofpoint.com), Sophos Phish
Threat (sophos.com), IT-Seal Awareness Academy (it-seal.de), Lucy Security
(lucysecurity.com), and many others.

what they learned in the long term and that multiple training
interventions increase performance [44].

Beyond rule-based training, Jensen et al. [40] have shown
that expanding the rather conventional training toolkit with
mindfulness-based training leads to a better ability to
avoid phishing attacks. Mindfulness training teaches users
to dynamically allocate attention during message evalua-
tion ("(1) Stop! (2) Think ... (3) Check.") and aims to increase
users’ awareness of context. This method seems to be particu-
larly effective for participants who were already confident in
their detection ability.

3.2.3 Awareness-raising

The third category, awareness-raising, aims at focusing users’
attention on potential threats and their countermeasures in situ,
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that is, as part of their primary course of action. Awareness-
raising interventions might, for example, interrupt the user’s
workflow to set security-conscious behavior on their agenda.
We have identified 17 studies of awareness-raising interven-
tions, of which three explore passive warnings (i.e., the warn-
ing does not require user interaction), and 15 investigate on
interactive warnings (i.e., the warning does require user
interaction). Several prior studies have shown that passive
interventions such as security toolbars in an internet browser
are ineffective at preventing phishing attacks [25, 92].

Interactive warnings have been shown to have promising
effects on users’ phishing vulnerability. For example, the
browser sidebar "Web Wallet" [93] acts as a secure way to
submit sensitive information by suggesting alternative safe
paths to intended websites and forcing users’ attention by
integrating security questions. Several research works have
explored the mechanism of forced attention: Volkamer et
al. [83] have introduced "TORPEDO", an email client add-in
that delays link activation for a short period of time. As for
web browser phishing warnings, Egelman et al. [25] have
shown that interactive warnings, where users have to choose
between options such as "Back to safety" or "Continue to
Website", are heeded significantly more often compared to
passive warnings. Furthermore, Petelka et al. [61] have shown
that link-focused warnings are more effective than general
email banner warnings in protecting users from clicking on
malicious URLs, and that forced attention amplifies this ef-
fect. When comparing awareness-raising interventions that
include educational elements (such as descriptions of the con-
sequences of phishing, or explanations why a certain link or
file is classified as potentially dangerous) to those that do not
provide any additional information, the former were found to
be more effective [75, 95]. Two research works have exam-
ined the potential of fear appeals, that is, short, informative
messages that communicate threats, and have found that con-
crete fear appeals (compared with abstract fear appeals) are
more effective to increase actual compliance behavior [39,70].
This indicates that a combination of warning, forcing users’
attention, and therein embedded tangible education yields a
promising protection against phishing threats.

3.2.4 Design

Lastly, design choices can act as phishing interventions if they
facilitate desirable user behavior [39]. We have identified 20
publications that investigate design interventions aimed at
supporting users’ secure handling of email and online activi-
ties.

Visual elements play a role in several research works (10
publications). For instance, the potential of "dynamic security
skins" has been explored by Dhamija and Tygar [24], who
have presented an authentication scheme where users rely on
visual hashes from a trusted source that match the website
background for legitimate websites.

Visual elements also come into play when offering users de-
sign options to customize security indicators, such as custom
images or icons. An example is "Passpet", a browser exten-
sion by Yee & Sitaker [97] that acts as a password manager
and an interactive custom indicator. Iacono et al. [36] have
proposed so-called "UI-dressing", a mechanism that relies
on the idea of individually dressed web applications (e.g.,
by using customized images) in order to support the user in
detecting fake websites.

Color codes refer to simple visual cues (e.g., traffic light
colors) for users to distinguish between secure and risky en-
vironments. They have, so far, been observed to be of lim-
ited success in the form of security indicators that signal
whether a website is genuine or fake [43, 92]. Furthermore,
Wiese et al. [89] have explored color codes in the context of
email application UI design, where they were used to indicate
the presence of digital signatures.

In contrast, highlighting draws users’ attention to critical
elements. For example, both Volkamer et al. [83] and Lin et
al. [50] have investigated the effectiveness of domain high-
lighting in order to enable users to find the relevant part of a
URL, whereas Nicholson et al. [56] have explored highlight-
ing an email’s sender name and address.

Other design interventions set out to redirect users’ course
of action, for example, by creating the habit of using browser
bookmarks instead of hyperlinks to access sensitive websites
such as login pages [35]. Ronda et al. [66] have developed
"iTrustPage", a tool that warns the user about suspicious web-
sites (e.g., a fake PayPal website). Beyond that, it offers cor-
rective action in the form of suggesting alternative websites
that are deemed trustworthy based on Google’s search index
(e.g., the real PayPal website).

Surprisingly, while the concept of digital nudging has
gained widespread attention (among others in usable security
research, e.g. [16,19,42,100]) in recent years, only one article
in our sample has investigated the effect of a nudge: Next
to highlighting the name and address of an email’s sender,
Nicholson et al. [56] have investigated the effect of a social
salience nudge ("62% of your colleagues received a version
of this email") on users’ phishing vulnerability. While several
other design interventions contain nudge-like elements (such
as color codes or highlighting), none of them have been de-
signed as or labelled a nudge by the respective authors. We
will further elaborate on the potential of digital nudging in
phishing interventions in Section 4.2.

3.3 Which Phishing Attack Vector Does the In-
tervention Address?

While the term "phishing" originally describes cyber attacks
that aim for users’ passwords, it is now used to describe all
sorts of attack vectors [23]. Those attack vectors differ in
terms of the criminals’ intended outcome (e.g., disclosure
of confidential information or implanting malware) and the
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user’s primary action during which the attack takes place (e.g.,
clicking on a link or downloading a file). In the following,
we will analyze the range of attack vectors that the phishing
interventions in our sample aim to intervene in detail.

Phishers predominantly choose email messages as their
first approach towards the user [85]. About 3.9 billion people
worldwide have email accounts and collectively send and re-
ceive over 290 billion emails per day [37]. Email thus presents
a means of communication that can easily be abused to take
advantage of users’ credulity by blending into daily personal
or professional correspondence. Since attackers employ so-
cial engineering techniques (e.g., urgency cues or trustworthy-
seeming visual elements) to elicit specific actions such as
clicking a link, opening an attachment, or disclosing sensitive
information, deceptive email messages themselves can be
considered as an attack vector. Seventeen publications address
users’ ability to distinguish legitimate emails from phishing
emails by paying attention to the email message itself. For
instance, Caputo et al. [13] have studied embedded phishing
training that aims at educating users on how to recognize
phishing emails based on various criteria such as mismatched
names, spelling mistakes, or intuition.

Phishing messages furthermore often offer a link, which,
for example, might execute a drive-by download of ran-
somware [85] or redirect the user to a website masquerad-
ing as a legitimate login page. Previous research suggests
that, after recipients click on a phishing link, they rarely de-
tect subsequent fraudulent attempts such as a counterfeit lo-
gin page or change their course of action [91]. Disguised
URLs (such as, e.g., paypa1.com, mybank.com-secure.biz,
or tinyurl.com/XYZ), that make the user believe that they are
clicking on a reliable link, hence constitute a prominent attack
vector. Accordingly, more than half of our literature sample
(33 publications) explores user-oriented phishing interven-
tions that aim at preventing users from clicking malicious
links. These interventions mostly consider links in the con-
text of an email. For example, Volkamer et al.’s [83] email
client add-on "TORPEDO" uses tooltips to focus the user’s
attention on a link’s domain. While links with whitelisted
or previously visited domains will be activated immediately
when clicked, "TORPEDO" will delay the activation of other
links for a few seconds to encourage the user to check the
URL’s domain carefully. Several training games provide users
with an in-depth explanation and exercise about how URLs
can be obfuscated to mimic reputable sources, and have been
shown to help users make better decisions concerning the
legitimacy of URLs in the long term (e.g, [12, 72, 76]).

While links are usually accessed via clicking on a link, QR
codes gain in popularity due to their ease of distribution and
fast readability. Since the user has no means to examine the
URL behind a QR code before scanning it, they constitute a
hidden security threat. One single publication in our sample
has addressed this issue by exploring security features of QR
code scanners that help users to detect phishing attacks [96].

Besides disguised URLs, imitated websites can present
another attack vector. For example, cyber criminals employ
imitations of well-known websites in order to exploit users’
trust in visually familiar or trustworthy environments. Ten
publications in our literature sample have addressed this at-
tack vector. For example, Iacono et al. [36] have proposed an
intervention that relies on the idea that the whole appearance
of a web application is dressable according to the user’s indi-
vidual preferences, raising users’ attention for unofficial sites
that do not align with the expected appearance. Regarding
phishing interventions that are being displayed on websites,
Kirlappos and Sasse [43] have revealed that arbitrary logos,
certifications, or advertisements that do not imply trustwor-
thiness of a website might have a higher reassurance to users
than actual security indicators. This gives an example of how
user-oriented interventions themselves can be exploited by
cyber criminals to trick users into placing trust into a website.

When browsing the internet, interventions such as padlock
icons or warning messages inform the user about a website’s
SSL/TLS certificates3. Interventions that inform or warn the
user about SSL/TLS have been addressed, for example, by
Reeder et al. [62] or Schechter et al. [68]. So-called man-in-
the-middle attacks, where criminals use legitimate websites
that do not encrypt data transmission by SSL/TLS to cap-
ture the user’s sensitive data during an online transaction,
have been a serious phishing attack vector in the past. Since
nowadays, however, more than 80% of phishing sites have
SSL/TLS encryption enabled [1], this attack vector will likely
cease to play a role in the near future.

We now move from the preliminary stages (such as tricking
users into trusting an email, link, or website) to the center-
piece of a phishing attack. One central aspiration of cyber
criminals is to lure their victim into disclosing sensitive in-
formation, e.g., login credentials. Accordingly, several prior
works (12 in our literature sample) have studied interventions
that address the process of users’ authentication. For exam-
ple, Dhamija & Tygar [24] have introduced an interaction
technique for authentication that provides a trusted window in
the browser dedicated to username and password entry, which
uses a photographic image to create a trusted path between the
user and password entry fields. Similarly, Yee & Sitaker’s [97]
browser extension "Passpet" constitutes a password manager
that helps users securely identify trustworthy login forms.

Besides fishing for credential data, phishers’ efforts are di-
rected at prompting the user to download or execute malware,
that is, malicious software that can harm the user’s device or
their entire network. Malware attacks have rapidly grown over
the recent years, e.g., in the form of ransomware attacks [74].
Surprisingly, interventions that aim at preventing users from
executing malware are scarce in our literature data. Only three
publications have addressed this attack vector: Wen et al. [88]

3Transport Layer Security (TLS), and its predecessor, Secure Sockets
Layer (SSL), are cryptographic protocols designed to provide communica-
tions security over a computer network [57]

USENIX Association Seventeenth Symposium on Usable Privacy and Security    345



have included different kinds of potentially malicious attach-
ments in their conception of a role-play anti-phishing training
game, whereas Reeder et al. [62] have explored users’ inter-
action with browser warnings that warn against downloading
malware. Reinheimer et al. [63] have taught how to identify
dangerous files in their in-class training.

Malicious mobile applications can act as a phishing attack
vector, for example, by masquerading as a legitimate online
banking app. One publication in our sample has discussed
personalized security indicators in mobile applications [51].

In addition to the above-described investigations of specific
phishing attack vectors, 10 publications have approached the
topic of phishing in a more general manner. Most of these
publications have examined training formats, such as online
games, that cover the phenomenon of phishing in a broader
sense without addressing or intervening one attack vector in
particular.

Figure 3 illustrates the distribution of our literature data
across different phishing attack vectors. Since some publica-
tions address interventions to more than one phishing attack
vector, the sum of the displayed data points is larger than the
literature sample size of 64 articles. For a detailed categoriza-
tion of all articles, please refer to Table 2 in the appendix.

Figure 3: Overview of the attack vectors addressed by phish-
ing interventions studied in the literature data.

3.4 When Does the Intervention Take Place?
Diving deeper into the analysis of user-oriented phishing in-
terventions, we have further considered the point in time at
which the intervention takes place. We have found that many
interventions, mostly those aiming at training or education,

are designed to take place as a precautionary measure, of-
ten long before the user interacts with a potential phishing
context. We have identified 23 articles that present such in-
terventions and have labeled them as pre-decision interven-
tions. For instance, Jansen & van Schaik [39] have shown
that confronting users with fear appeal messages is suitable
to heighten their cognitions, attitudes, and intentions with re-
gard to secure online behavior. Furthermore, all kinds of non-
embedded education or training (e.g., in-class education [48],
online games [72], mobile training apps [12]) clearly take
place pre-decision.

Most of the approaches in our literature sample focus on
interventions that take place during users’ course of action,
that is, during the user’s decision between phishing and le-
gitimate content in a real-world context. Those 31 articles
mostly describe awareness-raising and design interventions,
sometimes combined with educational elements. For instance,
Petelka et al. [61] have examined the effectiveness of different
levels of link-focused warnings when sorting emails, whereas
various design interventions such as color codes, customiza-
tion or highlighting aim to support users’ decisions during
their course of action.

We have further identified 11 publications describing inter-
ventions that take place post-decision, that is, after a user’s
decision on potential phishing contents was already made.
This goes especially for embedded training, where training
follows right after the user has been "phished" by a simulated
attack.

Combinations of pre-, post-, and during decision interven-
tion have been studied only once in our sample: Blythe et
al. [8] have introduced an approach that consists of initial
video-based education, which is then referred back to by se-
curity warnings during the users’ individual course of action.

While several research works have employed longitudi-
nal studies to examine the long-term effects of user-oriented
phishing interventions (see Section 2), little has been investi-
gated on interventions that take place regularly, e.g., by giving
regular warnings or recurringly providing users with training.
Reinheimer et al. [63] have explored the effect of reminding
users of initial phishing awareness education and have found
that reminders after half a year are recommended and that
measures based on videos or interactive examples perform bet-
ter than text-based reminders. Furthermore, several embedded
training interventions have been explored in terms of the effect
of recurringly simulated phishing emails (e.g., [13,15,44,52]).

Figure 4 sums up the distribution of the time of intervention
across our literature sample.

3.5 Does the Intervention Require User Inter-
action?

Beyond the categorization as presented in Figure 2, we have
analyzed all interventions in terms of whether they require
active user interaction, e.g., whether the user’s workflow is
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Figure 4: The time at which the intervention takes place in
relation to the user’s decision, across our literature sample.

interrupted by the intervention and whether the user can only
proceed when undertaking a certain action or decision. These
interventions were classified as interactive. In contrast, in-
terventions that only provide information or feedback to the
user without actively interrupting their workflow are deemed
passive interventions. Some of the 64 articles in our literature
sample have addressed both interactive and passive interven-
tions.

Across our sample, 48 publications describe phishing in-
terventions that require user interaction. We mainly divide
between two kinds of interactive interventions, one being in-
teractive warnings as described in Section 3.2.3, which usually
require a few seconds of the user’s time and attention before
they can proceed with the task at hand (e.g., [25, 61]). The
other subset is formed by training and education approaches
(see Sections 3.2.1, 3.2.2), which commonly require the user
to actively engage in an exercise for at least several minutes
up to hours, for example, online training games [12, 31, 72]
or in-class training [48]. A total of 16 interventions can be
described as passive, including passive warnings (e.g., [92]),
some educational interventions (e.g., [39]), and also several
interventions belonging to the design category. As an exam-
ple, we have classified domain highlighting [50] as passive,
since it does not require any interaction on the user’s side and
can also be easily ignored, or even overlooked, by the user.

4 Discussion

In the previous section, we have examined a plethora of user-
oriented phishing interventions from various angles and have
revealed surprising and relevant insights. Above all, we have
found a highly fragmented landscape of educational interven-
tions, training, awareness-raising warnings, and anti-phishing
designs, which users need to navigate through when being
pushed towards secure online behavior. To summarize and
connect the findings across the dimensions of analysis, Fig-
ure 5 displays an integrative plot of all phishing interventions
in our sample. Getting back to our research questions RQ1
and RQ2, we devote the remainder of this article to discussing
our findings and positioning them in current usable security
research. After looking at the user effort and intrusiveness
of prior phishing interventions in Section 4.1, we discuss
the potential of digital nudges regarding phishing prevention
in Section 4.2. We then address the role of users’ cognitive

processes when dealing with potential security threats in Sec-
tion 4.3. Further, we consider the imbalance of phishing attack
vectors addressed by prior intervention research in Section 3.3,
and discuss the potential of tailored phishing interventions
in Section 4.5. Subsequently, we highlight methodological
aspects in Section 4.6, and lastly address limitations of our
work in Section 4.7. We then sum up our contributions in Sec-
tion 5, including an overview of our propositions for future
phishing intervention research.

4.1 User Effort and Intervention Intrusiveness

One particularly salient finding is that most user-oriented
phishing interventions encumber the user with additional ef-
fort with respect to their workload and time, for example, in
the form of playing a training game [72], interacting with
embedded training [44], answering security questions [93],
or waiting for delayed link activation [83]. Those seconds or
minutes required to interact with an intervention cumulatively
drain time from individual and organizational productivity.
Moreover, they often intrusively disrupt the user in their pri-
mary goals, hence again substantially decreasing productivity
by distraction and potentially leading to stress and frustra-
tion. This aligns with Sasse’s [67] observation that user time
and effort are rarely at the forefront of security studies and
that the issue of user effort and intrusiveness has scarcely
been considered. Sasse has argued that designers of secu-
rity tasks should focus on "causing minimum friction" and
"must acknowledge and support human capabilities and lim-
itations" [67, p. 82]. She has called for subjecting security
measures to a cost-benefit test and to give up on perfection
and focus on essentials. On the other hand, passive, that is,
less intrusive interventions have been observed to be of lim-
ited success as of yet [36,43,68,92]. It hence remains the most
challenging task to design effective user-oriented phishing
interventions that prove themselves usable in individuals’ ev-
eryday online activities, particularly with regard to user effort
and intrusiveness. Digital nudging [77, 87] might constitute
an unintrusive yet promising approach for this endeavor. In
Section 4.2, we evaluate which elements of prior, effective
interventions could be classified as nudges retrospectively
and present ideas for future approaches. As for training and
education interventions, Cranor & Garfinkel [20] have argued
that "the world’s future cyber-security depends upon the de-
ployment of security technology that can be broadly used by
untrained computer users", hence questioning the usability of
such approaches. It is still an open question whether interven-
tions need to be understood by the user (e.g., via providing
educational information) in order to be effective [25, 100],
whereas it has been observed that intervention clearness (e.g.,
with regard to their message concreteness [70] or their loca-
tion [61]) increases effectiveness. This spans an interesting
research area with potentially crucial insights for the design
of future phishing interventions.
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Figure 5: Overview of user-oriented phishing intervention literature, spanned by attack vector, time of intervention, and interven-
tion category. Since some articles have addressed several attack vectors or intervention categories, they appear more than once.

4.2 Digital Nudges As Phishing Interventions?

As described in Section 3.2.4, the concept of digital nudg-
ing has scarcely been drawn on in phishing intervention re-
search as of yet. The term nudging has been introduced by
Thaler & Sunstein [77] in 2009. Digital nudges describe user-
interface design elements that target automatic cognitive pro-
cesses, such as biases or heuristics, to gently push end-users,
with little mental effort, to perform the "right" behavior with-
out limiting their choice set [77,87]. In this section, we aim to
discuss the potential of digital nudges in phishing intervention
research, especially since prior research in related fields, such
as digital privacy-protection or security choices [16, 65, 100],
can serve as a solid basis to start from. Surprisingly, phish-
ing intervention literature from 2018 onward has focused on
education, training, and awareness-raising measures, while
neglecting design interventions (see Table 2 in the appendix).
Design phishing interventions might provide significant value
to users’ security if they succeed in nudging users towards
secure behavior, while not being perceived as intrusive with
regard to their primary goals.

In an extensive review, Caraban et al. [14] have classified
six distinct nudge categories in the area of human-computer
interactions. In the following, we exemplarily discuss how ex-
isting interventions make use of several of those mechanisms
already (although not labeling them as nudging) and present
novel ideas on how digital nudging could be applied in future
phishing intervention research.

Facilitate. Facilitating nudges use mechanisms to lessen
users’ effort. In our sample, highlighting domains [50, 83] or
sender addresses [25] falls in this category since it makes it
easier for users to spot the relevant part of an URL or email
sender. We propose to take this approach further, for example,
by displaying a link’s domain next to the link text in an email,
with only the domain being clickable.

Confront. Confronting nudges aim to create friction by
throttling users’ mindless activity or reminding them of the

consequences. Several of the interventions in our sample
can be described as such, for example, interactive awareness-
raising measures as described in Section 3.2.3. As we have
argued in the previous section, burdening the user with in-
trusive distraction and effort cannot be an efficient answer
to current and future challenges in cyber security. We hence
argue that confronting nudges should be designed to be of
minimal possible friction. For example, they could remind
the user of consequences by making security risks tangible.

Deceive. Deceptive nudges influence the perception of
the available options, e.g., by adding inferior alternatives or
placebos. None of the analyzed interventions could be sorted
into this category, and we do not deem deceptive nudges
suitable for phishing intervention research.

Social Influence. This type of nudge makes use of social
influences on people’s choices. Examples of social influence
within the analyzed articles include the comparison of facts
and stories provided by peers vs. experts on anti-phishing
education [52] as well as Nicholson et al.’s [56] social saliency
nudge. Furthermore, social influence has been studied in a
social learning environment in terms of gamified elements
such as levels or leader boards [73]. Future social influence
nudges could provide users with information on, e.g., their vs.
their peers’ performance in phishing simulations or incident
reporting activities.

Fear. Two research works of our sample [39,70] have intro-
duced fear appeals as phishing interventions with promising
results regarding users’ protection motivation, attitudes, in-
tentions and compliant behavior. However, both articles have
studied fear appeals far from a real-world scenario, using text-
based treatments and a survey instrument. We suggest that
fear nudges, which, integrated in the user’s course of action,
aim to invoke fear to encourage a certain choice, are of high
interest for future research. Nevertheless, they require ethi-
cal considerations [64]. As an example, we imagine a brief
but concrete [70] and strong [39] fear appeal next to email
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attachments, addressing the risk in terms of financial losses
and operational damage coming along with this file type and a
potential malware infection. The fear appeal could be framed
positively to address ethical concerns by showing how the
user could protect against these threats easily.

Reinforce. Reinforcing nudges aim to support certain be-
haviors, e.g., by ambient feedback or just-in-time prompts.
Regarding the first, we found mechanisms ranging from color-
coding security indicators on websites [34, 92] to providing
customized background images [51, 68] in our sample. One
shortcoming of these interventions seems to be that users can-
not distinguish between legitimate security indicators (such
as a color code) and untrustworthy signs, such as arbitrary
logos and certifications [43]. One way to battle this could
be to make ambient feedback more comprehensive or stan-
dardized, e.g., by color-coding complete email or website
windows. Concerning just-in-time prompts, in order to con-
dense prior warning interventions to the pure form of a digital
reinforcement nudge, we ideate an authentication intervention
that displays the domain of a login website above any login
form when placing the cursor in the login field.

Finally, suitable nudges could be easily combined with
other interventions types, for example, educational elements
[100], as shown by successful examples [39, 70, 95]. As illus-
trated in Table 2 in the appendix, interventions that combine
educational with awareness-raising or design approaches have
rarely been studied in phishing research as of yet.

4.3 Shifting Users’ Cognitive Frame

From a different perspective, Wash [84] has adduced IT ex-
perts’ approach towards identifying phishing emails and has
observed that experts naturally follow a three-stage process:
(1) making sense of the email, relating it to one’s personal
context, and deriving required action (2) becoming suspicious
and investigating, and (3) dealing with the email by deleting
or reporting it. He argues that shifting the user’s cognitive
frame from sensemaking to investigation is crucial for the suc-
cess of phishing prevention measures. However, half of the
interventions in our literature sample have addressed training
or education measures (see Figure 5). Those mostly neglect
the initial process of noticing slight discrepancies or cues
in an email in the sensemaking frame and provide support
only in the investigation frame (e.g., how to analyze an URL).
While Jensen et al.’s [40] mindfulness-based training aims to
support users in their awareness of context, and such during
their sensemaking process, long-term efficacy is uncertain.

At the same time, users’ own security goals should not
be neglected: Kirlappos et al. [43] have argued that users
do not focus on security warnings, but rather look for signs
to confirm a website’s trustworthiness. For example, users
have been shown to trust websites that display advertisements
affiliated with known entities or those with familiar website
layouts - while both factors do not give evidence of the web-

site’s trustworthiness. Therefore, the authors have called for
security education to consider the drivers of users’ behavior in
their respective situation and, conversely, to eliminate users’
misconceptions that lead to insecure behavior.

We hence argue that future phishing interventions should
strive to meet the user in their own respective sensemaking
process, for example, when reading emails, shopping, or do-
ing bank transactions online. Digital nudges might play an
important role in this particular case, as well. Supporting the
user’s cognitive frameshift from the stage of sensemaking to
the stage of investigating if certain cues or discrepancies are
present will be an important path for future research and will
complement the diverse landscape of education and training
measures.

4.4 What About Malware?
Regarding the phishing attack vectors addressed across our
literature data, we have found that more than half of the in-
terventions focus on the attack vector URL, for example, by
training users’ skills in analyzing a link or raising their aware-
ness in situ. Interventions supporting the user with deceptive
email messages, disguised websites, and fraudulent authenti-
cation forms follow by far (see Figure 5).

Malware poses a tremendous risk through current cyber
attack patterns [18, 58]. Those attacks are often delivered
by archive files or Microsoft Office documents which mimic,
e.g., legitimate invoices. Since the user needs to download and
open these files on their system, this presents quite a different
attack procedure compared with clicking a link. Therefore,
it is striking that only three publications have included edu-
cational, training, or awareness-raising interventions in their
works that address malware alongside other attack vectors.
None of the articles in our sample has focused on study-
ing interventions that primarily support users in detecting or
handling malware, nor have the challenges of malware inter-
ventions compared to previous phishing intervention research
been addressed.

We therefore strongly suggest further research to expand
previous approaches on phishing interventions in terms of the
attack vector by taking into account malicious files and devel-
oping interventions that address the actual threat landscape.

4.5 Tailored Interventions
In the context of user interventions in cyber security, several
studies have pointed out the potential of personalization re-
garding user traits [26, 41, 59], or the importance of context
(e.g., personal vs. organizational [70]). It has been argued that
using tailored instead of one-size-fits-all interventions may
enhance their efficacy and user compliance [26].

Interestingly, our literature review does not reveal a strong
focus on tailored user interventions to prevent phishing at-
tacks. However, some of the approaches were indeed imple-
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mented for specific target groups – mainly for rather heteroge-
neous groups of employees [73], or children [48]. Since spear
phishing attacks are specifically targeted at personal or con-
textual vulnerabilities, considering users’ traits, capabilities
and requirements when developing and evaluating user inter-
ventions may be a decisive factor for their efficacy, suggesting
a scope for future research.

4.6 Methodological Aspects
As described in Section 3.1, current research often lacks re-
alism regarding the experimental setup since it remains chal-
lenging to study a phenomenon of deception that usually
takes place during users’ secondary tasks. Therefore, we ar-
gue that future research should not only focus on designing
user-oriented phishing interventions, but also on developing
experimental setups that account for a realistic analysis of
users’ security behavior.

Furthermore, we have found that the effect of recurring
interventions has been studied scarcely (see Section 3.4).
However, many interventions in our sample are designed to
train, warn or guide users recurringly. Factors such as ha-
bituation [80] or security fatigue hence could have impor-
tant effects. This proves another major shortcoming in prior
phishing intervention research, which should be considered
by future works.

4.7 Limitations
In this work, we have carefully selected (usable) security-
specific databases to include a large number and variety of
publications. Furthermore, the chosen search term was rather
broad, and additional sources (such as security conferences)
were considered to avoid overlooking relevant findings. Nev-
ertheless, the list of publications analyzed in this research
is probably not exhaustive. Furthermore, the features of the
different phishing interventions were described in varying
detail due to the individual focus and comprehensiveness of
the articles. It is thus possible that certain interventions were
classified differently by us than the authors themselves would
have classified them. Therefore, this systematization of knowl-
edge does not serve as an endpoint but as a starting point for
identifying the current state, potential research gaps, and rel-
evant paths for future work. We hope to not only provide a
relevant summary and systematization of existing strategies
for usable security-related researchers and practitioners but
especially to encourage future studies in this increasingly
relevant domain, where the human factor plays an essential
role.

5 Conclusion

Phishing does not cease to be a threat to both personal and
organizational data and operational security. It directly targets

the human factor via deceptive emails, attachments, and web-
sites, hence calling for user-oriented interventions that support
individuals in recognizing and fending off such attacks. In
this work, we have systematically analyzed 64 phishing inter-
vention research articles for methodology, intervention type,
attack vector, intervention time and user interaction, and have
derived a taxonomy of user-oriented phishing interventions.
Connecting the findings across the dimensions of analysis,
as well as taking into account current movements in usable
security research, we have revealed relevant insights and po-
tential avenues for future work. The latter can be summarized
as follows:

Minimize user effort and intervention intrusiveness.
How can we design effective phishing interventions that cause
minimum friction with the user’s course of action and do not
cumulatively burden the user with secondary time and work-
load? Which role does educational information play in inter-
vention effectiveness, compared with intervention clearness
and concreteness?

Explore the potential of digital nudging. How can fa-
cilitating, confronting, reinforcing, fear, or social influence
nudges support users’ course of action with regard to secure
online behavior?

Help users shift their cognitive frame. How can we sup-
port users in the cognitive process of shifting from their pri-
mary goal of sensemaking towards noticing discrepancies if
"something is off"? How can we transfer experts’ expertise
with phishing detection into effective end-user interventions?

Protect users from malware attacks. Which kinds of in-
terventions can help to protect users from malware attacks?
Which novel challenges do arise for malware-focused inter-
ventions, compared with threats employing malicious URLs
or websites?

Explore tailored interventions. How can tailored phishing
interventions enhance previous approaches?

Develop realistic experimental setups and study long-
term effects. Which novel ways can be employed to align
experimental setups with the nature of phishing and to account
for longitudinal effects?

With this article, we hope to provide a comprehensive start-
ing point as well as inspiration for future user-oriented phish-
ing intervention research.
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Appendix

Database After search After exclusion
ACM 270 35
IEEE 869 15
Web of Science 970 25
NDSS/(Euro)USEC 5 2
USENIX Security/SOUPS 8 3
Other 2 2

Table 1: Number of articles included in the literature review
before and after applying the exclusion criteria during the
screening of title and abstract.
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Author Method Intervention Category Attack Vector Time of Interv. Activity Educ.
Abbasi et al. [2] 509 • • • • • • •
Alnajim & Munro [4] 36 • • • • • • •
Arachilage et al. [5] 20 • • • • •
Baslyman & Chiasson [6] 21 • • • • •
Beguin et al. [7] 14 • • • • •
Blythe et al. [8] / • • • • • • •
Burns et al. [10] 400 • • • • • • •
Burns et al. [11] / • • • • •
Canova et al. [12] 19 • • • • • • •
Caputo et al. [13] 1,359 • • • • • • •
Carella et al. [15] 150 • • • • •
Cuchta et al. [21] 4,777 • • • • • • •
De Ryck et al. [22] / • • • • • •
Dhamija & Tygar [24] / • • • • • •
Egelman et al. [25] 60 • • • • • • •
Fatima et al. [28] 63 • • • • •
Gastellier-Prevost et al. [29] / • • • • • •
Gokul et al. [17] 8,071 • • • • • •
Greene et al. [30] ca. 70 • • • • • • •
Hale et al. [32] / • • • • •
Hale & Gamble [31] / • • • • •
Herzberg & Jbara [34] 23 • • • • • • •
Herzberg & Margulies [35] 400 • • • • • •
Iacono et al. [36] 18 • • • • • •
Jakobsson & Myers [38] / • • • • • •
Jansen & van Schaik [39] 786 • • • • • • •
Jensen et al. [40] 355 • • • • • • •
Kirlappos & Sasse [43] 36 • • • • • •
Kumaraguru et al. [47] 4,517 • • • • • • •
Kumaraguru et al. [44] 515 • • • • • • •
Kumaraguru et al. [46] 311 • • • • • • •
Kumaraguru et al. [45] 30 • • • • • • •
Lastdrager et al. [48] 353 • • • • • • • •
Li et al. [49] 20 • • • • • ? ? ? ?
Lin et al. [50] 22 • • • • • •
Marforio et al. [51] 221 • • • • •
Marsden et al. [52] 11,968 • • • • • •
Miyamoto et al. [54] 23 • • • • • • •
Nicholson et al. [56] 279 • • • • • •
Perrault [60] 462 • • • • • • •
Petelka et al. [61] 701 • • • • • •
Reeder et al. [62] 773 • • • • • • • ? ?
Reinheimer et al. [63] 409 • • • • • • •
Ronda et al. [66] 2,050 • • • • • •
Schechter et al. [68] 67 • • • • • • • • •
Schuetz et al. [70] 264 • • • • • •
Scott et al. [71] / • • • • • •
Sheng et al. [72] 42 • • • • • •
Silic & Lowry [73] 384 • • • • • • •
Stembert et al. [75] 24 • • • • • • • • •
Stockhardt et al. [76] 81 • • • • • •
Varshney et al. [81] / • • • • • •
Volkamer et al. [83] 16 • • • • • • •
Wash & Cooper [85] 1,945 • • • • • • • •
Weanquoi et al. [86] / • • • • •
Wen et al. [88] 39 • • • • • • • •
Wiese et al. [89] 18 • • • • • • •
Wu et al. [93] 21 • • • • • • •
Wu et al. [92] 30 • • • • • • • •
Xiong et al. [94] 639 • • • • • •
Yang et al. [95] 63 • • • • • • •
Yao & Shin [96] 20 • • • • • •
Yee et al. [97] / • • • • • •
Yue et al. [98] / • • • • • •
Sum (N=64) 20 12 16 3 13 7 31 17 20 17 33 10 12 4 4 23 31 11 48 16 43 19

Table 2: Results of the literature review, sorted alphabetically by first author.
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Abstract
Online web services are susceptible to account compromises
where adversaries gain access to a user’s account. Once com-
promised, an account must be restored to its pre-compromise
state in a process we term “account remediation.” Account
remediation is a technically complex process that in most
cases is left to the user, though some web services provide
guidance to users through help documentation. The quality
of this account remediation advice is of paramount impor-
tance in assisting victims of account compromise, yet it is
unclear if this advice is complete or suitable. In this paper,
we analyze account remediation advice from 57 popular U.S.-
based web services. We identify five key phases of account
remediation, use this five-phase model to develop a codebook
of account remediation advice, then analyze topic coverage.
We find that only 39% of the web services studied provided
advice for all phases of account remediation. We also find that
highly-ranked websites and sites with a previously disclosed
data breach have more complete coverage than other sites.
Our findings show that account remediation should be more
carefully and systematically considered by service providers,
security researchers, and consumer advocates, and our de-
tailed analysis will aid in creating better guidelines for users
and services.

1 Introduction

Online web services allow people to create accounts that
store information and communicate with others. Compro-
mises of these accounts are a pervasive problem, with billions

Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
without fee.
USENIX Symposium on Usable Privacy and Security (SOUPS) 2021.
August 8–10, 2021, Virtual Conference.

of accounts being compromised in 2019 alone [21]. Account
compromises allow the attacker to steal service, surveil the
activities of the victim, abuse the system, or otherwise com-
promise the confidentiality, integrity, or availability of the
account. When compromised, an account must be re-secured
in a process we term account remediation. In this work, we
determine that there are five key phases for account remedia-
tion. In order, these are: detecting the compromise, recovering
access to the account, limiting access by the attacker, restoring
the account state and associated data to the pre-compromise
state, and taking action to prevent future compromises.

After having accounts compromised, the authors discov-
ered first-hand how technically complex and frustrating the
task of account remediation can be. We found anecdotally
that help documentation provided by web services differs
drastically in terms of completeness. When documentation on
remediating compromises is lacking, it is much more difficult
for users, even technically-savvy users, to remediate a com-
promise. Therefore, the advice given by web services to help
users remediate their accounts is of critical importance. We
realized that not only is the advice given to users critical for
navigating the process correctly and effectively, but the advice
also acts as a proxy for understanding how the organization
responsible for creating it views the process.

In this paper, we make the following contributions:

• Model Account Remediation: We develop a five-phase
model to capture each phase of account remediation,
from initial compromise discovery to remediation. We
then use this five-phase model to fully represent the
range of activities a user may engage in during account
remediation in a qualitative codebook.

• Characterize Webservice Account Remediation Ad-
vice: We use our codebook to evaluate the account reme-
diation advice of 57 popular web services in the United
States, providing a window into the resources available
to users as well as acting as an implicit measure of web
services’ own understanding of the issue. We find this
advice is sparse and underspecified, especially when we
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examine activities unique to account remediation. For
example, fewer than half of the services studied provide
any guidance to limit further access by an attacker.

• Broad Trends and Recommendations: We find that
average phase coverage is higher for services that ei-
ther are very popular or that have a previously disclosed
data breach. We also provide recommendations for web
service owners and future researchers.

We note that account recovery, defined as the process of
restoring a legitimate user’s access to an account if credentials
are lost or changes, has received substantial research coverage,
as we discuss in Section 2. However, account recovery is only
a single phase of account remediation. Areas such as limiting
an account’s access and restoring an account’s original state
are crucial for account remediation, but have received little
research attention.

2 Related Work

A user’s mental model on security ultimately informs their
security decisions with their devices and online services [12].
Prior research has focused on the user’s security mental
model [5,29] and how they interpret security advice and warn-
ings [1]. Improving a user’s basic knowledge in security limits
the chances of their online services being compromised [5],
though users may reject the advice if it presents a poor cost-
to-benefit ratio or it threatens their privacy [15, 29, 29, 30].
Previous work has found that it is hard for end users, and
even experts to prioritize security advice [30]. User advice
can cover all five phases of account remediation, though a sig-
nificant body of work has focused on detecting compromise
and account recovery.

Many account compromises stem from stolen credentials.
Prior work has measured how the risk of stolen credentials
varies between phishing, malware, or data breaches and pre-
dicts the chances for total online account takeover from
stolen credentials [24, 27, 34]. Billions of stolen usernames
and passwords are also widely available in underground fo-
rums [25, 35–37]; these data sets have been used to create
systems that alert users if their usernames or passwords are
vulnerable and have been publicly exposed [25,35,37]. Other
work on detecting compromised accounts [33] focused on
building models to represent normal account behavior and
then using that behavior to analyze current account behav-
ior for anomalies or unusual activity [6, 8, 19, 31]. Recent
work has investigated whether users are informed about data
breaches, how they feel about them, and whether they have
taken or plan on taking action [22]. In our work, we go beyond
compromise discovery and account recovery, also focusing
on remediating harm to the compromised accounts.

Account recovery mechanisms restore access to an account
after credentials are lost or changed by an attacker after a

compromise. Virtually all widely used password recovery
mechanisms, including secret questions and e-mail reset links,
have well-understood vulnerabilities and deployment limita-
tions [26]. Many major webmail providers employ security
questions that can be solved through data mining, are easily
guessable, or have low memorability over time [3, 32]. Prior
work on account recovery mechanisms investigated different
authentication schemes [4] and password reset strategies [16].
Password recovery schemes may also be vulnerable to man-
in-the-middle (MitM) attacks [13,14]. Compromise detection
and account recovery have both been widely studied topics,
yet to the best of our knowledge, we are the first to study
account remediation from a holistic perspective.

3 Methods

In this section, we describe our methods (see Figure 1): code-
book development (3.1), account remediation model creation
(3.2), ensuring inter-rater reliability among coders (3.3), cod-
ing account remediation advice from 57 web services (3.4),
and our analysis of differences in the coverage of account
remediation advice among web services based on their popu-
larity and disclosure of data breaches (3.5).

3.1 Codebook Development
Three authors created the codebook deductively based on nine
popular web services’ account remediation advice, inductively
informed by authors’ personal and professional experience
with account remediation, and existing research on account
recovery, data breach notification and behavior, and authenti-
cation. We first annotated nine popular web services’ account
remediation advice, 1 then iteratively built and revised our
codebook and operationalized the codes. We finalized our
codebook when we were able to unambiguously apply it to
assess account remediation advice for the initial nine web
services. This was evidenced by high agreement when apply-
ing the codebook (Krippendorff’s Alpha > 0.75 for all three
coders for independent coding [9, 10]). In line with recom-
mendations for qualitative coding, we used this score not only
to assess our level of agreement, but also to investigate where
and how we disagreed [2, 23]. If that coefficient was not met
when we compared our codes, we used it as an opportunity to
better define and disambiguate codes, as well as discuss what
causes confusion or disagreement.

The final codebook contains five top-level codes, compro-
mise discovery, account recovery, limiting access, service
restoration, and prevention, which we call the five phases of
account remediation, as well as sub-codes that represent con-
crete advice, For example, in prevention, we have a sub-code
“enable 2FA”, which describes advice to enable 2-FA for an
account to prevent a future compromise.

1Facebook, Netflix, Skype, Spotify, Twitter, LinkedIn, Google, Yelp, Wal-
mart
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Figure 1: Methodology: codebook and model development, data collection and analysis.

3.2 Account Remediation Model

We explain the account remediation process as five phases
of account remediation: compromise discovery, account re-
covery, limiting access, service restoration, and prevention,
corresponding to our codebook’s top-level categories.

Compromise discovery describes a user observing suspicious
activity from their account or service that indicates a possible
compromise, for example: “If you notice unfamiliar activity
on your Google Account, someone else might be using it
without your permission.” (Google).

Account recovery describes the process for users to regain
access to their account after losing access to it or having
it compromised. We differentiate account remediation from
account recovery in the sense that account recovery is only
one phase in the account remediation process. An example
of advice for account recovery is: “Change your password or
send yourself a password reset email.” (Instagram)

Limiting access describes preventing current and future unau-
thorized access from adversaries, for example: “Sign out of
all devices connected to your account unless you believe your
device has been stolen.” (Netflix)

Service restoration describes restoring an account’s original
settings, content, or state before a compromise. An example of
advice for service restoration is: “After signing in, you’ll want
to review the recent activity on your account.” (Microsoft)

Prevention describes preventing future compromises by tak-
ing steps to further secure an account, like “Never click sus-
picious links, even if they appear to come from a friend or a
company you know” (Facebook).

While advice coverage was not uniform across services,
we found that the concept of the top-level categories (our
five phases) was present across services. While we theorize
that these five phases conceptualize account remediation in
general, we do not imply that each specific subcode in each
phase has to be covered by all services to provide complete
advice, as service offerings may differ. We established this
model to account for a wide range of advice and describe the
majority of account remediation steps.

3.3 Training and Reliability

Following the development of the codebook, the main au-
thor trained two supporting coders on the nine initial web
services, again measuring inter-rater reliability to pinpoint
and resolve disagreement and to determine the successful con-
clusion of the training phase. The agreed-upon coding by the
three codebook developers was used as ground-truth for train-
ing, and once Krippendorff’s Alpha consistently exceeded
0.75, we considered the new coders competent to apply the
codebook [10].

After the training phase concluded, the supporting coders
then coded the rest of the web services individually. The
primary coder independently double-coded a select subset
of web services from each supporting coder, usually those
that had been subjectively the hardest to code. After each
week of independent coding, the primary coder met with each
supporting coder separately to resolve disagreements, errors,
and confusion, as well as to make sure that coding strategies
did not diverge over time.

3.4 Collecting Advice from Web Services

In this section, we explain our process for web service se-
lection, how we collect and store the advice, and how we
established groups of web services for research questions.
Service Selection Criteria: We referred to two lists gener-
ated from the Tranco Website Ranking Service [28] to identify
web services of interest. The lists were generated on March
31, 2020 and August 18, 2020. Using these Tranco lists as a
reference, we examined web services that were U.S.-based,
allowed user online account creation, and provided publicly
available account remediation advice. We chose U.S.-based
web services since all authors are fluent in English. We ex-
cluded adult-content web services from the study, as our re-
search was performed on computers owned by a public uni-
versity. Finally, we excluded services that were unreachable
at the time of data collection.
Finding Advice: To ensure the totality of advice collection,
we collected account remediation advice from web services by
both manually browsing their help pages and through search
queries on the website and Google. When navigating the web
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service, we searched both the help center sections and security
settings (if available). We queried the help center with the
template phrases: “My account was compromised” and “My
account was hacked”. Once we found a web service’s main
page for account remediation advice, we also collected every
relevant link mentioned on that page for account remedia-
tion. We further extended our collection of advice by Google
search querying for any account remediation advice from the
target web service based on text snippets we found on advice
sites, our own experiences, and anticipating the spectrum of
possible user queries. Our Google search queries were the
following: “My [web service] account was compromised” and
“My [web service] account was hacked”. We added any new
account remediation advice that was not found when navi-
gating the web service. This multi-step process ensured that
we identified all relevant account remediation advice from a
web service. We note that many large companies have sepa-
rate web services served by the same account management;
one example is Google and YouTube. In such cases, we only
include an advice policy once.
Content Exclusion Criteria: For our analysis, not all infor-
mation is appropriately considered account remediation ad-
vice. For example, we do not consider advice for accounts that
were suspended due to actions of the user or suspensions that
were self-inflicted. Secondly, we did not include advice within
forums or posts by other users on the service or on third-party
sites, because such information may be inaccurate, outdated
at the time of collection, or from an untrustworthy source. We
also exclude advice documents when they consisted solely
and entirely of a suggestion to contact the service.

We also only collect advice available without requiring a
logged-in web service account to replicate the process a user
would take if they could not access their compromised account
and needed guidance. This strategy also allowed us to collect
all relevant advice regardless of the login status. After our
initial data collection, we observed that financial services and
universities had been almost entirely excluded by this strict
criteria. Owing to the importance of these two industries as
targets of compromise, we revisited these services to collect
publicly available remediation advice. Out of an abundance
of caution, in Section 4.3 we include results with and without
the financial service and university data.
Collected Datasets: We divide our collected data into two
groups, shown in detailed tables in the Appendix. Both groups
account for 57 total web services. The very popular web ser-
vices dataset consisted of the top 31 web services (as ranked
by Tranco) that were U.S.-based and offered account remedi-
ation advice. To this dataset, we added one additional service
(Yelp) slightly outside of the Top 31 that had been chosen
arbitrarily as a case study during codebook creation. We note
that after filtering by our criteria and excluding combined web
properties from the list (e.g., Google and YouTube) our first
31 services span from Google (ranked #1) to Walmart (ranked
#184), with our last service (Yelp) ranked 209 at the time

of data collection. Therefore, this group consists of 32 web
services and we will refer to them as our very popular set of
web services throughout the paper. We explain in Section 3.5
how we define popularity.

Our second dataset, termed the less popular web services
dataset, consisted of a random selection of 25 services meet-
ing our full criteria with a Tranco rank in the range of 500–
1000. Initially, we aimed to collect advice from 32 web ser-
vices in this range in order to have two equal sets of web
services. However, upon coding these web services in the full
study, the coders had trouble coding the advice specifically in
regards to advice from the phase compromise discovery. The
confusion came from the fact that it was hard to differentiate
whether advice to discover a compromised account was either
solely billing/financial issues or actually other codes related
to compromise discovery. Due to this confusion, we decided
to discard banking web services in this group of web services,
which left us with 25 less popular services, as we will refer
to them throughout the paper. This specific range was chosen
to select a group of web services that were not obscure but
was also noticeably different from the very popular web ser-
vices ranked at the top. Rankings like Tranco in general are
rarely linear in correlation with the phenomena measured (or
implied). For example, consider the case of Youtube, Netflix,
and Crunchyroll. Youtube and Netflix were ranked 3rd and
9th respectively, while Crunchyroll was ranked 837th. Though
Youtube is ranked 3 times higher than Netflix, it is unlikely
that YouTube has three times the resources for security than
Netflix; nor is it likely the case that Youtube has nearly a three-
orders of magnitude larger security budget than Crunchyroll.
Consequently, to see if site popularity has an effect on reme-
diation advice coverage, we choose to look at group distances
between the rough equivalence classes formed by the broad
rank range.
Recording Existence of Account Remediation Advice: Us-
ing the same selection and exclusion criteria, we analyze
all web services that were ranked between 500- -1,000 on
Tranco [28] for existence of publicly available account re-
mediation advice. We are not coding web services here; we
simply check if web services provide public account remedia-
tion advice. Therefore, we examine all web services in this
range, not just web services with account remediation advice.
Once we calculated how many web services fit our selection
criteria and provided public account remediation advice, we
divided that number by the total number of web services that
fit our selection criteria.

We perform this method on two different data sets, each
data set however consists of web services ranked between
500- -1,000. Both data sets consisted of web services that
were U.S.-based and allowed for account creation. The dif-
ference is that the first data set will also include financial
or university-based web services that were ranked between
500- -1,000. We refer to this data set throughout the paper as
the include financial/university services group. The second

362    Seventeenth Symposium on Usable Privacy and Security USENIX Association



data set is identical but excludes financial or university-based
web services ranked between 500- -1,000. We define this data
set throughout the paper as the exclude financial/university
services group. We include two data sets since we cannot
confirm if financial-based or university web services provide
different account remediation advice to users with a login or
belonging to that community. Since our criteria were to only
collect advice that was publicly available without a login, we
separate our findings for this question. These results will be
shown in Section 4.3.
Storing Advice: When we found all relevant account reme-
diation advice from a web service, we saved PDF versions
of the web pages and stored them for analysis. This helped
ensure we had a static dataset that did not change as we were
coding. This also allowed us to code web services both col-
lectively or individually by analyzing similar PDFs for web
service’s account remediation advice.
Coding: After the training phase was complete, each new
coder coded 22 web services (totaling 44 more web services).
Each coder coded the PDF pages from the web service’s
advice with Nvivo, in increments of five to nine web services
at a time. Once each week, the first author met with both
coders separately to go over the overlapping coding results
and resolve confusion or disagreements about the coding
results. Each coder then corrected their codes or added codes
that they missed. Our coding results are in Sections 4.1 and
4.2.

3.5 Differences in Coverage of Account Reme-
diation Advice

In this paper, we seek to understand whether there are sig-
nificant differences in the coverage of account remediation
advice between very popular web services and less popular
web services, and whether there are significant differences
in the coverage of account remediation advice between web
services with a disclosed data breach and web services with-
out a disclosed data breach. To address these questions, we
need to operationalize aspects of these questions, including
coverage, popularity, breach history, and group differences.
This subsection presents the methods we use for each of these
issues.

We operationalize the coverage of account remediation
advice as a web service covering all five phases of account
remediation in their advice. The range of the coverage of
advice is measured from one phase coverage up to five phases
coverage. For example, if a web service gives advice that
covers only compromise discovery, account recovery, and lim-
iting access, the coverage of the advice for that web service
will be a three since it mentioned advice from three phases.
We define the coverage of advice for account remediation
in this manner because every phase for account remediation
is important in successfully remediating a compromised ac-
count. However, not every individual code in every phase will

be relevant or important for every web service. For example,
codes for advice on noticing billing/finance issues will not be
relevant for web services that do not handle money transac-
tions or store financial information. Also, web services that
do not give users the functionality to install third-party ap-
plications will not need advice on how to remove potentially
malicious third-party applications. For this reason, if a web
service has advice that mentions at least one code from a
given phase, that phase will be counted to the coverage of
account remediation advice for that web service. While this
may overestimate a service’s advice (i.e., coverage does not
imply a high quality of advice), we can confidently assess
services with low coverage and services with high coverage
of advice.

We define the popularity of a web service by its ranking on
the Tranco Website Ranking Service [28]. This ranking ser-
vice was developed mainly for research purposes and consists
of data from many ranking services over a period of 30 days.
Tranco lists web services based on their popularity. The top
32 ranked web services we analyze are at the very top of this
list, called here the very popular group of services. Lower
ranked web services on the list such as the 25 randomly sam-
pled web services in the 500-1,000 range are the less popular
group of services. Our results for comparing the differences in
coverage between very popular web services and less popular
web services are shown in Section 4.4.

We operationalize “public disclosure of data breaches” by
using a well-known database maintained by Troy Hunt on his
website “haveibeenpwned” [17]. Haveibeenpwned consists
of a database of publicly disclosed data breach incidents that
have been consolidated and displayed on the website. The
database also contains hundreds of database dumps and paste
bins containing billions of leaked account credentials. Users
then can query this website to search if their credentials such
as their emails, usernames, or passwords have been compro-
mised or “pwned.” Users can also check an overview of web
services that haveibeenpwned has listed as being breached,
and sign up for breach notification. When we define web ser-
vices to have publicly disclosed a data breach, we refer to web
services that are listed on haveibeenpwned; the data breach
disclosed group contains 16 web services. The remaining 41
web services that were not mentioned in the breached list of
web services [17] make up our non-data breach disclosed
group. Our results for comparing the differences in coverage
between data breach disclosed and non-data breach disclosed
web services are shown in Section 4.5.

In order to statistically evaluate the differences in our two
research questions, we perform a Mann-Whitney U Test for
both questions. Specifically, we investigate if the means of
the distribution of the number of phases within the groups
involved in the research questions is significant in difference.
Using the Mann-Whitney U scores, we then calculate the
magnitude in differences between each group of web ser-
vice’s coverage of advice by calculating their respective ef-

USENIX Association Seventeenth Symposium on Usable Privacy and Security    363



fect size [11,20]. This effect size is also quantified in Cohen’s
confidence interval r [7]. We follow the interpretations as
guidelines provided by Fritz [11], which describe r = 0.1 as
“small”, r = 0.3 as “medium”, and r = 0.5 as “large”. The
Mann Whitney U Test and other related statistical measures
were performed with SPSS software [18]. We then used these
results to calculate the effect size [11].

3.6 Limitations

As with any study that involves qualitative coding, this study
is subject to the authors’ biases, as well as possible differences
in coding strategies between coders. We tried to reasonably
address these in our investigation by having coders with di-
verse research backgrounds on our team to allow multiple
perspectives to inform the creation of our codebook, and,
eventually, the five phase model of account remediation. We
also diligently refined our codebook and the codes’ explana-
tions in order to allow independent coders to arrive at similar
assessments, and regularly controlled for divergent strategies,
discussed differences and resolved disagreements.

Additionally, due to the nature of our study, we cannot
provide ground truth about the differences in the coverage of
account remediation advice between different groups of web
services. Our definition in the coverage of advice does not
take into account the length or depth of the advice, rather a
metric for how many phases in account remediation it covers.
We also do not provide ground truth for the applicability of
all of the codes in our codebook to web services. Most of the
codes in our codebook represent advice that can be broadly
applied to all web services. However, some codes that we
developed during our codebook development like “observe
billing” or “finance issues” or “observe a third party account
connected” do not apply to all web services. Therefore, we
explain the results for specific codes like this with the caveat
that they may not be broadly applicable to all web services.

We only collect advice from web services when it was pub-
licly available without an account login. Some web services
may provide additional account remediation advice once a
user is logged in. We collected advice in this manner to repli-
cate the process of finding account remediation advice, in the
case where the account owner cannot access their account.
For our coding results in Sections 4.1, 4.2, 4.4, and 4.5,
we only include web services that provide publicly available
account remediation. In Section 4.3, we include two versions
of results in which we exclude web services that may provide
additional account remediation advice given an account login.

Lastly, we only included U.S-based web services in this
study. We wanted to ensure that all coders could fully interpret
and code the web services we selected for this work. Since
the only language that every author could fluently speak is
English, we limited ourselves to U.S.-based web services.
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Figure 2: Bar graph of all account remediation phases among
web services. Limiting Access advice is mentioned in less
than half of the web services we analyzed. Service Restoration
advice was mentioned in 74% of the web services. All other
phases were mentioned by at least 90% of the web services
we analyzed.

4 Results

In this section, we discuss the results of our codes and im-
plications behind the results. In Section 4.1, we provide the
overall coverage of the phases for account remediation advice
from the web services. In Section 4.2, we look at each phase
individually and examine the coverage of their respective
codes within the web services. In Section 4.3, we report how
many of bottom 500 ranked web services provided users with
publicly available account remediation advice. We present
this report with the inclusion of financial web services and
university web services and also without financial web ser-
vices and university web services. In Section 4.4, we present
our results for investigating the differences in the coverage
of account remediation advice between very popular and less
popular web services. Similarly in Section 4.5, we present
our results for investigating the differences in the coverage
of account remediation advice between data breach disclosed
services and non-data breach disclosed services.

4.1 Overall Phase Coverage

Sections 4.1 and 4.2 reflect results from coding all 57 web
services. Advice for compromise discovery, account recovery,
and prevention was mentioned by 91%, 96%, and 96% of all
web services, respectively. These were the only phases that
were covered in at least 80% of account remediation advice
from web services. On the other hand, advice for limiting
access was mentioned by 46% of web services and advice for
service restoration was mentioned by 75% of web services.
Figure 2 represents web service counts for every phase in the
account remediation model. The service count in the graph
indicates how many web services mentioned at least one code
from a specific phase.

The phases of compromise discovery, account recovery,
and prevention are not only widely addressed by most web
services, but also represent areas that have been heavily re-
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Figure 3: How many web services mentioned at least n amount
of web services, where n is either at least 5,4,3,2,or 1 phase.
Only 39% web services gave advice for all five phases.

searched by the security community. These three phases, how-
ever, do not fully cover the process of account remediation.
Limiting the access of an account and restoring an account’s
original settings are fundamental for account remediation.
Without it, the account remediation process is not complete,
and a compromised account may still remain vulnerable. Still,
more than half of the web services we investigated did not
mention any advice for limiting an attacker’s access.

Out of the total 57 web services we analyzed for account
remediation advice, only 39% managed to mention advice
from all five phases. 74% of web services mentioned at least
four account remediation phases. 91% of web services men-
tioned at least three account remediation phases. Lastly, all
57 web services mentioned at least two account remediation
phases. Figure 3 shows these results from coding all 57 web
services.

The consequences of these results require careful consider-
ation. On the one hand, our results for security advice most
unique to account remediation (limiting access and service
restoration) would seem to indicate that web services are ne-
glecting these two phases. On the other hand, while we believe
our model is sufficiently general to capture the account reme-
diation process, there may be cases where it is not necessary
to cover all five phases explicitly. Consider a hypothetical
service that recommends completing the account recovery
process, and it happens to log out all logged-in sessions. The
service’s advice may not reflect any limiting access content
because it is automatically handled. Without ground-truth
knowledge about each web service’s internals, it is difficult
to determine which case applies to a particular web service.
Taken together, it is clear that future work should determine
if remediation phase coverage is low because it is neglected
or if it is simply not necessary.

4.2 Content Analysis by Phase

Compromise discovery: Compromise Discovery involves
observing activity from an account or service that indicates a
possible compromise. Our results for the compromise discov-

ery codes are shown in Figure 4. Only 11% of the codes in
this phase were covered by at least half of the web services.

Advice for discovering unauthorized or suspicious activity
was recorded in 68% of the web services. This was the only
advice in compromise discovery however that was mentioned
in at least half of the web services. A possible reason for this
could be that all of the advice in this phase can be related
to unauthorized or suspicious activity, and the code itself is
much less specific compared to other codes in this phase. This
is a broad interpretation of compromise discovery since there
are multiple methods of compromise discovery.

Advice to discover an email change or password change
was mentioned in 12%, and 21% of web services, respectively.
The majority, if not all, of web services with account creation
store a user’s email address and password and allow users to
change them as well. Observing that either of these identifiers
changed within an account is a strong indication of a possible
compromise. Still, even the union of the coverage of advice for
discovering a changed password and changed email address
reached no more than 33% of web services we investigated.
This is a clear oversight of advice coverage on the part of web
services.

Advice noticing an explicit notification and observing unau-
thorized logins was mentioned in 30% and 35% of the web
serviced we investigated, respectively. We wanted to code ad-
vice for users discovering account compromises from explicit
notifications from the service, or by observing unauthorized
logins on their accounts. From this, we also concluded that
users could observe unauthorized logins due to an explicit
service notification, or by examining their account as well.
Therefore, we created a code for noticing explicit service
notifications about a compromise and a code for observing
unauthorized logins that includes coverage from the explicit
service notification code, while not being exclusive to it. With
these results, we present the caveat that we do not confirm if
all web services give users the functionality to observe log-ins
on their accounts. Therefore, the results for our code “observe
an unauthorized login” may not be broadly applied to all web
services.

Advice to discover a social media/third party account con-
nected and billing/finance issues were mentioned in only 5%
and 35% of web services, respectively. While these results do
reflect low coverage across web services, we can not confirm
how many web services in our study implement billing or
finances into their functionality for users. We also can not
confirm if all web services in our study allow users to connect
a social media or third-party account to their main account.

We look to our results in coding limiting access advice
later in this section and compare the results of the code “Re-
move third party access.” This specific code, “Remove third
party access”, was mentioned in 18% of web services. The
difference in coverage between this code and our code in this
category, “social media/third party account connected,” shows
that at least 12% of web services that allow users to connect a
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Figure 4: Bar graph of Compromise Discovery codes among
web services. Unauthorized or suspicious activity was the
highest covered code with 39 web services. No other code
was mentioned in more than half of the web services.

social media or third account are not advising users to notice
a new social media or third-party account when discovering a
compromise.

Overall, compromise discovery advice was sparsely cov-
ered. Only one code in this phase was covered by at least
half of the web services. Most of the codes in this phase can
either be broadly applied or covered at a higher usage given
other results we recorded in other phases. Most of the advice
in this phase is also cheap in implementation but important
to discovering a compromised account. Web services have
much room for improvement in their coverage of compromise
discovery advice.
Account recovery: Account recovery provides a means for
users to recover their account after losing access to it or having
it compromised. Our results for coding this phase are shown
in Figure 5. 66% of the codes from this phase were covered in
at least half of the web services. This phase is highly covered
by web services and continues to be prioritized, even as a
means to remediate compromised accounts.

Advice to initiate a password reset or to change a password
was covered in 91% of web services. This advice was also
the highest covered code out of all phases in this study. It was
the most common method for advising users to recover their
compromised accounts.

Advice to advise users to engage in customer service to
recover a compromised account was covered by 63% of web
services. Some services require contacting customer service
for account recovery processes. Customer service for account
recovery involves assisting users in recovering a compromised
account with a guided process or interaction with a service
client. This is different from other customer service processes
that services may offer outside of account recovery. While we
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Figure 5: Bar graph of Account Recovery codes among web
services. Password reset was mentioned by 91% of services
and customer service support was mentioned by 63% of ser-
vices.

recognize this advice was not covered universally among web
services, it may not be reasonable to have users go through
customer service every time to recover their account or reset
their password. However, keeping customer service as an
optional route may be more beneficial to users.

Advice to reset passwords and to engage in customer ser-
vice to recover an account were both covered in over half of
the web services. These results can imply that not only is ac-
count recovery prioritized in account remediation advice, but
mainly in the forms of password reset advice and customer
service support

We observed advice for running endpoint security to re-
cover an account was only covered in 14% of web services.
The low service count could be the result of authors of account
remediation advice not considering endpoint security. Also,
correctly running anti-virus software is highly technical and
possibly beyond the reach of most users. It might be unclear
to the extent of how much antivirus or other harm remedi-
ation measures help remediate online account compromise.
This can imply that web services may not view endpoint se-
curity options as a viable solution or prioritize it for account
recovery purposes.
Limiting access: Limiting account access is defined as pre-
venting current and future unauthorized access by adversaries.
Limiting Access advice was the lowest covered phase in the
study, reaching only 47% of web services. Less than half of
the web services in our study advised users to manage the
access of their account, and thus not prioritizing an important
step in account remediation. Advice for limiting an account’s
access includes signing out of instances of an account, review-
ing active sessions, and removing access from third-party
applications. The results for coding this phase are shown in
Figure 6.

Advice for signing out of an individual instance or all in-
stances of an account were covered by only 26% and 14% of
web services, respectively. All services allow users to sign out
of an account and many allow to sign out of multiple account
instances, yet the union of these two codes was only covered
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Figure 6: Bar graph of Limiting Access codes among web
services. No single code was mentioned in more than a third
of the web services.

by 40% of web services. This coverage is insufficient given
that all web services allow users to sign out of an instance or
multiple instances of their account and it is an important step
in managing the access of an account.

Advice for reviewing active sessions also was represented
with a code that was only present in 12% of web services. We
also record this finding with the caveat that we lack ground
truth for how many web services provide users the ability
to check for active sessions of their account. However, we
explain in Section 5, why we recommend this functionality
be implemented in web services and then provided in account
remediation advice.

Advice for removing third party access was only present in
18% of web services we investigated. This is important to note
since advice for discovering a new social media or third-party
account connected to an account in the compromise discovery
category was only mentioned in 5% of web services. All of
the advice in this phase is underwhelmingly covered given its
importance to secure the access of a compromised account.
Service restoration: Service Restoration advice involves
restoring an account’s original settings or information to how
it was before the compromise. 74% of web services mentioned
advice for service restoration, yet none of the specific codes
in service restoration were covered by at least half of the ser-
vices. The results for coding this phase are shown in Figure 7.
Advice from this phase is also insufficient in coverage among
web services.

Advice for verifying user information, verifying account
settings, and reviewing and/or removing activities or content
were each recorded in 42%, 28%, and 39% of web services,
respectively. These are extremely low percentages for advice
that should apply to most, if not all, of the web services we
analyzed. All web services in this study store information
about the user, settings for the user, and activity by the user.
Therefore, there should be advice to verify all of this infor-
mation. Yet, none of the codes that represent this advice are
mentioned beyond 42% of web services investigated.

Lastly, advice to seek customer service support in this phase
received a low percentage: 23% of web services. This percent-
age differs significantly in coverage than the service count
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Figure 7: Bar graph of Service Restoration codes among web
services. No single code was mentioned in more than 42% of
web services.

for customer service support for account recovery which was
mentioned in 63% of web services. This could imply that
most services are more likely to prioritize customer service
support advice for account recovery, or they do not prioritize
customer service for service restoration purposes.
Prevention: Prevention is defined as taking further steps to
further secure an account. Out of the total 11 codes in Preven-
tion, four were represented in at least 60% of the web services
investigated. This category also held six of the top ten most
covered codes in the codebook (strong password advice, se-
cure email advice, enable 2FA, check/modify related accounts,
enable endpoint security options, and keep software updated).
Results for coding this phase are presented in Figure 8.

Advice to maintain strong passwords was the highest men-
tioned code in this category with 88% coverage. This was
the second individual highest covered code right behind the
advice to initiate a password reset to recover an account
(91% coverage). This means that advice for password se-
curity amounted to the two highest codes and therefore the
highest coverage out of any advice for account remediation.
This could be a result of the vast industry and academic work
on password security. It could also mean that web services
believe strong password advice is very crucial to account
remediation.

Advice on securing emails, enabling two-Factor Authentica-
tion, and checking or modifying related accounts was covered
in 72%, 70%, and 61% of web services, respectively. Similar
to strong password advice, secure email advice and two-factor
authentication advice also represent areas that are heavily re-
searched by the research community and are popular among
web services.

Running endpoint security options and keeping software up
to date advice were both mentioned in 47% of web services
investigated. Interestingly, the coverage in this phase for run-
ning endpoint security was significantly higher than advice
for running endpoint security for account recovery (14%).
This shows authors of advice for account remediation were
more likely to advise users to run endpoint security options
to prevent an account compromise instead of recovering an
account from compromise. However, given that it is unclear
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Figure 8: Bar graph of Prevention codes among web services.
Four out of 11 codes were mentioned in at least 60% of web
services and strong password advice was mentioned in 88%
of web services.

how effective running endpoint security options are towards
recovering a compromised account, it is also unclear as to
how effective it is in preventing a future compromise.

Notably, prevention advice generally focused on shifting
responsibility to other services or the user. While not explicitly
coded for, very few services discussed reporting breaches or
security flaws in their own service. For example, Netflix states
that "If [users] believe [they’ve] found a security vulnerability
on a Netflix property or app, we strongly encourage [them]
to inform [Netflix] as quickly as possible and to not disclose
the vulnerability publicly until it is fixed." In the worst case,
Fandom.com prefaces its prevention advice with the statement
that "there is a possibility that if your account is hacked you
will need to create a new account" and implies that security is
solely the responsibility of the user.

4.3 85% of Web Services did not provide Ac-
count Remediation Advice

In our include financial/university web service data set, 220
web services allowed users to create public accounts and were
U.S.-based. Of these 220 web services, only 15% of these web
services gave publicly available account remediation advice.
In our exclude financial/university web service data set, 195
web services allowed users to create a public accounts and
were U.S.-based. Of these 195 web services, only 12% of these
web services gave publicly available account remediation
advice.

The majority of web services in our study that were U.S.-
based and allowed for user account creation did not provide
users with public advice for account remediation. This is
alarming since we made sure to only collect account reme-
diation advice from a web service if the advice was publicly
available and did not require users to log in. A user with a
compromised online account needs to have access to such
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Figure 9: Graph of the mean number of phases covered in
account remediation by all experimental groups. Very popular
web services had a higher mean count of phases mentioned
in their account remediation advice than less popular web
services. Data breach disclosed services had a higher mean
count of phases mentioned in their account remediation advice
than non-data breach disclosed web services.

advice even if they cannot access their account. If this ad-
vice is not made publicly available, let alone created at all,
then users are left with significantly less help in successfully
remediating their compromised accounts.

4.4 Coverage of Advice versus Popularity
In this section, we give our results from investigating the
differences in the coverage of account remediation advice
between very popular web services and less popular web
services. As stated in Section 3.5, we define the coverage of
account remediation advice as the number of account remedi-
ation phases that are discussed by a web service.

Our objective is to see if there are differences in the num-
ber of phases covered within account remediation advice for
web services of vastly different popularity. We performed a
Mann-Whitney U Test in which we define the following null
hypothesis: the distribution of the number of phases men-
tioned in account remediation advice is similar across very
popular web services and less popular web services. We per-
form this test to discover if the number of phases between the
two groups of web services is significant in difference.

The mean number of phases mentioned by very popular
web services was 4.3 with a standard deviation of 0.90. While
the mean number of phases mentioned by less popular web
services was 3.6 with a standard deviation of 0.90. Using a
Mann-Whitney U test, we find a statistically significant differ-
ence in the mean number of phases covered by the two groups
(U = 224, z = -2.994, p = 0.003). Using these test scores, we
calculate an effect size r = 0.397, which is considered to be a
“medium” effect size [11, 20].

It is plausible that very popular web services have more
incentive to provide users with account remediation advice
since they have more users creating accounts than less popular
web services. Not only would they have more users, but there
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may also be a higher importance or usage of accounts with
very popular web services. However, there are important web
services that are not very popular, but are likely to also provide
extensive account remediation advice. Financial and banking
web services are also important to users, and compromised
accounts from these web services can impact a user’s finances
or potentially compromise their identity. Many banks provide
both advice for account remediation and identity theft and
also give users resources to contact for further assistance.

4.5 Coverage of Advice versus Disclosed Data
Breach

In this section, we show the differences in the coverage of
account remediation advice between data breach disclosed
web services and non-data breach disclosed web services.

Our objective is to see if there are differences in the num-
ber of phases covered within account remediation advice for
web services that have or have not publicly disclosed a data
breach. We performed a Mann-Whitney U Test in which we
define the following null hypothesis: the distribution of the
number of phases mentioned in account remediation advice
is similar across data breach disclosed web services and non-
data breach disclosed web services. We perform this test to
discover if the number of phases between the two groups of
web services is significant in difference.

The mean number of phases mentioned by data breach
disclosed web services was 4.5 with a standard deviation of
0.63. While the mean number of phases mentioned by non-
data breach disclosed web services was 3.8 with a standard
deviation of 1.0. Using a Mann-Whitney U test, we find a sta-
tistically significant difference in the mean number of phases
covered by the two groups (U = 210, z = -2.217, p = 0.027).
Using these test scores, we calculate an effect size r = 0.294,
which is considered to be approximately a “medium” effect
size [11, 20].

These findings may suggest that data breach disclosed
web services have updated their account remediation advice
once their compromised data was publicly known. The breach
may have influenced a service to improve their systems and
the resources they provide to users to secure their accounts.
Interestingly, despite having the experience of a data breach,
none of the web services which had disclosed a breach on
haveibeenpwned explicitly mention reporting security flaws
in the service to mitigate or prevent breaches.

Finally, we note that the analyses of differences of advice
based on popularity and history of disclosing data breaches are
preliminary and correlational. More work would be needed
to confirm a causal relationship between a web service’s cov-
erage of account remediation advice and its popularity or
history of disclosing data breaches.

5 Discussion

In this section, we discuss recommendations for implementing
account remediation advice for web services. We also discuss
what future work can be done to further this investigation.
Account Remediation Model: While remediation for each
web service may have domain-specific concerns like fixing
a playlist or recovering documents in cloud storage, our vali-
dated codebook provides evidence that the majority of account
remediation steps are general, if not universal. Each phase in
our codebook was constructed by analyzing multiple popular
web services and creating codes that be broadly applied. We
note that if one defines account remediation as “reversing the
consequences of compromise,” one must have all five phases
for successful account remediation. One cannot claim an ac-
count is remediated until the compromise is discovered, user
access is regained, the attacker has lost access, the account is
restored to its pre-compromise state, and re-compromise is
prevented. If any step is neglected, either a compromise is not
remediated or the account will simply be re-compromised.

Our codebook also provides flexibility for domain-specific
concerns as well. As discussed in Section 2, specific phases
of account remediation such as discovering compromised ac-
counts [6, 8, 19, 31, 33], recovering compromised accounts
[3,4,16,26,32], and preventing compromises through general
security practices [22, 30] have been researched and imple-
mented. However, we are the first to conceptually define ac-
count remediation into a five-phase structured process. While
the variations between services mean that account remedi-
ation advice cannot be totally centralized, we believe our
codebook could be used for consumer advocates (such as the
FTC) as the basis of public information campaigns and guides
to help users in the complex task of account remediation.
On Service Responsibility: As mentioned in Section 4.2,
much of the remediation advice given by services focus exclu-
sively on account compromise resulting from other services
or user error. They suggest that compromises may result from
poor password choice, password reuse, falling victim to phish-
ing, compromise of a “master” account like an email account,
or malware infection. An example of advice following this
tone is the following: “Don’t worry, we have no indication that
the Walmart systems have ever been compromised, but there
are steps you should take to protect your personal information
if you suspect unauthorized access or a phishing attempt”.
Services very rarely mention the possibility of a security flaw
in their own service, even when they have previously dis-
closed a breach. While it may be the case that the source
of most compromises is from external sources, companies
should not completely shift responsibility onto individuals.
Additionally, in some cases, users are limited in their ability
to remediate an account. For example, banks do not allow
users to unilaterally revoke a transaction after completion,
and many web services automatically lock accounts based on
indicators of compromise. An argument could be made that if
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web services have the best visibility and ability to detect com-
promise, they should also be able to assist users proactively,
if not automatically, in remediating the effects of that compro-
mise. On the other hand, if it is true that account compromises
mostly originate from external security problems, it would
be unfair to put this burden solely on the web service. Sim-
ilarly, the web service may have an incomplete perspective
on what actions around the time of an account compromise
were authorized or not. By analogy, credit card companies
have regular monitoring for anomalous transactions, and in
many cases can automatically block fraudulent transactions,
even when caused by an external breach. Still, credit card
companies often have to contact their users to confirm or deny
specific anomalous charges. We recommend that web services
consider to what extent they can automate remediating com-
promised accounts in order to balance responsibility with best
serving users. We also suggest that language should be added
to account remediation advice to encourage users to report
security flaws with the service rather than focusing only on
external causes of hacking.

Another question is what role, if any, law enforcement agen-
cies have to play in identifying and prosecuting account com-
promises (especially in the furtherance of other criminal ac-
tivities). We noted that 15 web services mention some form
of evidence gathering of an account compromise alongside
account remediation advice. However, we also note that com-
puter crime is notoriously difficult to bring to prosecution, so
it is arguable to what extent this would be helpful to current
or even future victims.
Recommendations: Web services should, as a best practice,
provide a mechanism to review account activity, including
logins and actions that change the state of an account (pur-
chases, password or preference changes, settings, user infor-
mation.) Services should also provide better guidance on what
“unusual activity” means through specific examples such as
changed passwords, changed usernames, or changed emails.
Owing to the large amount of prior work on account recov-
ery, we recommend readers see the recommendations of prior
work [3, 16, 26, 32]. All web services should also provide
an interface to show all active log-in sessions and/or access
permissions. This interface should also allow a user to re-
voke access for any or all current sessions. Along with the
recommendation to show account activity, there should be an
interface allowing users to revert changes made to their set-
tings or remove unauthorized content. While not specifically
coded for in our study, we observed that only six services
provided a method to restore content deleted in an account
compromise.

Enforcing mandatory customer service for account reme-
diation purposes will inform the web service directly while
also potentially discovering a large scale data breach. On the
other hand, it potentially increases the effort on part of both
the user and web service. Also, if mandatory customer ser-
vice is not staffed 24/7, there may be consequential delays in

preventing further damage from the compromise. This is why
optional customer service may be a better feature to have, es-
pecially for complex remediation cases, because users without
significant technical understanding of the compromise may
need additional support. Finally, we observed a high variance
in the prevention advice given by web services for what is
largely the same problem, implying that many individual web
services have incomplete prevention guidance. Similar to the
work done by Redmiles et al. [29,30], there is an abundance of
general prevention advice but a lack of advice prioritization.

Future Work: Future work should explore more usable or
contextual guidance. Some of the steps in account remedia-
tion are technically complex to perform for users. Making
the process of account remediation more usable and easier to
follow will better aid users in remediating their accounts. For
example, Facebook actually implements a chatbot-style wiz-
ard for guiding users through account remediation. It consists
of easy to read diagrams that prompts users if they recognize
information or settings on their account that is presented to
them by the chatbot wizards. Future work could evaluate these
approaches and explore ways of generalizing this approach to
be usable for other types of web services beyond social media.
Additionally, it is worth exploring to what extent a service
could certify that an account has been remediated, or what
assurances could be provided to users that their accounts have
become “safe.”

6 Conclusion

Online account compromises have become rampant, and any-
one with an online account is susceptible to having their
account compromised. The resources that help users reme-
diate a compromised account should cover all the necessary
procedures to help users re-secure their accounts. We investi-
gated publicly available advice for account remediation from
both top-ranked web services and lower-ranked web services.
We identified important phases for account remediation that
are not only sparse in coverage but also are not addressed
by a significant amount of popular web services that provide
account remediation advice. Also, the amount of web services
we studied that even provide users with publicly available ac-
count remediation advice is critically low and did not surpass
at least 15% of the total web services we analyzed that allow
users to create accounts. Lastly, we discovered that highly
ranked web services and web services with a previously dis-
closed data breach presented more complete coverage of their
account remediation advice than other web services. Our anal-
ysis of the coverage of account remediation advice presented
important areas that are lacking in attention, to which we ex-
plain credible recommendations to both bolster the advice
and the process of account remediation.
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7 Codebook

Compromise Discovery

Codes Code Explanations Examples

Billing/finance issues Unwanted changes in financial or billing
settings/standings or unauthorized credit
card charges.

You see charges or notices for purchases that you
didn’t make.

Email changed Observe any email associated with account
has been changed.

What do I do if someone changed my email
address?

Explicit notification Service notifies you of login or possible
compromise by email or other factor.
Check this if the service sends emails
about new logins.

You receive an email or notification that your
Apple ID was used to sign in to a device you don’t
recognize or did not sign in to recently (for
example, “Your Apple ID was used to sign in to
iCloud on a Windows PC” ).

Account locked by
provider

Cannot access account due to account
being locked or disabled.

For your protection, we may place a temporary
hold on your account.

Account otherwise
unavailable

Account is not accessible due to
circumstances outside of provider locking
account.

You can’t sign in for another reason.

Observed unauthorized
logins

Includes if “observation” is due to a
notification from the service, but not
exclusively.

You see logins from unexpected locations on your
recent activity page.

Password changed Observe password associated with account
has been changed.

Someone changed the password on my Etsy
account.

Social media or third
party account connected

Unwanted social media becomes
associated with account.

A malicious application has been given access to
your account.

Unauthorized/supicious
activity

Including changed content on streaming
sites, but must be more than login. For
example messages, friend requests,
playlists, etc.

If you notice unfamiliar activity on your Google
Account, someone else might be using it without
your permission. Use the info below to help spot
suspicious activity.

Account Recovery

Codes Code Explanations Examples

Customer service
process

Engage with service customer support
(chat client, form, email, etc) to regain
access/reset password.

If you can’t access your account and believe that
someone else has accessed it, complete the form
and after receiving it we’ll verify that it’s your
account and then help you regain access.

Password reset Initiate a password reset challenge or go
through password change process.

Change your password immediately.

Run endpoint security Run external security applications on
computer to stop a suspected ongoing
attack.

If you see any successful sign-in that you do not
recognize, run a scan with your security software
and remove any malware you find.
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Limiting Access

Codes Code Explanations Examples

Remove third party
access

Disallow external third party applications
(including social media) from accessing
account.

Revoke access to any suspicious third-party apps.

Review active session Review activity/logs for currently active
sessions to see if compromise is ongoing.

Review your active sessions to see all the places
you’re signed into LinkedIn right now.

Sign out everywhere
(specific function)

Logs out all instances of account (not just
one or a few).

We recommend to log out of all computers from
your phone.

Sign out of unknown
session

Logs out of individual unrecognized
instances of account.

If your account does get hacked, you can remove
any trusted devices that you didn’t log in to
yourself.

Service Restoration

Codes Code Explanations Examples

Customer service
process

Engage with service customer support
(chat client, form, email, etc.) to help
restore data etc.

Contact us for help removing unauthorized bids or
listings.

Fix logs of past
viewing/activity/content
history

For example, viewing history, input to
recommendations, past purchases.

Review Order history for unrecognized charges.

Review and/or remove
activities/content

For example, deleting friends you didn’t
add, messages you didn’t write.

Delete any resources on your account that you
didn’t create, such as EC2 instances and AMIs,
EBS volumes and snapshots, and IAM users.

Verify settings User should verify security, privacy, or
account settings.

Review your general account settings to make sure
all other information is correct.

Verify user information User should check the identifying
information for users (email, name,
address, or payment info like credit card
number).

Verify that the email address and mobile number
associated with your account are accurate in
Snapchat settings.
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Prevention

Codes Code Explanations Examples

Advice about secure
email

Describes advice on suspicious emails,
phishing, etc.

Phishing is when someone tries to trick you into
giving up your Twitter username, email address or
phone number and password, usually so they can
send out spam from your account.

Always log out on
shared devices

Always log out shared instances of
account.

Sign out of public computers- - -Always sign out
of your accounts when you’re done.

Check/modify related
accounts

For example, email accounts, shared
passwords, etc.

Check your personal email account(s) tied to your
account to ensure their security.

Enable 2FA Enable any 2FA for every login attempt. Enable Two-Factor Authentication (2FA).

Enable phone-based
recovery

Enable ability to recover
account/credentials by using a phone
number as a second factor.

Add a recovery phone number to your account so
that you can get back into your account faster and
keep your account more secure.

Keep software up to date Catchall: any
application/program/devices/software up to
date with current updates.

Regularly patch, update, and secure the operating
system and applications on your instance.

Password advice: strong,
unique, change
frequently

Catchall for any password advice (good
bad or otherwise).

Create a strong password. Make it unique: Do not
reuse an existing password when setting up an
account for PlayStation Network.

Physical security Catchall for any advice to maintain
physical security of devices, environment,
etc.

Don’t leave your devices unlocked or unattended
where anyone can use it.

Remove access to third
party apps

Prompted to disallow external third party
applications from accessing account.

Remove suspicious applications or browser
add-ons.

Run endpoint security
solutions

Run external security
programs/applications on computer to
prevent future attacks.

Always use an antivirus program to check the files
you receive from other people.

Sign out of devices Log out of individual devices that have
instances of account.

Log out when you are done.
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8 Web Services Studied

Very Popular Websites Less Popular Websites
Ranking Website Ranking Website

1 google.com 524 hootsuite.com
2 facebook.com 542 ox.ac.uk
3 youtube.com 547 umn.edu
4 microsoft.com 559 uci.edu
5 twitter.com 568 ucla.edu
7 instagram.com 575 att.com
9 netflix.com 578 snapchat.com

10 linkedin.com 608 uchicago.edu
13 wikipedia.org 620 playstation.com
14 apple.com 635 xfinity.com
18 yahoo.com 658 parallels.com
23 pinterest.com 669 epicgames.com
25 vimeo.com 682 fidelity.com
28 reddit.com 730 ning.com
40 amazonaws.com 776 verizon.com
44 tumblr.com 785 uber.com
45 godaddy.com 795 msu.edu
51 skype.com 806 ea.com
55 whatsapp.com 836 northwestern.edu
56 dropbox.com 837 crunchyroll.com
58 soundcloud.com 886 arizona.edu
61 myshopify.com 904 wattpad.com
67 twitch.tv 917 stripe.com
79 spotify.com 932 namecheap.com
81 paypal.com 942 xbox.com
93 cloudflare.com
94 ebay.com

117 etsy.com
170 aol.com
183 fandom.com
188 walmart.com
209 yelp.com

9 Data

Our annotated advice is available at: https://github.ncsu.edu/lcneil/Investigating-Web-Service-Account-Remed
iation-Advice
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Abstract
Phishing emails are scam communications that pretend to be
something they are not in order to get people to take actions
they otherwise would not. We surveyed a demographically
matched sample of 297 people from across the United States
and asked them to share their descriptions of a specific expe-
rience with a phishing email. Analyzing these experiences,
we found that email users’ experiences detecting phishing
messages have many properties in common with how IT ex-
perts identify phishing. We also found that email users bring
unique knowledge and valuable capabilities to this identifi-
cation process that neither technical controls nor IT experts
have. We suggest that targeting training toward how to use
this uniqueness is likely to improve phishing prevention.

1 Introduction

Email is one of the most commonly used methods of commu-
nication, especially in large organizations and for e-commerce.
Over 3.9 billion people have email accounts, and collectively
they send and receive over 290 billion emails per day [11].
Email is one of the major methods that is used to communicate
with strangers. However, because email is a global system
where anyone can communicate with anyone, malicious ac-
tors send emails that pretend to be something that they are
not, and trick people into taking actions that they otherwise
wouldn’t — which is known as phishing [34].

Phishing messages are an attack vector that has caused
a large amount of damage in society. Phishing emails have

Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
without fee.
USENIX Symposium on Usable Privacy and Security (SOUPS) 2021.
August 8–10, 2021, Virtual Conference.

been used to steal large amounts of money [22], install ran-
somware [31], or simply steal email contents that are later
made public [21]. 32% of all corporate breaches in 2018
were due to phishing [33]. Spear-phishing – a variant where
emails are custom targeted to the recipients – is used by
65% of groups doing targeted cyber-attacks, and is more com-
monly used than zero-day vulnerabilities (only 23% of such
groups) [32].

Phishing is a socio-technical problem, and addressing the
problem requires the coordinated work of both technological
innovation and human intervention. Technologies are being
developed that help identify and filter phishing messages, but
these technologies do not work with 100% accuracy and can
be slow to respond to new innovations by adversaries [14].
IT administrators and governments often try to stop phishing
before it starts by disrupting phishing websites and bulk email
sending [10]. But the last line of defense is the end user;
phishing messages that go through these other defenses can
still be detected or ignored by end users to prevent harm.

In this paper, we surveyed email end users without IT train-
ing or expertise and asked them about specific experiences
with phishing emails they have received. Approximately half
of survey respondents were able to identify a specific incident
that they then answered detailed questions about. Building on
Wash’s [34] model of how IT experts detect phishing emails,
we asked each person about what they noticed about the email,
what they expected in the email, what made them suspicious
of the email, what investigation they did, how they decided
whether the email was legitimate, and what they finally did
with the email.

From these questions, we are able to identify patterns in
how email users who are not IT experts currently identify
phishing scam emails in their own inboxes. Most research
looks at phishing detection failures and what needs to be
fixed; instead we compare non-experts with Wash’s experts
and identify what is working well that we can build upon. We
find that email users often bring unique knowledge to this
identification process that other phishing prevention methods
do not have, such as whether the email was expected or not
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and what emails like this typically look like and ask for. We
also find that email users have valuable capabilities for inves-
tigation, such as asking other people for advice, or checking
with senders for validity. Together, these findings suggest that
email users can be an important part of the phishing preven-
tion ecosystem, though phishing training can be improved to
focus on how users can better use their unique knowledge and
capabilities.

2 Previous Work

2.1 Preventing Harm from Phishing
Our society has three forms of defenses that help identify and
limit the success of phishing scams. Technological defenses
try to automatically detect known features of phishing emails
and block or remove emails. Some defenses combine the work
of computers and people by warning end users of the potential
phishing message, which is then investiagted further by the
end user to determine if it is a phishing email. And finally,
there are human defenses, where the recipient of the email
is relied upon to recognize the email as dangerous and act
accordingly.

2.1.1 Automated Detection and Deletion

Automated detection and deletion approaches aim to classify
emails as phishing or legitimate and block or remove them be-
fore the end user encounters them. Efforts in this space have
focused on improving and finding new ways to identify out-
going and incoming phishing messages using blacklists [10],
heuristics [3, 13, 16, 23], and machine learning [9, 29]. These
approaches filter emails based on known features that conclu-
sively identify emails as phishing.

Automated approches, however, rely on probabilistic al-
gorithms which produce false positives, causing legitimate
emails to be blocked or removed. In addition, automated ap-
proaches have limited ability to detect new permutations of
phishing attacks [12] and cannot identify all older phishing
emails.

2.1.2 Phishing Warnings

Phishing warnings augment automated detection techniques
by warning end users of potential phishing emails, instead of
blocking or removing them. Warnings are commonly used
when automated detection cannot conclusively classify an
email as phishing [25]. In practice, warnings have been re-
ported to improve end users’ ability to identify phishing
emails [8, 26]. Ongoing research efforts in this area have fo-
cused on finding better ways to design and present warnings
to the end user.

Despite their positive impact, warnings share the same lim-
itations with automated detection and deletion approaches.

They are prone to false positives (tagging legitimate emails
as potentially dangerous) and false negatives (letting mali-
cious emails through without warning, especially zero-hour
phishing attacks). As Yang et al. argue, warnings and user
training must complement each other to improve their effec-
tiveness [37].

2.1.3 User Training

Security researchers and practitioners have developed various
methods and materials for training users to identify and react
to phishing emails accordingly. Kumaraguru et al. [19] and
Caputo et al. [2] found that embedded training (i.e. instruc-
tional materials presented the moment a participant clicked
on a URL in a phishing email), which is very commonly
used in large organizations, improved user motivation to
learn and enhanced knowledge acquisition. Rader et al. [27]
found that people also learn about phishing scams and protec-
tive actions from stories about security incidents. Wash and
Cooper [35] found that traditional facts-and-advice phishing
training worked better when presented by an expert, while
narrative security stories worked better when told by a peer.

The most widely shared phishing training messages across
governments, businesses, and individuals teach people to iden-
tify certain cues (e.g. sender email address, URLs in emails,
poor grammar or spelling) or apply a set of rules to detect,
avoid and report phishing messages. Such training messages
have been extensively studied and have shown potential to
improve people’s resistance to phishing attacks [4, 19]. Some
messages focus on behavioral change, e.g., never click on a
URL or open an attachment in an email from an unknown
sender.

Other training messages focus on informing users of the
common types of phishing threats and how to identify them,
with the aim of manipulating the risk level and subsequently
the level of fear in the users [5, 20]. Some researchers have
argued that fear appeals increase end users’ intentions to act
securely. However, despite their ability to change behavioral
intentions of end users [5], fear appeals do not predict or result
in secure behavior [6].

User training typically focuses on aspects of the email mes-
sage and tries to change the way people think about email
messages so that they are paying attention to the features most
associated with phishing. Studies have shown that this im-
proves user knowledge, enhances their capabilities to identify
phishing emails, and reduces the number of successful at-
tacks [2, 19, 35]. However, the number of successful phishing
attacks is still reasonably high, comprising 32% of all cor-
porate breaches in 2018. More needs to be done to improve
the capabilities of end users in identifying and preventing
phishing attacks.

Most user training is developed from understanding how
and why people fall for phishing [6]. We postulate that if
training were to focus more on aspects of how people already
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think about and deal with email in general, this can open up
new avenues for phishing training. Unfortunately, we do not
have a comprehensive understanding of how non-expert users
do this. A similar problem was encountered in technical skills
training where researchers investigated ways to improve the
training of troubleshooters (technicians) [15]. They studied
and identified a common conceptual process and strategies
that technicians used when troubleshooting problems. This
helped them to identify gaps in existing training methods and
messages and subsequently helped them to identify areas of
improvement. We argue that undertstanding the process(es)
and strategies that non-experts use to identify phishing emails
can reveal potential improvement areas for phishing training.

2.2 How Do People Identify Phishing Emails?

Downs et al. [7] investigated decision strategies of non-expert
computer users when encountering suspicious emails. They
identified three strategies that participants used to make sense
of the emails they received: 1) this email appears to be for me;
2) it’s normal to hear from companies you do business with
and 3) reputable companies will send emails. Downs et al. [7]
state that none of the strategies helped people to identify well-
constructed phishing messages. The study, however, involved
role-playing in a controlled environment. We do not know
which of these strategies apply to and how prevalent they are
in people’s natural contexts and inboxes.

Wash [34] looked at how experts identify phishing emails
by interviwing 21 IT experts about instances when they suc-
cessfully identified emails as phishing in their inboxes. He
identified a 3-stage process for identifying phishing emails.
In the first stage, the email is received and treated like any
other email — the content in the email is taken at face value
and the person tries to make sense of the email and figure
out what it is asking them to do. As they do this, they notice
discrepancies — things that “feel off” about the email. Even-
tually, something triggers the person to think that this email
is not legitimate — that it might be a phishing email that is
not what it says it is. At this point, they become suspicious
and begin explicitly looking for things that can help them
determine if the email is legitimate or not. These new pieces
of information often allow them to conclusively identify the
email as phishing.

The work of Wash [34] demonstrates how some of the
lessons from phishing training are applied in real-world con-
texts. However, Wash studied experts only. Experts might
have more advanced skills, experience and knowledge about
phishing and countermeasures compared to non-experts. We
do not know which of the findings might apply to non-experts
and can be used to improve their training.

2.3 Phishing: A Socio-Technical Problem

Phishing is a socio-technical problem. Automated solutions
do not detect 100% of phishing emails. Hence end users must
identify these emails in their inboxes. As Khonji et al. state,
no single solution exists to mitigate phishing attacks [17];
thus automated / warning and user training techniques must
be implemented to complement each other [19]. This is com-
parable to James Reason’s Swiss Cheese Model (SCM) [28]
of accident causation and response. SCM is a popular tool
used to investigate or analyze the complexity of systems by
showing that an incident is a result of a combination of active
failures by operators and latent conditions of the system. SCM
depicts socio-technical systems as multiple slices of Swiss
cheese that are stacked together, each slice with a hole. Each
slice depicts a layer of system defense against certain types of
failures, while each hole represents failures in system defense
at that particular layer. Bryans and Arief applied the model
to understand security layers and fault-tolerance in computer
systems [1]. They depict each layer as a protective mechanism
against certain types of attacks, but has weaknesses (holes)
against other types.

Both automated detection and deletion and warning tech-
niques rely on the end user as the last line of defense against
phishing. However, the number of recent successful phish-
ing attacks suggests that more work needs to be done to im-
prove user training. While most training focuses on teaching
end users to identify known, conclusive features of phish-
ing emails, Downs et al. [7] and Wash [34] found that end
users rely on features other than conclusive distinguishers
to identify phishing emails. We need to explore improved
ways of keeping the user in the loop of defending against
phishing attacks. More research needs to be done to under-
stand how non-experts identify phishing emails, what aspects
or information they rely on, and the kinds of things they do
in the process. This understanding can help us to tailor and
target phishing training and technologies that support human
decision-making. Our study takes a first step in this direction
by applying Wash’s model in a survey to study the techniques
that non-experts follow to identify phishing emails.

3 Methods and Sample

In this paper, we look at how non-expert users identify phish-
ing emails, and look at whether some of the techniques that
Wash [34] identified in experts continue to be present when
non-experts identify phishing emails. To study this, we con-
ducted a survey where we asked non-expert Internet users to
remember a specific email that they received that was “sus-
picious or potentially harmful,” and then answer questions
about their experience with that email.

We asked questions to try to understand what they noticed
and didn’t notice about the emails respondents received and
understand what kinds of things seemed important to them.
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This is a retrospective account of a past email; we expect
that respondents won’t remember some of the details of what
happened. We make the assumption that things they don’t
remember are most likely less important in their thinking
about the email [18].

3.1 Survey

We started with a survey instrument that is loosely based on
Rader et al. [27]. Near the beginning of the survey, we asked
respondents to identify a specific “story” or incident where
they received a suspicious or potentially dangerous email. We
then asked them to answer a number of questions about that
specific incident.

We included a screening question that asked potential re-
spondents whether they could recall receiving the type of
email we were interested in. The survey informed respondents
that “In this survey, we are interested in hearing about emails
you received that were suspicious or potentially harmful in
some way.” It then asked them to think back over their email,
and told them it was OK to look back at their email if it would
help. We asked “Can you remember any suspicious or poten-
tially harmful email messages that you’ve received?” Only
respondents who answered yes to this question proceeded on
with the survey. 315 potential respondents that were otherwise
qualified were excluded from the study because they did not
answer "Yes" to this question.

Much like Rader et al. [27], we began the survey with an
elicitation process to get respondents to identify a single “sus-
picious or potentially dangerous email” to answer questions
about. The elicitation included three parts. First we asked re-
spondents to write down in a short answer box “ways that an
email message can be unsafe or cause security problems” and
“ways you know of to recognize an email that is suspicious
or potentially harmful.” These prompts were intended to help
trigger the respondent’s memory of potential phishing emails.
Respondents wrote an average of 12-14 words for each of
these prompts.

Second, we asked the respondent to “think about times
in the past when you personally received a suspicious or
potentially harmful email” and “list as many of these emails
as you can remember” in a text box. Respondents averaged
15 words in response to this prompt.

Third, we presented this list back to the respondent and
asked the respondent to “Choose one email message from
the list above that it’s easy for you to recall details about.”
We asked them to briefly summarize that specific email. We
presented this brief summary back to the respondent at the top
of each subsequent page of the survey to help them remember
which email they were answering questions about. These
summaries averaged 21 words long.

The rest of the survey asked for more details about the
specific email incident that was chosen by the respondents.
Based on Wash’s model [34], we identified six processes that

experts use in phishing detection. We structured the questions
around these six processes:

• Noticing: Things they noticed about the email, like when
they received the email, what kind of mail (attachments,
etc.), work or personal content, work or personal account,
etc.

• Expecting: What they were expecting in the email;
builds on noticing and compares what they noticed with
what they expected. Have they received other emails
like this, interacted with sender before, was the email
expected, etc.

• Suspecting: What felt “off” about the email — subject,
from, body, etc.. What in the email caused them to sus-
pect the email. Did it contain links, attachments, etc.

• Investigating: What they went and explicitly looked for
once they suspected the email (if anything) to figure
out if the email was legit or fraud. Things like “did you
look at headers, or hover over links, or try to contact the
sender?”

• Deciding: How was the legit/phish decision made. Did
you decide, and if so, how? How sure are you?

• Acting: After deciding, what did you do with the email?
Report it? Just delete it? How did you feel about the
email? Fear? Dread? Anxiety?

The complete survey instrument can be found in the sup-
plementary materials.

3.2 Sample
We contracted with Qualtrics to field our survey to a panel
of US participants in February 2020, which was just before
the COVID pandemic. We excluded respondents who had
had technical expertise or worked as technology profession-
als because we specifically wanted non-expert respondents.
We placed quotas on age, gender, and ethnicity that roughly
matched the US population, to try to get a more representative
sample. We received a total of 297 valid responses. Respon-
dents were compensated by Qualtrics with points that could
be redeemed for items.

Table 1 summarizes the demographics of our sample. Our
sample achieved the quotas and therefore roughly matches
the US population along those lines. It also happened to come
close to the US population in terms of education.

Only about 50% of our sample was currently employed
either full-time or part-time. This is lower than in the US
population (which was approximately 61% employed at the
time of the survey [24]). This is the major way we believe our
sample differs from the larger US population. We are not sure
how this might affect responses about phishing emails.
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N %

Age
18-30 75 25%
30-50 104 35%
50-65 73 25%
Over 65 45 15%

Gender
Man 151 49%
Woman 156 50%
Other 2 1%
Prefer not to answer 1 0%

Ethnicity
White 202 64%
Hispanic, Latino, or Spanish 51 16%
Black or African American 37 12%
Asian 18 6%
American Indian or Alaska Native 8 3%

Education
No College 71 24%
Technical, Trade, or Vocational 22 7%
Some college 102 34%
College Degree 102 34%

N %

Employment
Employed Full Time 105 35%
Employed Part Time 42 14%
Unemployed and looking for work 24 8%
Unemployed and not looking 25 8%
Retired 45 19%
Disabled 29 10%
Student 16 5%

Annual Household Income (USD)
Less than $25,000 66 22%
$25,000 to $34,999 51 17%
$35,000 to $49,999 35 12%
$50,000 to $74,999 69 23%
$75,000 to $99,999 33 11%
$100,000 to $149,999 30 10%
$150,000 to $199,999 7 2%
$200,000 or more 6 2%

Table 1: Demographics of the survey sample. We received valid responses from a total of 297 respondents. Quotas were used on
Age, Gender, and Ethnicity to approximately match demographics of the United States.

The majority of respondents in our sample had previous
experience with cybersecurity incidents; only 17% of respon-
dents indicated that they had not been a victim of a cybersecu-
rity incident. About half of the sample reported having a virus
(52%), and almost half reported having received a notification
of a data breach (47%). Approximately one quarter (26%) had
been the victim of credit card fraud, and 6% reported being
a victim of identity theft more serious than credit card fraud.
18% reported having a device hacked. Interestingly, 16% of
respondents reported having previously fallen for a phishing
email or other scam email. These statistics suggest that our
sample is also somewhat biased toward people who have had
prior experience with cybersecurity incidents.

3.3 Analysis
Near the end of the survey, we asked respondents to “please
write the story of the email as if you were telling it to a
friend.” We provided a large text box for the participant to
enter in the story, and required that respondents enter at least
300 characters into this box. Respondents averaged over 400
characters (mean=411, min=300, max=1523), which is about
80 words per story on average (mean=81, min=41, max=288).
We had two research assistants code these stories in parallel,
meeting weekly to update the codebook, measure agreement,
and resolve differences. We ended up with a codebook that
coded stories for features organized in 5 categories: properties

of the purported sender of the email; the action requested by
the email; what felt off in the email; actions taken in the story;
and final decision about the email.

After the training and codebook development, the two
coders coded all 297 stories independently for a codebook of
39 distinct codes. After this initial coding, over half of the
codes had a Cronbach’s alpha above 0.7, and only 3 codes
had an alpha below 0.5. We dropped the 3 codes with low
agreement. The two coders then met and talked through all
instances where there was disagreement and mutually agreed
to a final decision about all codes for all stories.

In this paper, results from this manual coding will be ex-
plicitly labeled as such. Any results not labeled as resulting
from manual coding are self-report data directly from ques-
tions in the main body of the survey. 13 (4%) of the stories
were agreed to be “not a story” by both coders. These were
instances where the participant filled out this text box for the
whole survey, but did not describe an experience with a spe-
cific email, and instead described more general experiences.
These responses are not included in statistics for the manual
coding.

Replication materials for this analysis are available at
https://osf.io/82sd9/. Additionally, all stories are pre-
sented exactly as they were entered by respondents, typos
included.
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4 Findings

In this survey, we asked respondents to identify “a suspicious
or potentially harmful email message you received in the past.”
315 otherwise qualified respondents were unable to identify
an email, and 311 otherwise qualified respondents were able
to do so. Quotas only applied to the qualified respondents who
remembered such emails, and respondents were incentivized
to remember such an email to participate in the survey and re-
ceive the incentive payment. Our goal was not to discover how
prevalent phishing is among different demographic groups,
and this sample should not be interpreted as measuring preva-
lence of phishing. However, it suggests that approximately
50% of the non-expert people in the Qualtrics subject pool
have stories about specific phishing emails that they have re-
ceived, which shows how widespread experience with these
emails is.

Almost all of the remaining questions on the survey then
asked the respondent for more details about the specific in-
cident where they received that email that they chose to tell
us about: what happened as they received it, what did they
notice, and how did they handle it? In the majority of this
paper, we report statistics about responses to multiple choice
questions.

Based on findings from Wash [34], we organized the survey
based on six different activities that a person needs to do to
recognize a phishing email: 1) Noticing aspects of the email;
2) Forming expectations about what should and should not
be in the email; 3) Becoming suspicious of the email; 4)
Investigating the email; 5) Deciding whether the email is
suspicious or not; and 6) Acting on that decision.

These six activities provide a way for us to describe what
generally happens when a person receives a phishing email,
and to look at patterns in what they notice and what they
do. We organize our description of the findings in this paper
around these six different activities.

4.1 Incidents

Each participant was asked to answer questions about a single
incident that they experienced. We begin by describing the
types of incidents that respondents reported on. Each incident
was an email that the participant had received and decided
was suspicious or potentially dangerous. All of these incidents
represent emails that had made it through any technical de-
fenses and into the participant’s inbox, and so do not include
phishing mails that were successfully filtered by technical
phishing protections. Still, these emails were not uniform; re-
spondents reported receiving a wide variety of different types
of phishing scam emails.

We asked each respondent to identify a list of possible
incidents / emails that would qualify, and then asked them to
choose one that is “easy for you to recall details about” and
then answer more questions about that one. We had a total

of five questions that tried to understand broadly what these
emails were about — one question near the beginning asking
the respondent to summarize the incident, one question near
the end asking the respondent to explain the whole incident,
and then three questions asking for brief, 5-words descriptions
of the chosen incident. Here we use these 5-word descriptions
to describe the kinds of incidents that people reported on.

When asked to summarize the incident early in the survey,
respondents responded with an average of 21 words (median:
17 words). In these summaries, respondents mostly reported
facts about the email that they received, with the most com-
mon words being email (39% of respondents), account (17%),
money (15%), link (13%) and received (11%).

In addition to the summary, we asked respondents, “In
approximately five words” to describe what made the email
suspicious, what made the email hard to figure out, and what
the email was asking them to do. The respondents reported
that they were suspicious mostly looking at the email / sender
address or because it involved money. The emails were mostly
asking respondents to click links (22%), for money (17%), or
for “information” (14%). Together, these summaries suggest
that most of the phishing stories were about economic issues
(money) or asking for or providing information.

81% of respondents indicated that they found it easy to
remember such an email. The emails that respondents chose
to respond about were widely distributed in time: 24% of
respondents received it within the last week; 30% within the
last month (but not the last week); 25% within the last year
(but not last month); and 15% more than a year ago.

In the manual coding, we coded the full incident stories
for information about who the purported sender of the email
was. This was not who actually sent the email, but who the
email pretended to be from. 44% indicated that the email
was from a group or organization, and 25% indicated that
the email seemed to be from an individual. In 30% of the
stories, the participant indicated that they had a pre-existing
relationship with the purported sender, and 14% of the stories
the participant explicitly stated that they did not have a pre-
existing relationship. 76% of the pre-existing relationships
were with a group or organization; suggesting that emails
pretending to be from an organization were more likely to be
seen as part of a pre-existing relationship.

As an example of a story about an email from an organiza-
tion the participant had a pre-existing relationship with, con-
sider the following story about an email from Amazon.com:

P233 Story: I received an email that appeared to be from
amazon. It had my name and address but said i owed money
for a purchase. I hadn’t purchased anything for a while so that
seemed strange. Email had misspellings and an odd looking
link. I looked closely at the email, then checked my amazon
account on their website. There was nothing there about any
orders or owing money.

The actual senders varied widely across stories: about 12%
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said it was a bank or financial institution, 8% said the email ap-
peared to be from a foreign person, 4% from the government,
and 2% from an IT support organization.

In the manual coding of stories, we also coded for what
kind of information was being requested. 30% of the sto-
ries mentioned that the recipient of the email would receive
some sort of valuable (money, award, gift, job offer, etc.), and
19% of the stories reported that the email asked the recip-
ient to send money. 19% of the stories mentioned that the
email was asking for personal information, 10% of the stories
were asking for technical information such as usernames or
passwords, and 10% of the stories were asking for financial
information like bank account numbers, credit card numbers,
etc. This suggests our respondents received emails with a
wide range of requests, with no particular type of request be-
ing overwhelmingly common. What end users consider to
be phishing is diverse, and training that focuses mostly on
cues may miss classes of email messages that stand out to end
users as potentially harmful.

4.2 Noticing

4.2.1 What people notice in an email

As a person reads an email, they cannot notice and remember
everything about the email. Instead, the things in the email
that the person can most easily make sense of and connect
with are the easiest to notice and remember [18]. We asked
respondents “What aspects of the email stood out to you?”
and allowed them to check all that apply. The answers to this
question show us, for these suspected phishing emails, what
aspects of the email were most important to the respondents,
because they were the most memorable.

By far, the aspect noticed by the largest number of people
was that the email included a request for an action. 76% of
respondents noticed this about the email. This corresponds
well with past research that suggests that people tend to use
email as a to-do list [36]; they quickly focus on what the email
is asking them to do. It also corresponds with Wash’s [34]
finding that requests for actions (action links) were important
triggers for experts.

The second most commonly noticed aspect of email was
what the email was about, with 52% of respondents noticing
this. The topic of the email, and whether that topic is relevant
to the recipient of the email, is commonly seen as an important
aspect of phishing. This data backs up that idea, and shows
that this is something that people quickly are able to identify
and remember about emails.

Much past work on phishing has focused on “conclusive
distinguishers”: aspects of an email that can help the recipient
to conclusively distinguish legitimate emails from phishing
emails, or at least strongly indicate phishing. For example,
phishing training usually focuses on aspects such as inap-
propriate URLs in links, urgency in requests for action, or

poor grammar/spelling. However, Wash emphasizes that when
experts identify phishing emails in their own inboxes, they in-
stead look for more minor discrepancies, which are things that
seem off about the email, but don’t necessarily indicate phish-
ing and definitely are not enough on their own to conclusively
identify phishing.

These first two things that respondents noticed — requests
for action and topic of the email — do not conclusively indi-
cate that the email is a phishing message, and are not normally
part of phishing training. Instead, they simply indicate that
there is something weird about the emails. However, for some
people they might be enough. For example, consider this
story:

P19 Story: I got an email last Friday from one of the
companies we work for that pays us to provide service for
them and I immediately could tell it was a fake email because
the company the email sender disguised themselves as is a
company that pays us, we don’t pay them.

I called the company we work for and reported it to them so
they would know someone was trying to disguise themselves
as them

The next two most commonly noticed aspects of the email
are much more commonly associated with phishing identi-
fication: links in the email (44%), mistakes or poor quality
(41%). These are often found in phishing emails (especially
the kinds of phishing emails that non-experts in our sample
might be able to successfully detect).

38% of respondents reported that the sender’s name stood
out to them. The remaining aspects of email, such as attach-
ments, images, formatting, or length of email, were noticed by
less than 20% of respondents, though all of them were impor-
tant to a non-trivial subset of users. This finding suggests that
people seem to naturally notice actions and topics of email
much more than they notice more conclusive distinguishers
like URLs or typos. This is important, because a person can-
not use a feature to detect phishing unless they first notice
that feature.

4.2.2 Non-email features

In addition to noticing aspects of the email, there are a number
of aspects of the situation that are not necessarily part of the
email but nonetheless appear to be important and memorable
to respondents.

90% of the respondents noticed that the email had come to
their personal email account. None of our respondents chose
the “I don’t remember” option for which email account it
arrived at. The account that the email arrived to is salient and
memorable to respondents, and is possibly something that
can be used to help identify suspicious email. Only 78% of
respondents reported that the email was of a personal nature.

70% of the respondents reported that the email appeared
to come from a company, business, or other organization(i.e.
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from a person). Only 6% of respondents cannot remember
who the email appeared to come from. The email sender
appears to be a highly salient aspect of the email. It is inter-
esting that 94% of respondents can remember who the email
appeared to come from, but that fact only stood out to only
38% of them.

4.3 Expecting
When trying to understand and make sense of an email, peo-
ple naturally fall back to what kinds of email they expect to
receive, and to comparing the email with past emails that they
have received [34].

Almost all of the suspicious emails arrived unexpectedly
(95%). This seems to be one of the strongest aspects of phish-
ing identification for our respondents. It is also something that
users find relatively easy to identify, but is almost impossible
to measure technically. That is, whether an email is expected
or not is something that is a valuable piece of information that
only the user has and computers do not.

However, just because the email was unexpected does not
mean it was unfamiliar. 72% of respondents reported either
“somewhat agree” or “strongly agree” to the statement “I felt
like I had received other email messages like this one before.”.
That is, almost three quarters of the emails felt familiar to the
recipients.

This fact both helps and hinders phishing detection. On
the one hand, since the emails are familiar, people can easily
integrate these into their lives and might not read them very
carefully. On the other hand, as Wash [34] points out, when
the email is similar to other, past emails, then it is possible to
form expectations about what is typical in those past emails,
and then compare this email to the past, similar emails and
notice more things that are different or wrong about this email.

While respondents reported receiving emails similar to the
suspicious email, the suspicious email was not a typical email.
86% of respondents chose “somewhat agree” or “strongly
agree” about the statement “This email message seemed dif-
ferent from the email messages I typically receive.”

Putting these findings together, suspicious emails that peo-
ple remember are generally emails that are unexpected, dif-
ferent than the emails typically received, but often are like
other emails that have been received before. The feeling that
an email is suspicious, or unexpected, represents intuition, or
a “gut feeling” about an email, and such intuitions are often
important aspects of human decision-making [18].

Only 19% of respondents remembered receiving an email
from this sender before. The remaining either had never re-
ceived an email from the sender (45%) or were not sure (33%).
So while the email felt familiar, the sender generally was not.
Even more telling, only 12% of respondents had actually in-
teracted with the sender before reading this email, and 80%
of respondents checked “No” to having previously interacted
with the sender. This suggests that non-experts remember and

pay attention to who they interact with via email and that this
piece of information is important to them as they process new
emails.

4.4 Request

The definition of a “phishing” message in this paper is a mes-
sage (email) that pretends to be something that it is not, in
order to get the user to do something they wouldn’t normally
be willing to do. The second part of that definition is impor-
tant; phishing isn’t just fake email, but it is fake email that
requests action.

We wanted to see what kinds of actions were being re-
quested in the suspicious emails that people received and
remembered. We asked the respondent whether the email was
asking them to do any of a common set of actions. The most
common action requested was clicking on a link, which was
requested in 57% of the emails reported. This is unsurprising,
as this is the stereotypical phishing email, though if anything
the surprise was that 40+% of respondents did not remember
a requesting link. Only 19% of emails reported asked the user
to open an attachment.

46% of emails asked the recipient to respond to the email
with some kind of information. That is, rather than using a
webpage to collect information or attaching malicious code
to the email, the email asked for a response. Responding to
emails is a very normal, everyday activity. As an example,
consider this story:

P20 Story: I got an email and it was from an unknowns
sender and it was from a different country. As for the country
I am unsure of what country it came from. I did not recognize
the sender at all. They told me that I won some type of lottery
and that all I needed to do was verify my name address date of
birth and I could get the money. Then they also said in order
to get paid the money all I had to was verify the information
and then they would send me the money into my bank account.
Then in order for them to send it they needed me to provide
them my bank account information my routing number and
account number and the banks name and address. I found all
of this very concerning and was always told to never give out
my social security number or any other personal information
to anyone asking for it.

Almost a third of emails, or 32% of emails, asked the user
to take some sort of action outside of the context of email.
P39 was asked to make a phone call, for example:

P39 Story: After receiving a fraud alert email requesting
me to call a company I do business with, I checked the phone
number, and it was not what I had on file. I also was unaware
of any fraudulent activities involving me; however I had my
doubts. Therefore I called the number requested, and they
started to ask me questions to corroborate my identity. I was
reluctant to provide any information, and they told me that
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they would not provide information to me because they were
concerned about my identity.

After a bit of a discussion I terminated the call. Subse-
quently I called the firm at a number that was familiar to
me. They wound up transfering me to the fraus department
internally. The end result is that the email was legitimate, just
poorly constructed). The good news is that therre was no
fraus regarding my account.

Most summaries of phishing focus on technical means
of information extraction (malicious links, malware attach-
ments) [32], but this suggests that we should also examine
non-technical means like simply replying to the email. These
incidents that ask for responses or actions outside of email
are important reminders that email is a small piece of much
larger systems of work, and that email can often be a thing
that triggers other types of work to be done. Anti-phishing
systems cannot just focus on email; they also need to watch
the other non-email work that people do in response to email.

Interestingly, 94% of respondents were able to identify at
least one requested action by the suspicious emails. Request-
ing actions is part of the definition of phishing because it is
these actions that the attackers are most interested in. It is
good news that users seem to be quite attentive to what actions
are being requested, which means this is something that is
necessarily present in all phishing emails, and also something
that users are good at identifying, which makes it a good place
to focus training.

4.5 Suspecting
Our definition of phishing includes that the email is fraudu-
lent — it either explicitly lies or lies by omission about some
important aspect of the email. In order to become suspicious
of the email, though, it isn’t enough to just notice those aspects
of the email. The recipient of the email also has to suspect
that something is not right about the email.

We asked respondents about each part of the email and
whether it felt normal or whether it felt “off” in some way.
59% of respondents reported that the subject line of the email
felt “off” in some way. 70% of respondents reported that the
sender information felt “off”, and 75% of respondents said that
the body of the email was “off” in some way. This suggests
that all three aspects of an email can provide important clues
to end users that an email might be phishing, though the body
(content) of an email tends to help users more.

When a respondent felt that the sender was off, they were
about twice as likely to indicate that the email address felt
off than they were to indicate that the sender’s name was the
thing that felt wrong. Though, as P99’s story shows, the name
can also be important:

P99 Story: Upon strolling through my email account I
notice this bogus looking email from what should have been
Social Security Administration.

Except the administration was replaced with bureau &
immediately I knew it was bogus.I politely pulled the lil trash-
can up for a good old fashion delete session. I usually don’t
open up anything deemed be to good to be true or bogus or
otherwise.

When a respondent felt that the body of the mail felt off,
we provided a number of options to them for indicating what
in the body felt off. 32% of respondents indicated that the
body included unexpected typos or other similar issues. 28%
indicated that the body included something strange that isn’t
normally seen in emails like this. These two aspects sug-
gest that typos are definitely triggers for suspicion, but other
strange aspects of emails are almost as common as a trigger.

15% indicated that the email was missing something impor-
tant. 14% indicated that the email included less information
than they would expect. And only 7% indicated that the email
included more information than they would expect. To our
respondents, phishing emails including less information or
missing something triggered suspicions much more often
than including too much information. This means that for
non-expert end users, their expectations for how much in-
formation the emails in their inbox typically include is an
important aspect of suspecting an email might be phishing.

4.6 Investigating

Wash [34] points out that people rarely go directly from treat-
ing an email as a real email to believing that it is a phishing
email. Instead, there is an intermediate stage of “suspicion.”
When a person is suspicious of the email, they are not sure
whether it is legitimate or fraudulent. During this suspicious
stage, Wash [34] describes people as taking investigative steps
to figure out whether the email is legitimate or not.

We asked respondents about the investigations that they did
of their suspicious email. 24% of respondents indicated that
they did not do any kind of investigation, and an additional
3% did not remember if they did. That means that 73% of
respondents undertook at least one extra step to investigate
the email to determine if it was legitimate or not.

The most common investigative step taken was to look
more closely at the email address. 36% of respondents in this
study indicated that they did this. Looking at the email address
seems to be an important everyday step that non-expert users
try when they are suspicious of an email.

P66 Story: An email came in from Paypal describing that
a subscription had been purchased with the amount and name
of the company/person. I have never seen or heard of the indi-
cated party and at first thought, it may have been a legitimate
email. After debating to click the link to login to Paypal and
stop the transaction, I hovered over the sender’s information
and saw the email address had absolutely nothing to do with
PayPal’s contact information.
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Only 12% of respondents indicated that they looked more
closely at a link the email. 7% hovered over the link to see
where it went, and 5% actually clicked on the link to see
where it went. Link investigation is often mentioned in much
phishing training, and it is disappointing that only 12% of
respondents investigate links. It is especially disappointing
that over a third of those respondents clicked the link as the
investigative step.

On the other hand, 16% of respondents reported looking
at the headers of the email. This was more common than we
expected.

4.6.1 Investigating outside of the email

As mentioned above, emails are frequently just small parts of
larger systems. During the investigation, it is possible to look
outside of the email for additional information that can inform
the decision. In one common method, 18% of respondents
reported seeking out a second opinion about the email and
asked someone else.

We specifically asked respondents about steps they took to
learn more about the purported sender of the email. 82% of
respondents reported that they did not take any steps to learn
more about the sender, but the remaining 18% did. 9% went to
the purported sender’s website to get more information about
the email. 6% tried to contact the sender via phone. And 1%
talked to the sender face-to-face, such as P220:

P220 Story: I got an email from my work email account
from what I thought was my coworker. The body of the email
was worded strangely and asked me to click on a suspicious
link. I looked closely at the email address it was sent from
and it was not exactly correct given my work email addresses.
I went to who I thought was the sender face-to-face and asked
if he sent the email. He said no and I went ahead and deleted
the email.

Too much phishing training focuses on teaching people to
investigate suspicious emails by looking at features internal to
the email, such as the sender’s email address and links [19,30].
It is surprising that as many as 18% of our respondents took
investigative steps outside of the email.

4.7 Deciding
Wash [34] found that after investigating the email, his expert
participants would frequently come to a final decision about
whether the email was legitimate or phishing. We asked our
respondents whether they did come to a final decision, and if
so, what that decision was. 80% of respondents did come to a
final decision, and almost all of them decided that the email
was definitely not safe (78% not safe, 2% safe). The remaining
20% were either still not sure (17%) or don’t remember if
they came to a decision (3%).

We asked respondents how confident they were in their
final decision on a scale of 0 to 10. 69% of respondents chose

the highest confidence option (10), and the average confidence
was 8.9. Respondents reported very high levels of confidence
in their decision about whether the email was safe or not.

4.8 Acting

After deciding whether the email is legitimate or phishing, one
decision still remains: what should be done about the email?
By far, the most common action was simply deleting the email.
78% of respondents reported that they deleted the email and
moved on after deciding it was not safe. 32% indicated that
they clicked a button in their interface to report the email as
spam or as phishing. Only 4% left it in their inbox.

The survey only asked about actions we knew about ahead-
of-time. In the manual coding, we were able to code for more
actions. 43% of the respondents mentioned deleting the email,
and 15% mentioned clicking a button to mark as spam or
phish. Additionally, 9% discussed reporting it to authorities
in their story in another way, such as calling an IT help desk.

32% explicitly mentioned a “negative action”: that they
intentionally chose to not do something (like open the email,
or respond). These negative actions are often very strongly
worded, and respondents seemed to feel strongly about them,
often using language describing bad things to justify not doing
things in the future. Consider, for example, how P115 justifies
not answering phone calls:

P115 Story: Computer was shut down because of inap-
propiate access to a potentially dangerous website. I was
telling me that i had to pay a fine of $200 to gain access to
my computer. I received a phone call about going to a local
store to purchase gift cards. I went so far as going to the store
to purchase the gift cards and upon checking out. the clerk at
the register informed me that I was being scammed and not
to buy these cards. In the meantime I had an open line to this
scammer, which I promptly hung up on. Upon arriving home I
kept getting phone calls from this person, which I never talked
with again.

An additional 9% of respondents reported taking increased
precautions in the future, such as installing a virus scanner or
being more careful with emails.

People also have emotional reactions to the email. We
asked respondents about their experience of a set of emotions,
including “nervous,” “fear,” “terror,” “dread,” “worry,” and
“anxiety”. All emotions had very low scores, and no emotion
averaged higher than 2.2 out of 5. Despite being unsafe, these
emails did not evoke strong emotions from our respondents.
Past phishing training, especially that derived from Protection
Motivation Theory, has used fear appeals to motivate users [5,
20]. Based on this data, phishing emails generally do not lead
to strong emotions, and this could explain why fear appeals
do not motivate changes in behavior [6].
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5 Discussion

5.1 Humans Identify Phishing Differently

Modern email systems involve multiple layers of protection
against phishing attacks. Many email senders include checks
for phishing as emails get sent. Most email systems include
at least one, and often more than one technical system that
filters out emails that are believed to be spam or phishing.
Many of these systems also label emails as possibly phishing,
as a warning to users (e.g., Google’s email system [25]). And
end users read emails and make legitimacy determinations on
their own.

Reason’s Swiss Cheese Model of filtering [28] suggests
that when there is a chain of filters like this, the filters work
best when each filter works on different principles or using
different information than other filters in the chain. If two
filters use the same information (e.g. sender from email ad-
dress) in similar ways, then the holes in the cheese line up
and malicious emails that get through one filter are also likely
to get through the other. However, if two filters use different
information, or operate on the information in fundamentally
different ways, then each filter is likely to catch messages that
the other filter misses, and including both filters makes the
system more resilient to attacks than only including one.

In this paper, we present evidence that this final filter –
humans reading emails and determining if an email is le-
gitimate – operates in a very different way, using different
knowledge and capabilities, than almost all of the technical
filters. We found that humans possess important information
that technical phishing filters do not have. They rely on their
familiarity with related emails received in the past (72%) and
their expectations of incoming emails (95%) to make sense of
and become suspicious of phishing emails. This knowledge
is highly contextual and very unique to each individual and
their experiences. In addition, humans use their knowledge
of what was typical in emails they received in the past to spot
unexpected and missing important pieces of information in
new emails. This information is critical for detecting zero-day
phishing attacks, which technical solutions rarely detect [12].

Our respondents were able to notice the nature of the email
(e.g. 78% noticed it was personal) and the email account in
which the email was received. This requires knowledge of all
email accounts a person has and the kinds of communications
expected in each account based on how and what the person
chooses to use each account for. It is very complex and chal-
lenging for technical filters to acquire such knowledge and
apply it accordingly, lest they surveil individuals.

Second, we found that humans possess unique capabilities
that they use to identify phishing messages, which technical
filters do not have. 94% of the non-expert respondents were
able of identify what action the email was asking them to do,
and over three quarters said they explicitly noticed this about
the email. Requests for action are not commonly part of many

spam and phishing filters, and when they are, they are often
limited in scope mostly by language issues (e.g. checking if
the email contains a link to a login page and verifying if the
login page is legitimate [23]). Even non-experts are highly
attuned to these requests and can confidently identify them.

When filtering, humans also have an investigative ability
that technical filters lack: they can choose to take additional
time and look up more information from third party sources.
A number of our respondents indicated that they would ask
colleagues for advice or try to contact the purported sender of
the email.

The above are capabilities and knowledge that humans
have, but technical phishing filters lack. Following the logic
of the Swiss Cheese Model, relying on both humans and
technical filtering in combination is better than just relying
on one or the other. In recent years, organizations have been
relying more heavily on automated phishing detection. Our
findings suggest that reducing the diversity of filters may leave
systems vulnerable to phishing, and that approaching end user
training differently could strengthen strategies for preventing
harm from phishing.

Much of the advice about phishing in the IT commu-
nity involves preventing messages from ever getting to end
users [14], rather than trying to educate end users. Because
end users are able to filter messages in fundamentally dif-
ferent ways than technical filters, it would be more valuable
to spend some money and resources improving the ability
of end users to have a significant role in detecting phishing
messages. Too much phishing training focuses on technical
details (like url parsing [19, 30]) or behavioral changes (like
not clicking [20, 35]), instead of trying to strengthen the ca-
pabilities that are unique to humans. In this paper, we have
presented evidence of some of the knowledge and capabilities
that humans have which can be leveraged to enhance phishing
training and detection, e.g. forming expectations for emails
and asking other people for information.

As the Swiss Cheese Model points out, in a series of filters,
putting all of your resources into one layer of filters in exclu-
sion to others removes the benefits you get from a defense in
depth strategy. It is often better to have two imperfect filters
that operate on different principles or information than it is to
have one filter that is highly optimized but limited.

5.2 Similar to Expert Phishing Detection?

Our findings also have implications for identifying similarities
between expert and non-expert user phishing email detection.
Wash [34] conducted a detailed study of how people detect
phishing emails. That study was conducted with IT experts
– people with IT training and professional experience that
allows them to successfully detect phishing emails. We ex-
tended that model, and based many of our questions on that
extended model, partially to try to determine if features of that
model are also present in how non-experts detect phishing.
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In this paper, we are able to validate parts of his model with
a non-expert population. Wash also pointed out that in addi-
tion to IT expertise, being a knowledge worker can provide
expertise in managing email that is relevant to phishing detec-
tion. Our sample is not IT experts, and it is also not primarily
knowledge workers who deal with email constantly.

In particular, we are able to validate that non-experts do
have expectations about what should be present in emails and
notice when those things are different. We are also able to
validate that even in non-experts, people’s attention is focused
on what the email is requesting that they do; almost everyone
in our study was able to identify what request the email was
making. We validated that our non-experts self-reported that
they frequently had gut feelings that something was off about
the emails, helping them become suspicious. We were able
to validate that people would frequently take explicit steps
to investigate an email that they found to be suspicious. And
we were able to validate that non-experts were able to con-
clusively decide whether an email was a phishing email or
not. This lends support to the implication that expertise about
one’s own email inbox is an important and yet underutilized
aspect of phishing detection training.

We were not able to validate all aspects of Wash’s model
with non-experts. In particular, Wash’s model includes a
chronological ordering of stages – first sensemaking, then
suspicion, then acting. Our study is a survey and was unable
to determine a chronological ordering that things happened
in, and as such, we are not sure that things necessarily happen
for non-experts in the order that Wash proposes.

5.3 Implications for Phishing Prevention

Email users engage in complex investigations of suspicious
emails before they determine if the email is phishing, but
current training and technologies do not support these inves-
tigations. Our findings suggest that phishing training could
support user investigations better by encouraging users to
delay taking actions until finalizing their investigation and
encouraging email users to leverage peer capabilities (such as
asking a friend for help). Additionally, companies that send
email can provide helpdesk-style support to help users de-
termine if the company actually sent the email to the user.
Email clients could better support investigations by including
a “help me troubleshoot this email” button, with contextual-
ized suggestions for investigation.

6 Limitations

This paper is about people, their cognition, and how they
successfully detect phishing. It is not about phishing emails. A
survey is not a good method for collecting underlying ground
truth data on the actual phishing emails or detection failures,
because of selection bias and imperfect memory.

Recalling a phishing email prompted recollection of a spe-
cific instance, allowing the survey to investigate the processes
that people use to detect phishing emails in their inbox. The
answers we received were only about this one specific inci-
dent, and do not necessarily represent other incidents that the
person was involved in; however, across respondents, these an-
swers do represent a variety of the types of phishing incidents
that non-experts encounter. Past research has focused almost
exclusively on detection failures and fixing those failures; we
instead look at what is working well in phishing detection and
what should be supported.

Since this is a survey, we can only ask detailed questions
about things we know about ahead-of-time. We based our
survey questions on Wash’s investigation of expert phishing
detection [34]. We are not able to determine if the non-experts
also use additional methods that were not present in Wash’s
experts. That is, we seek to learn which of these experts’
methods are also used by non-experts, but we cannot learn
anything about non-expert methods that are unique to non-
experts. Therefore, we do not claim that these methods are a
comprehensive description of how non-experts identify phish-
ing; instead, we characterize some methods that they do use.

7 Conclusion

Phishing is a cybersecurity threat that many people experi-
ence; almost half of the people eligible for our survey could
identify at least one specific phishing email that they received.
These people have stories about phishing experiences that
they can share with others, and we suspect these stories form
an important part of how email users learn about phishing.

We found that many of the techniques that experts use to
identify phishing [34], such as noticing minor discrepancies,
forming expectations about what the email should look like
and noticing differences from those expectations, and becom-
ing suspicious and investigating the email more closely, are
also present in how non-experts detect phishing emails.

We also found that much of the information that non-
experts use when identifying phishing cannot be replicated
by technical phishing detection systems. End users know the
purpose (business, personal) of email accounts they receive
emails at, and pay attention to that fact. They know whether
an email is expected, and are able to compare it against other,
similar emails they have received in the past (phishing emails
often feel familiar). Additionally, these non-experts have in-
vestigative abilities, such as delaying responding to emails
and asking the sender for confirmation or more information,
that technical phishing filters don’t possess. Targeting future
phishing training at improving the use of this unique knowl-
edge and expanding the use of these abilities is likely to yield
improvement in phishing protection.
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A Survey Instrument

A.1 Consent Form

Thank you for your interest in this research study. After re-
viewing the consent form below, please select the “I Agree”
button if you would like to participate.

What is the purpose of this study? You are being asked
to participate in a research study that is being conducted by
Dr. Rick Wash and members of the Behavior, Information
and Technology Lab (BITLab) at Michigan State University.
The purpose of this study is to better understand how people
think about and react to email messages they receive that seem
suspicious or potentially harmful. You must be 18 years old
to participate in this study.

What will I do if I choose to be in this study? Complet-
ing this survey should take approximately 20 minutes. The
survey consists of multiple choice and fill in the blank ques-
tions. You will be asked questions about yourself, and about
email messages that you have received. You will then be
asked to remember specifics about a suspicious or potentially
harmful email message you received in the past, and answer
questions about that particular email message.

What are my rights as a participant in this study? You
have the right to stop participating at any time. Your decision
regarding participating will have no adverse consequences.
You have the right to contact the researchers to ask questions
about the purposes and procedures of this research after you
have finished the survey. You may request that any informa-
tion you give be ignored, or that any or all data from your
survey be destroyed.

What are the risks and benefits of participating? Your
participation in this study does not involve any physical or
emotional risk to you beyond that of normal, everyday use of
the Internet and email. You may not directly benefit from your
participation in this study. However, your participation in this
study may contribute to the understanding of how people think
about suspicious email messages they receive. This will help
researchers to develop tools and training that could prevent
email messages from causing harm in the future.

How will I be compensated? If you successfully complete
the entire survey, you will receive the incentive stated in your
invitation in return for your participation.

What about the confidentiality and privacy of my in-
formation? Your survey responses will be assigned an anony-
mous code number, and researchers will save all survey re-
sponses by this code number. Any personally identifying in-
formation that you may provide in your answers to the survey
questions will be removed by researchers before analyzing
the data, so your answers cannot be linked with your name or
identity in any way.

Survey responses and aggregate results of this research may
be used for teaching, research, publications, or presentations
at professional or scientific meetings. They may also be used

for future research studies or shared with other researchers
for secondary analysis or use in other research without addi-
tional informed consent from you. This means researchers
may publish, present and share with other researchers sum-
maries of data from multiple people, and direct quotations
from individual responses.

No potentially sensitive, incriminating, or identifying infor-
mation about you or others mentioned in the survey responses
will be used in any publication or presentation, or shared out-
side the research team, except as required by Michigan State
University’s Human Research Protection Program or by law.
Any use of your responses for public consumption will be
carefully anonymized so it does not contain any identifying
information.

Please note that the data will be retained at Michigan State
University for a minimum of 5 years after all analyses and
publications related to this project have been completed. Data
will be stored on a secure, password-protected computer.

Whom should I contact if I have questions or concerns
about this research study? If you have concerns or questions
about this study you may contact Dr. Rick Wash, who is in
charge of this research study, at telephone number 517-355-
2381 or by email at wash@msu.edu.

If you have questions or concerns about your role and rights
as a research participant, would like to obtain information or
offer input, or would like to register a complaint about this
study, you may contact, anonymously if you wish, the Michi-
gan State University’s Human Research Protection Program
at 517-355-2180, Fax 517-432-4503, or e-mail irb@msu.edu
or regular mail at 4000 Collins Rd, Suite 136, Lansing, MI
48910.

Consent to participate Your participation in this study is
completely voluntary. By clicking "I agree" below you are
voluntarily agreeing to participate.

Q: Please select "I agree" below if you would like to partici-
pate.
◦ I agree
◦ I do not agree

A.2 Screening

Q: Have you ever received formal training in computer sci-
ence, software engineering, IT, computer networks, or a re-
lated technical field?
◦ Yes
◦ No
◦ I’m not sure

Q: Have you ever worked in a “high tech” job such as com-
puter programming, IT, or computer networking?
◦ Yes
◦ No
◦ I’m not sure
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Q: What is your age in years?

Q: In this survey, we are interested in hearing about emails
you received that were suspicious or potentially harmful in
some way. This can be any email that you were suspicious
about, including emails that you were concerned about but
ended up not being a problem.

We are very interested in hearing about emails where it
was hard for you to figure out what to do. For example, this
could be an email message that you were unsure of and had to
look closely at it to figure out if it could be harmful. Many of
these emails ask you to do something, like click a link, open
an attachment, or respond to the email with information.

Can you remember any suspicious or potentially harmful
email messages that you’ve received? It is OK to go look
through your email account and then continue with the survey,
to help you recall if you’ve ever received email messages like
this.
◦ Yes, I have received email messages like this in the past.
◦ No, I do not remember receiving any email messages like
this.
◦ I’m not sure

Q: What gender do you identify as?
◦ Man
◦ Woman
◦ Other (fill in the blank)
◦ Prefer not to answer

Q: Which categories below best describe you? Select all that
apply:
� White
� Hispanic, Latino or Spanish
� Black or African American
� Asian
� American Indian or Alaska Native
� Middle Eastern or North African
� Native Hawaiian or Other Pacific Islander
� Some Other Race, Ethnicity or Origin (please specify)

A.3 Elicitation

Q: First, to help you to remember emails that were suspicious
or potentially harmful, please list some different ways that an
email message can be unsafe or cause security problems:

Q: Next, think about different ways you know of to recognize
an email that is suspicious or potentially harmful, and make a
list of these below:

Q: Take a moment to think about times in the past when you
personally received a suspicious or potentially harmful email.
Please list as many of these emails as you can remember,
using only a couple of words to describe each one. You may
want to re-read your answers to the previous questions to jog
your memory.

Q: On the previous page, you made a list of emails that you
personally received that were suspicious or potentially harm-
ful. For reference, here is the list:

Q: Choose one email message from the list above that it’s
easy for you to recall details about. You will be answering
questions about this email in the rest of the survey. Briefly
summarize that email, and what happened when you received
it.

Q: In approximately 5 words, please describe what made this
email seem suspicious:

Q: In approximately 5 words, please describe why it was hard
for you to figure out how to deal with this email:

Q: In approximately 5 words, please describe what the email
was asking you to do:

A.4 Noticing

For your reference, here is what you said about the email you
will be answering questions about on this page:

Q: How long ago did you receive the email?
◦ Within the last day
◦ Within the last week
◦ Within the last month
◦ Within the last year
◦ Longer than one year ago
◦ I don’t remember

Q: To help us monitor the quality of our data, please select
“Somewhat disagree” from the choices below.
◦ Strongly agree
◦ Somewhat agree
◦ Neither agree nor disagree
◦ Somewhat disagree
◦ Strongly disagree

Q: At which of your email accounts did you receive the email?
◦ Work Email account
◦ Student Email account
◦ Personal Email account
◦ Other (please describe)
◦ I don’t remember

Q: What was the context of the email?
◦ This email was related to work
◦ This email was of a personal nature
◦ Other (please describe, briefly)
◦ I don’t remember

Q: Who did the email appear to come from?
◦ A work colleague
◦ A close friend or family member
◦ An acquaintance from outside work
◦ A company, business or other organization
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◦ Other (please describe)
◦ I don’t remember

A.5 Expecting
For your reference, here is what you said about the email you
will be answering questions about on this page:

Q: Please indicate your agreement or disagreement with the
following statement:

When I read the email message, I felt like I had received
other email messages like this one before.
◦ Strongly agree
◦ Somewhat agree
◦ Neither agree nor disagree
◦ Somewhat disagree
◦ Strongly disagree

Q: Before receiving this email, had you ever received an email
message from the sender?
◦ Yes
◦ I’m not sure
◦ No
◦ I don’t remember

Q: Before receiving this email, had you ever interacted with
the sender in some other way than email? (For example, if
you had previously talked to the sender face-to-face, or visited
their website.)
◦ Yes
◦ I’m not sure
◦ No
◦ I don’t remember

Q: Before receiving this email, how long had you known the
sender?
◦ One month or less
◦ Between one month and one year
◦ One to two years
◦ Two to five years
◦ Five to ten years
◦ More than 10 years
◦ I don’t remember
◦ I did not know the sender

Q: Did you expect to receive this specific email?
◦ Yes
◦ I’m not sure
◦ No
◦ I don’t remember

Q: Please indicate your agreement or disagreement with the
following statement:

This email message seemed different from the email mes-
sages I typically receive.
◦ Strongly agree
◦ Somewhat agree

◦ Neither agree nor disagree
◦ Somewhat disagree
◦ Strongly disagree

A.6 Suspecting

For your reference, here is what you said about the email you
will be answering questions about on this page:

Q: Many suspicious emails ask you to do something. Was the
email asking you to do any of the following? Please check all
that apply.
� Click on a link or button
� Open something that was attached to the email
� Respond to the email with some information
� Take some action outside of the email
� None of the above
� I don’t remember

Q: Think about the subject line of the email. Did the subject
line feel normal, or did it feel "off" in some way?
◦ I didn’t notice anything that felt off about the subject line
◦ The subject line was different than I would expect
◦ I don’t remember much about the subject line of the email

Q: Think about who the email said it was from. Did this
sender information make sense, or did it feel "off" in some
way?
◦ I didn’t notice anything that felt off about the sender
◦ The sender’s name looked different than I would expect
◦ The sender’s email address looked different than I would
expect
◦ I don’t remember who the email said it was from

Q: Think about the main body of the email. Did the main
body of the email seem normal, or did you notice anything
that felt "off" about it? Please check all that apply.
� I didn’t notice anything that felt off about the main body
of the email
� The main body of the email included typos or other issues
that I didn’t expect to be in an email like this
� The main body of the email was missing something that I
would expect to be in an email like this
� The main body of the email included something strange
that I do not normally see in an email like this
� The main body of the email included more information
than I expect to be in an email like this
� The main body of the email included less information than
I expect to be in an email like this
� I don’t remember much about the main body of the email

Q: When you read the email, did you believe that the email
was harmful?
◦ Yes, I thought it was harmful
◦ I was not sure about whether it was harmful or not
◦ No, I did not think it was harmful
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◦ I don’t remember

Q: How sure or unsure are you about your answer to the
previous question?

Please indicate your answer below on a scale from 0-100,
where 0 means COMPLETELY UNSURE and 100 means
COMPLETELY SURE.

A.7 Investigating, Deciding, and Acting
For your reference, here is what you said about the email you
will be answering questions about on this page:

Q: What actions did you take to learn more about the email?
Please check all that apply.
� Hovered over one or more of the links in the email to see
where it went
� Clicked on one or more of the links to see where it went
� Looked more closely at the the email address the email
came from
� Opened the attachment
� Looked at email headers
� Asked someone else about the email
� None of the above
� I don’t remember
� Other

Q: In what ways did you attempt to learn about the sender of
the email? Please check all that apply.
� I went to the website of the sender
� I contacted the sender via phone
� I contacted the sender through another communications
medium (texting, chat, social media)
� I talked to the sender face-to-face about the email
� I did not try to contact the sender
� I don’t remember

Q: After you learned more about the email, did you decide
that the email was safe or not?
◦ Yes, the email was safe
◦ I was still not sure whether the email was safe or not
◦ No, the email was definitely not safe
◦ I don’t remember

Q: How sure or unsure are you about your answer to the
previous question?

Please indicate your answer below on a scale from 0-100,
where 0 means COMPLETELY UNSURE and 100 means
COMPLETELY SURE.

Q: What action(s) did you take with this email? Please check
all that apply.
� Deleted the email
� Clicked a button to report the email as spam
� Sent the email to someone
� Responded to the email
� Left the email in my inbox

� None of the above
� I don’t remember

Q: At any point while handling this email, to what extent did
you experience these emotions?
Scale:
◦ Not at all
◦ Somewhat
◦ Moderately
◦ Quite a bit
◦ An extreme amount
Emotions to be rated on that scale:
◦ Dread
◦ Terror
◦ Anxiety
◦ Nervous
◦ Scared
◦ Panic
◦ Fear
◦ Worry

Q: Please indaicate your agreement or disagreement with the
following statement:

I feel like something harmful happened because of this
email message.
◦ Strongly disagree
◦ Somewhat disagree
◦ Neither agree nor disagree
◦ Somewhat agree
◦ Strongly agree

A.8 Full Story

You are almost done! You have now answered a number of
questions about an email message that seemed suspicious or
potentially harmful, and hopefully you have recalled quite
a few important details. For reference, here is the short de-
scription of the email you provided at the beginning of the
survey:

Q: Below, please write the story of the email as if you were
telling it to a friend. Use as much detail as you can, including
any thoughts or recollections about what happened you might
have had as you were filling out the survey. Your story should
be at least 4 or 5 sentences long (minimum 300 characters).

Q: How easy or difficult was it for you to remember a suspi-
cious or potentially harmful email to answer questions about
in this survey?
◦ Extremely easy
◦ Somewhat easy
◦ Neither easy nor difficult
◦ Somewhat difficult
◦ Extremely difficult
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A.9 Demographics

Q: What is the last grade or class you completed in school?
◦ None, or grades 1-8
◦ Some high school
◦ High school graduate or GED certificate
◦ Technical, trade, or vocational school AFTER high school
◦ Some college, no 4-year degree
◦ 4-year college degree
◦ Some postgraduate or professional schooling, no postgradu-
ate degree
◦ Postgraduate or professional degree, including master’s,
doctorate, medical or law degree

Q: What is your current employment status?
◦ Employed full time
◦ Employed part time
◦ Unemployed looking for work
◦ Unemployed not looking for work
◦ Retired
◦ Student
◦ Student and employed part time
◦ Disabled

Q: What was your total household income before taxes during
the past 12 months?
◦ Less than $25,000
◦ $25,000 to $34,999
◦ $35,000 to $49,999
◦ $50,000 to $74,999
◦ $75,000 to $99,999

◦ $100,000 to $149,999
◦ $150,000 to $199,999
◦ $200,000 or more

Q: How familiar are you with the following Internet-related
terms?

Please rate your understanding of each term below from
None (no understanding) to Full (full understanding):
Scale:
◦ None
◦ Little
◦ Some
◦ Good
◦ Full
Terms to be rated:
◦ Wiki
◦ Meme
◦ Phishing
◦ Bookmark
◦ Cache
◦ SSL
◦ AJAX
◦ RSS
◦ Filtibly

A.10 Thank You

Thank you for participating! If you have any questions or
concerns, please contact Dr. Rick Wash at telephone number
517-355-2381 or by email at wash@msu.edu.
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Abstract

While ample experience with end-user studies exists, only

little is known about studies with software developers in a

security context. In past research investigating the security

behavior of software developers, participants often had to

complete programming tasks. However, programming tasks

require a large amount of participants’ time and effort, which

often results in high costs and small sample sizes. We there-

fore tested a new methodology for security developer studies.

In an online study, we asked freelance developers to write

code reviews for password-storage code snippets. Since de-

velopers often tend to focus on functionality first and security

later, similar to end users, we prompted half the participants

for security. Although the freelancers indicated that they feel

responsible for security, our results showed that they did not

focus on security in their code reviews, even in a security-

critical task such as password-storage. Almost half the partic-

ipants wanted to release the insecure code snippets. However,

we found that security prompting had a significant effect on

the security awareness. To provide further insight into this

line of work, we compared our results with similar password-

storage studies containing programming tasks, and discussed

code reviewing as a new methodology for future security

research with developers.

1 Introduction

Code reviewing is a technique applied at the end of the

Software Development Life Cycle (SDLC), used as one

of the final steps by software developers to ensure pro-

Copyright is held by the author/owner. Permission to make digital or hard

copies of all or part of this work for personal or classroom use is granted

without fee.

USENIX Symposium on Usable Privacy and Security (SOUPS) 2021.
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gramming code quality before software release. Thus, soft-

ware developers change their perspective from a code cre-

ator to a code inspector, which might affect their security

awareness. While knowledge on code reviewing in the

field of software engineering exists [9, 19, 32], only little

is known about this methodology within a security con-

text [13]. Acar et al. [4] called for more studies on devel-

opers’ security behavior and on the study methodology of

security developers. While most of the previous work within

this context includes surveys (e.g., [7, 11, 21, 28, 37]), inter-

views (e.g., [6, 11, 18, 21, 24, 36–38]) or programming tasks

(e.g., [2, 3, 17, 20, 22, 23, 25, 25–27, 30, 39–42]), we explored

code reviewing as a promising methodology for developer

security studies.

Conducting security studies with software developers can

be difficult due to recruitment and study compensation chal-

lenges [3–5,10,12,20–22,25,31,42]. Programming tasks can

also often take more time than professionals can afford. Na-

iakshina et al. [22–25] conducted a number of studies where

computer science (CS) students, freelance developers and soft-

ware developers from companies were required to complete

the registration functionality in a web application. The au-

thors investigated participants’ security behavior with a focus

on the storage of user passwords in a database. According to

the study design and participants’ feedback, the study lasted

around 8 hours. Recruiting a high number of employed devel-

opers who had time outside of their normal working hours for

a one-day study was reported to be extremely difficult. Thus,

their sample size is not as large as they would have wished.

Therefore, researchers often tend to design programming

tasks in such a way that software developers only need to solve

small and short tasks (e.g., [2, 3, 5, 33]). For example, Acar

et al. [5] conducted a security developer study with GitHub

users and provided them with programming tasks which were

“short enough so that the uncompensated participants would

be likely to complete them before losing interest, but still

complex enough to be interesting and allow for some mis-

takes.” While Acar et al. did not mention security or privacy

in the recruitment message at all, Naiakshina et al. tested if
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explicitly asking participants for secure password storage (se-

curity prompting) would affect their solutions. They found

that security prompting had a significant effect on participants

solutions. Additionally, participants tended to concentrate

on the functionality of the software first, before working on

security aspects [22–24].

To provide deeper insights into this research field, we tested

code reviewing as a promising methodology for security stud-

ies with developers. Instead of asking developers to program

a piece of code, we showed them functional code snippets

and asked them to write code reviews about the snippets. We

based our code snippets on the participants’ submissions from

the previous freelancer study from Naiakshina et al. [23] and

also recruited freelance developers. This allowed us to com-

pare the results of the code review task with the findings of

the previous study containing a programming task. While

we offer insights on freelancers’ behavior in code reviewing

tasks on a primary level, we also discuss code reviewing as a

methodology for developer security studies on a meta-level.

Our main research questions are as follows:

RQ1: How do developers behave when reviewing code

in a security-critical task such as password storage?

We were interested to find which criteria the developers

mostly base their reviews on in security-critical code,

and whether they would be able to indicate the security

issue, even when being presented with distraction tasks

not related to security. Additionally, how detailed would

their security problem description and suggestions for

improvement be? Would they suggest to release the code

even though it contains security-critical issues?

RQ2: Which factors have an influence on developers’

security awareness? In particular, we investigated

whether prompting, programming experience or code

snippets with different password-storage issues (plain

text, Base64, MD5) have an influence on whether devel-

opers find the security issues.

RQ3: How much time do developers dedicate to security

and do they feel responsible for security in a code re-

view? We asked the freelance developers to indicate how

much time they spend with security in code reviews and

whether they feel responsible for security. These results

were compared to their self-reported responsibility and

time spent on security in programming tasks.

RQ4: Comparing the results of a programming and

a code reviewing task on password storage, which

methodological implications can we conclude? To

provide insights for security studies with developers, we

discuss the advantages and disadvantages of code review-

ing as a study methodology compared to programming

tasks.

2 Related Work

Our related work section is divided into two parts. First, we

discuss related work in the area of developer, security and

password-storage studies. We then take a closer look at code-

reviewing studies.

2.1 Developer and Password Studies

A qualitative study from Naiakshina et al. [24] in 2017 inves-

tigated the password-storage implementation behavior of 20

CS students. The participants were given a scenario where

they were told they were working in a team to implement

the registration functionality of a social networking platform.

Half of the students were prompted beforehand and told to

implement a secure solution. None of the non-prompted stu-

dents implemented a secure solution. As often found with

end users, there was also a tendency with developers to offer

functionality over security. This study was extended by the

authors in 2018, by inviting 20 additional CS students [25].

The authors acknowledged that they had challenges to recruit

enough participants for the study. Out of a pool of 1600 CS

students at their university, only 40 participated in the study.

The exploratory quantitative study supported the findings of

the qualitative study. However, CS students stated that they

would have implemented a secure solution had the task been

for a real company.

To find out whether the previous results were a study ar-

tifact, in 2019 Naiakshina et al. [23] conducted a similar

study, but this time with 43 freelancers. Hired through Free-

lancer.com, the participants were asked to implement the reg-

istration functionality for a fictitious online sports-picture

sharing platform. Here it was also found that prompting has

an effect on the security of the end solutions. 15 of the 22 non-

prompted, and even 3 of the 21 prompted freelancers received

security requests after submitting insecure solutions [23]. Un-

like the previous study, the participants believed they were

working for a real company. This did not appear to have an

impact on the security of the end solution. The same study

was also conducted with 36 professional developers from di-

verse companies in 2020 [22] and again, prompting had an

effect on the security of participants’ submissions.

Another study on password-storage was conducted by Wi-

jayarathna et al. [40]. Their study was similar to the one

described in the previous papers. To explore the usability of

the SCrypt password hashing functionality of Bouncycastle,

the authors conducted a 2-hour study with 10 programmers

and reported 63 usability issues with the Bouncycastle API. A

further study from Wijayarathna et al. [39] investigated how

security responsible programmers feel when writing code.

The participants were expected to complete four program-

ming tasks including a password storage task. They found

that developers know they are responsible for security, but

often have a difficult time implementing security measures.
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A study investigating having GitHub members for devel-

oper studies was conducted by Acar et al. [5]. 307 participants

completed three small python programming tasks and then

filled out a survey, all without payment. One of the tasks was

to store login credentials in a database. The researchers set out

to explore how well GitHub users can replace IT-professionals

in developer studies, who often do not have time for studies

outside of their working schedules and who often have an

hourly rate much higher than that offered for taking part in

studies. They found that whether a participant is a profes-

sional or a student had no significant effect on the security

perception of the participant or on the functionality or security

of the solution implemented. Experience did however have

an effect: each year of added python experience increased the

chance of a secure solution by 5%.

Tahei et al. [34] reviewed literature looking at security from

a developer perspective. They found there was generally a

lack of research in developer-centered-security, and that secu-

rity needed to become of higher business value. As found in

the previously mentioned studies, security knowledge among

software developers is often lacking and security is often a

secondary requirement.

2.2 Code-reviewing Studies

Baum et al. [9] looked at code-reviewing practices in 19

firms, 11 of which regularly conduct some kind of code re-

view. They found that some firms use multiple reviewers,

particularly when making large changes to code. Aside from

being used to improve the quality of the code and find defects,

the researchers found that code reviews are also conducted to

enable a learning process of the coder. Furthermore, it was

found that some firms do not conduct code reviews: develop-

ers can often feel attacked by code reviews and need time to

adjust to the new method. Bacchelli et al. [8] supported the

finding that code reviews are often used as a learning process

in firms. They also found that “finding defects” in code was a

driving factor for conducting code reviews. In multiple papers

the term “finding defects” included security issues, but mostly

included other kinds of defects [8, 9, 29].

Using the largely open source Mozilla project, Kononenko

et al. [19] studied the quality of code-reviews. 54% of bugs

were not found during the code-review. The authors found a

positive correlation between reviewing experience and num-

ber of bugs found. Coding experience did not have an impact

on the number of bugs found. They found larger patches and

an increased number of files to be reviewed increased the

chance of introducing “buggy” patches. The use of super re-

viewers, a reviewer who is a highly experienced developer,

decreases the probability of introducing patches with bugs in

them.

What effect availability bias has on code reviews was in-

vestigated by Spadini et al. [32]. Using a browser-based re-

viewing tool chosen by the researchers, the participants were

expected to review a code change. The change contained three

errors: two errors were of the same type and were bugs that

reviewers do not usually look for, whereas as the third was

of another type. Half of the participants were non-primed

and received a code change where none of the bugs had been

commented on, whereas as the other half were primed and

received a code change where one of the errors had been

commented on by another reviewer. The researchers found a

correlation between priming the participants and the partici-

pants finding the other error of this type. 80% of participants

mentioned they were influenced by the comments in the code.

The non-primed bug was found by both groups at a similar

rate.

A study investigating the optimal number of code-reviewers

for a given task was conducted by Edmunson at al. [13].

The participants were web developers all with various back-

grounds and security experience. They were presented with

and expected to review an existing open-source project, which

had some security issues. Edmunson et al. found a correlation

between the number of correct vulnerabilities found and the

number of false vulnerabilities found. Having more than 15

reviewers did not bring any further improvement. Interest-

ingly, the researchers found a negative correlation between

the number of years of experience and the number of correct

vulnerabilities found. Our study differs from Edmunson et

al.’s study in several aspects. First, while Edmunson at al.’s

participants were informed about security issues within the

web application they had to review, we did not mention that

our code had issues at all. Additionally, half of our partici-

pants were advised to consider security for the code review,

while the other half were not. Second, in addition to the se-

curity issues, we also added general issues within the code,

so we were able to see which issues participants are more

aware of, if they recognized them at all. Third, we showed

participants one simple code snippet in the context of se-

cure password storage, whereas Edmunson et al. investigated

Cross-Site Scripting and SQL injection vulnerabilities within

an entire web application project.

Most work using code reviewing as a study methodology

was conducted in the field of software engineering. It is un-

clear yet, whether the findings are transferable to a security

context. For example, Kononenko et al. [19] found a posi-

tive correlation between reviewing experience and number

of bugs found, unlike the study from Edmunson et al. [13].

With our study we aim to provide deeper insights into code

reviewing as a methodology for developer studies within a

security context.

3 Methodology

Past work showed that software developers perceive security

as more of a secondary task during programming and thus

need to be explicitly asked to consider security aspects in the

task requirements [22–24, 27]. It is however unclear, whether
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this holds true for code reviewing. The fact that code reviews

are usually written at the end of the SDLC might affect devel-

opers’ security awareness and thus improve the quality and

security of the code.

In this work, we investigated whether software developers

think of security when writing a review for security criti-

cal code, such as user password storage. For this we set up

an online survey, for which we recruited freelance develop-

ers on Fiverr.com [1]. The complete survey can be found

in the Appendix A. Half the participants were prompted for

password-storage security prior to writing the review, and the

other half were asked without being prompted to write the

review. Hence, we explored the independent variable (IV)

security prompting with the two values prompting and non-

prompting. Additionally, we investigated whether different

password storage implementations affect the code reviews.

Thus, the participants were shown at random one of three

insecure code snippets (plain text, Base64, MD5). Hence, our

second IV variable was the code snippet each participant re-

ceived, leaving us with a total of six conditions within our

study. We conducted a between-subjects study, where each

participant randomly received one of the three snippets.

Apart from prompting the prompted groups of participants

to ensure the password is stored securely, we did not give any

criteria to complete the review. We wanted to find out which

criteria the participants chose and which issues they found

without further requests. We recorded all questions received

from the participants during the task and recorded our answers

to these in a play-book to avoid giving more information

to some participants than to others (see Appendix B). In

addition to that, we provide further insights on a meta-level

for using code reviewing as a new, promising methodology

for developer studies within a security context.

We conducted a pilot study with one participant to test the

survey and to get a better time estimation for the task. The

participant finished within two hours. After correcting minor

issues with the survey, we conducted the actual study between

May and July 2020. We asked our participants to complete

the code reviewing task within one week. Thus, we hoped to

increase the number of participants.

3.1 Survey

In the survey, we showed the participants one of three code

snippets, each of which contained a password storage imple-

mentation. The participants were asked to write code reviews

for the snippets. We also asked them to list criteria on which

they based their reviews and if they would release the code

as it is, with minor adjustments or not at all. After the par-

ticipants finished their code review, they were requested to

explain the concepts of hashing and salting. Further, we asked

them about their code reviewing experience and how much

of a priority security is to them.

We switched off the back button to prevent the participants

from changing their code reviews after being asked for code

security. That way we aimed to get an unbiased view on the

code reviews and to avoid priming participants for security

by the survey.

Since we did not ask participants to write but only review

programming code, we included a small programming test

to the survey, which was also used by Danilova et al. in [11].

Danilova et al. recruited software developers for an online

survey study on security warnings. To assure that their par-

ticipants really had programming skills, the authors designed

a multiple choice question with a code snippet where “hello

world” was printed out backwards. About 74% of the par-

ticipants recruited online on the survey platform Qualtrics

failed the test, although all of them indicated to have program-

ming skills. To ensure data quality, our participants were also

shown this multiple choice question. Finally, the participants

had to answer demographic questions.

3.2 Code Snippets

For the code review task, we chose code snippets submitted by

freelancers from the study conducted by Naiakshina et al. [23]

for two reasons. Firstly, it was programming code created by

freelance developers who believed they were working on the

registration functionality for a real company which was to

be submitted for release. Secondly, it allowed us to compare

our code review results with the findings of the programming

code analysis from Naiakshina et al. with regards to both the

effectiveness of security prompting and the accuracy of the

submissions.

Additionally, we wanted to test whether different program-

ming code snippets have an influence on our participants’

submissions. We concentrated on the bad practices used by

freelancers in [23]. While we decided upon a plain text code

snippet as a baseline, we also added one snippet using MD5

as a hashing function and another using Base64 encoding,

as these were prevalent within the freelancers’ submissions

in [23]. We made sure that the three snippets had an approx-

imately similar length (120-130 lines). To further improve

their comparability, we adjusted the selected snippets in the

following way. First, to reduce the risk of comments influenc-

ing the code review, we deleted all comments from the chosen

snippets. To look more realistic, but still stay comparable, we

added generic comments which were the same for all snip-

pets. We added comments to the head of the class as well as

in the main functions, but not to the trivial setters and getters.

Second, we rearranged the order of the functions so that all

participants would see the functions in the same order when

reviewing the code, as we did not want the function order to

influence our results. Third, we added two distraction tasks to

all of the snippets:

1) Exception swallowing: An empty catch block is considered

to be bad practice as possible exceptions would be ignored.

2) Logical mistake: Within an if-loop we used only one “=”
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Table 1: Demographics of participants (n = 44)

Age min: 19, max: 35 sd: 3.83 median: 24.0 mean: 25.06

General Programming Experience min: 1, max: 12 sd: 2.43 median: 4.0 mean: 4.46

Java Experience min: 0.5, max: 10 sd: 2.3 median: 2 mean: 3.19

Gender Female: 3 Male: 40 Prefer to self-describe: 1

Occupation Freelance Developer: 27 Industry Developer: 8 Undergraduate: 2 Other: 3

Academic Researcher: 1 Industry Tester: 1 Graduate: 1 Freelance Tester: 1

Country of Residence Pakistan: 21, India: 8 UK: 3, Portugal: 1 Burkina Faso: 1 Morocco: 1

Nigeria: 1, Turkey: 1 Malaysia: 1, Italy: 1, US: 1 Bangladesh: 1 Sri Lanka: 2 , NA: 1

in the condition. The condition is therefore always true since

an assignment is executed instead. We expected that since

the participants are eager to find mistakes in a study on code

reviewing, these distraction tasks could divert the attention of

the participants from the password storage implementation.

The three code snippets can be found in the Appendix C.

3.3 Participants

Like Naiakshina et al. [23], we wanted to recruit freelance

developers on Freelancer.com. However, our project was re-

peatedly denied by the platform with generic explanations

such as: “Your project shows behavior that is contrary to

our Code of Conduct.” We contacted the platform’s support

service several times to clarify that we wanted to conduct a

scientific study with freelancers. However, we were not able

to solve our issues at that time and thus decided to use an-

other freelancer platform for the recruitment of participants:

Fiverr.com [1].1

In the freelancer study by Naiakshina et al., participants

received either e120 or e220 for participating in a study of

six to eight-hours. No significant difference was found on the

security of the submissions between the different payment

groups. Since our study was estimated to take one hour and

the participant in the pilot study needed two, we decided on a

compensation of $50.

We posted our project in four iterations receiving up to

15 applications per posting. With each iteration, the number

of repeated offers increased. On Fiverr.com it is required to

attach categories and subcategories to the post. Our post was

included in the categories “Programming and Tech”, “Web-

programming” and “Java.” In total we received 61 applica-

tions to take part in our study. All except four were invited to

the study; reasons for not being invited to take part included

being under 18 or not having any programming experience.

Four freelancers did not respond upon our invitation, six did

1Another reason the support service of Freelancer.com offered us was:

“Academic cheating is not allowed.” As pointed out by Naiakshina et al. [23],

it seems that students often use this platform for hiring freelancers to do their

university homework. We are still in contact with the enterprise department

of Freelancer.com, which reassured us that university studies are welcome to

use their platform. It seems that an enterprise self-service would have solved

our previous issues.

Table 2: Number of participants per group (n = 44)

Plain text MD5 Base64

Prompted 8 7 8

Non-prompted 6 7 8

not want to participate, and two participants canceled after in-

vitation before starting with the study. Finally, 45 freelancers

completed our survey. To assure data quality, we excluded one

participant from our data set who was not able to answer the

“hello world” backward question from Danilova et al. [11].

Table 1 summarizes the demographics of our participants.

Out of 44 participants, 40 reported to be male, 3 female, 1

preferred to self-describe. They reported to be between 19

and 35 years old (mean: 25.06 years, median (md): 24 years,

sd: 3.83). Further, most of the participants reported to live

in Pakistan or India. The general programming experience

ranged between one and 12 years with a median of 4 years.

All except 2 had at least 2 years of general programming

experience and all but 8 reported to have at least 2 years of

Java experience (min: 0.5, max: 10, md: 2, mean: 3.19). Most

(27) named freelancing as their main profession. All except

two participants reported to have reviewed code by others in

the past. Table 2 shows the number of valid participants in

each group.

3.4 Evaluation

3.4.1 Security

We evaluated the security of participants’ code review sub-

missions in the following way. First, we introduced a binary

variable found password storage issue with two values: 1: par-

ticipants stated in their reviews, that they found some issues

with password storage security; 0: participants did not state

in their reviews, that they found some issues with password

storage security.

Second, to identify how accurate our participants’ code re-

views were with regard to the secure password-storage param-

eters, we used the security score of Naiakshina et al. in [23].

Participants received 2 points for hashing and salting the user
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passwords, another 2 points if the salt was randomly gener-

ated and at least 32 bits in length, and another 3 points for

iterations, a memory-hard hashing function and if the hash’s

derived length was at least 160 bits long [24]:

1. The end-user password is salted (+1) and hashed (+1).

2. The derived length of the hash is at least 160 bits long

(+1).

3. The iteration count for key stretching is at least 1000

(+0.5) or 10000 (+1) for PBKDF2 and at least 210
= 1024

for bcrypt (+1).

4. A memory-hard hashing function is used (+1).

5. The salt value is generated randomly (+1).

6. The salt is at least 32 bits in length (+1).

3.4.2 Qualitative

The code reviews were evaluated qualitatively with inductive

content analysis [14]. We decided upon an inductive coding

method, as opposed to a deductive coding method, as we did

not want to assume what our results would be. The evaluation

process included open coding and creating categories. Since

we used the “independent parallel coding” approach of David

R. Thomas [35], we compared two sets of categories and

report the inter-coder agreement for them. The two sets of

categories were subsequently merged into a combined set. We

calculated the inter-coder agreement Cohen’s Kappa (κ) and

received an agreement of 0.82. Fleiss et al. considered a value

above 0.75 a good level of coding agreement [16].

3.4.3 Quantitative

We additionally conducted an exploratory quantitative anal-

ysis. We established the variable from the reviews (found

password storage issue) and evaluated the effect of our two

IVs (security prompting, code snippet) on this variable using

Fisher’s exact tests (FET) [15, p. 816]. To test for correla-

tions, we used the Pearson’s correlation coefficient. To exam-

ine effects in continuous data, we used Wilcoxon Rank sum

tests. All tests referring to the same dependent variable (found

password storage issue) were corrected using the Bonferroni-

Holm correction. The corrected p-values are referred to as

cor− p.

3.5 Ethics

The institutional review board of our university reviewed and

approved our project. We provided the participants of our

study with a consent form outlining the scope of the study,

the data use and retention policies; we also complied with the

General Data Protection Regulation (GDPR). The participants

were informed of the practices used to process and store their

data and that they could withdraw their data during or after

the study without any consequences. Also, the participants

were asked to download the consent form for their own use

and information.

3.6 Limitations

The participants who took part in this study were recruited

on Fiverr.com. They may not be representative for all devel-

opers and results may even differ among different freelance

platforms. Code reviews are usually performed in companies,

so the freelancers might not have had experience with code

reviews. However, we aimed to test code reviewing as a study

methodology for developer studies as opposed to studying the

code review experience.

The majority of participants were non-native English speak-

ers and their responses were not always so clear to understand.

Some participants may have had trouble understanding the

questions. While this is not desirable for a study, it still rep-

resents a realistic scenario, since freelancers with the same

issues are hired for real life projects. Moreover, all partici-

pants were informed that this project is part of a study. It

could be that the participants would have behaved differently

had they been writing a code review for a real life project.

We conducted an a priori power analysis with an effect

size from Naiakshina et al. from [22] to calculate the neces-

sary sample size to prevent type II errors of falsely rejecting

null hypotheses. The required sample sized turned out to be

45 persons per group. However, we were not able to recruit

enough freelancers on Fiverr.com, even though we used multi-

ple rounds of recruitment and posted the project repeatedly on

the platform. The recruitment of software developers is a chal-

lenging task and small sample sizes can limit the method’s

potential and the generalizability of results. Therefore, our

analysis needs to be considered as an explanatory first glance

on the problem.

4 Results

The results section is structured as following. First, we present

the findings of our qualitative analysis. Second, we report the

results of our exploratory quantitative analysis. Third, we

compare our results with a similar study containing a pro-

gramming task on password-storage. We report statements

of specific participants by labeling them according to their

conditions. The first letter of the label refers to Prompting or

Non-Prompting. The second denotes the code snippet used

(Base64, MD5, or Plain text). While qualitative analysis is

more frequently used to explore phenomena, we still pro-

vide the numbers of participants to give an indication of the

frequency and distribution of themes. An overview of the

evaluation of participants’ submissions can be found in the

Appendix D.
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4.1 Qualitative Analysis

The reviews of our participants differed in quality, word count

and content. The majority of participants (36 of 44) reported

to have reviewed the snippet manually, 4 said that they used

an IDE (Eclipse, NetBeans, Visual Studio Code) to check the

code, and 4 reported to have used a static analyzer (PMD,

sonarlint, findbugs, codacy). With such a small sample size,

we could not draw conclusions but it might be worth explor-

ing the use of static analyzers in future studies. On average

participants needed a median of 83 minutes to complete the

survey. The fastest was submitted after 12 minutes. Some

participants took more time since the deadline to complete

the project was set to one week.

4.1.1 Participants’ Review Criteria

To provide insights into the security awareness and focus

of freelancers, we evaluated the criteria which participants

mentioned to have looked for in their code reviews. A

detailed list of criteria mentioned by our participants is

available in the Appendix E. We categorized the answers as

follows:

Implementation: A total of six participants said that

functionality was one criteria they looked for. Logic was

mentioned by eight participants to be an important topic to

look for in source code. One participant reported to have

looked for maintainability and two mentioned performance

and efficiency (PB5, NP4). A large number of participants

(14/44) reported to also have checked for error handling.

Testing and bugs: NM3 said that quality assurance was

one criteria to check for, while PB7 checked for unit tests and

whether all scenarios are considered. NM1, NM5, and NP4

said they looked for bugs or errors in the code. A number of

participants mentioned syntax to be a criterion to look for.

Standards and validation: NB1 and PB1 said that they

checked whether code standards are met in the code. Three

participants mentioned that code format was a criterion they

checked for (PB2, NM4, PP5). Nine participants reported

that they looked for the correct usage of get and set methods.

NM1, NP2, NB8 mentioned the inspection of the model

view controller architecture. Further, several participants

reported to check imported packages and libraries. Some

participants mentioned input validation and null checks

(PM6) as criteria they checked the code for. Additionally,

several freelancers reported to have checked for code style

issues; e.g., camel case or naming conventions in the code.

PB1 and PB2 wrote that they looked for duplicated code

or unused code. Furthermore, four participants reported to

assess the code complexity. Some participants said that they

checked the code for readability and comments.

Security: Security in general was mentioned as a criterion

by 10 participants. Eleven participants specifically included

password storage security in their criteria. Data security was

mentioned by 4 participants.

4.1.2 Found Password Storage Issue

Thirteen participants specifically mentioned in their reviews

that secure password storage is an issue. Of these, only 2 were

non-prompted. To solve the issue, PP8 suggested to use an

external authentication service:

“Depending on the application it may also be better

in this case to simply use an external auth service

such as that offered by google” (PP8).

Some prompted participants misinterpreted our prompt-

ing task description “Please ensure that the user password is

stored securely” as password validation (NM3, PP4, PB8). For

example, PB8 included secure password policies in the review

but failed to detect the insecure password storage method:

“The password must be at least 8 characters long.

The password must have at least one uppercase and

one lowercase letter. The password must have at

least one digit. This needs to be updated” (PB8).

NM3 mentioned another password validation policy issue:

“The most important part is the one you are not ver-

ifying the password what if it is equal to username.

You should know that any person who is trying hit

and try on the passwords will definitely first try to

enter same username and password and he might

be successful in your code and it’s the worst part in

security risks.”

We also found that a number of participants used “password

encryption” as a suggestion in their review, which is a con-

cept not recommended for secure user password storage in a

database. Furthermore, the prompted participant PB6 wrongly

stated that the code snippets contained SQL and JAR injec-

tions, but did not mention insecure password storage as an

issue. Finally, PM3 perceived the password storage implemen-

tation as “too complex” and asked in their review for more

comments in the code snippet. A detailed list of code issues

reported by our participants is available in the Appendix F.

4.1.3 Security Score

A number of participants commented on the password storage

methods of the code snippets. Some participants explicitly

said that the password storage functions were sufficient (NM4,

NM5, PB8), others saw issues with the functions.

For example, a number of participants recommended using

secure hashing functions like bcrypt (PM1, PM5), PBKDF2
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(PM6), ARGON2 (PM1) or scrypt (PM5). In contrast, oth-

ers recommended less secure functions such as MD5 (PP4),

SHA-1 (PM4, PP4) or SHA-2 (PM1) (without mentioning

iterations). It is noted that SHA-1 and SHA-2 can be secure

when used with a key derivation function like PBKDF2, but

we cannot assume that the participants mean this if they do

not include it in their reviews. The code reviews of the 13 par-

ticipants who identified user password storage security as an

issue often lacked details. Thus, we only were able to grade 11

participants by using the security scale. Table 3 summarizes

all the participants who found an issue with user password

storage and their score according to the security scale. Only

two participants specifically mentioned that a salt should be

used.

4.1.4 Distraction Tasks

Some participants found the issues we introduced as distrac-

tion tasks. The logical mistake was found by 8 participants

and the exception swallowing was mentioned by 12 partici-

pants.

NM5 falsely stated that error handling was done correctly.

Out of all the 16 participants who found at least one distrac-

tion issue, 13 did not find the password storage issue, and 3

did (PM7, PB1, PM4). This might indicate that the distrac-

tion issues could have indeed distracted the participants from

security. However, from the 13 participants who found the

password storage issue, only 3 found at least another distrac-

tion issue.

4.1.5 Ready for Release?

We asked our participants to choose whether the code can 1)

be released, 2) be released but the issues mentioned in the

review need to be fixed for the next update, or 3) whether

the code did not pass the review. Out of 44 participants, 2

said that the code can be released. Both found no security

issues. Another 17 said that the code can be released but the

issues should be fixed for the next update. 12 of these 17

participants did not find the security issue, so they referred

to non-security related issues which needed to be fixed. The

remaining 25 said the code did not pass the review and should

not be released until the issues were fixed. 17 of these 25

participants, however, did not find the security issue with

password-storage, so they have based their decision to not

release the code on issues other than security. A detailed

overview can be found in the Appendix D.

4.1.6 Participants’ Definition of Hashing and Salting

After the review completion, we asked our participants to give

the definition of hashing and salting passwords. We wanted to

find out how many participants were able to correctly define

hashing and salting of passwords. On average the participants

took 8 minutes to answer this question (md: 5). We evaluated

Table 3: Security score of participants who found the pass-

word storage issue

Snippet P Score Salt Suggestion

NP1 Plaintext n 0 - “hashcode genera-

tion or convert in

Hexa or other for-

mats”

NP5 Plaintext n 0 - -

PB1 Base64 p 0 - “an encoded for-

mat”

PB2 Base64 p 2 Y -

PM1 MD5 p 3 - “SHA2, Argon2,

bcrypt”

PM4 MD5 p 1 - “SHA-1”

PM5 MD5 p 3 - “bcrypt, scrypt”

PM6 MD5 p 4 Y “PBKDF2”

PM7 MD5 p 0 - -

PP1 Plaintext p 1 - -

PP2 Plaintext p 0 - -

PP3 Plaintext p 1 - -

PP4 Plaintext p 1 - “SHA, MD5”

p = Prompted, n = Non-prompted

the responses and also tracked whether the participants left

the tab inactive while answering the question. Out of 44 par-

ticipants, 20 participants left the tab inactive for some time

while 24 did not leave the tab to answer the question. The par-

ticipants who left the tab inactive spent a median of 3 minutes

outside the tab (mean: 6 minutes). This might indicate, that

participants were searching the Web for the answer.

The majority of participants, 63% (28 of 44), gave a correct

definition of hashing and salting for password storage. We

checked whether the responses matched with definitions from

the Internet indicating they were copied and pasted. We found

that 8 participants copied the entire definition or parts of their

definition from the Internet.

4.1.7 Security Responsibility

We asked our participants whether they felt responsible for

end-users’ security when writing or reviewing code. Figure 1

visualizes the responses. The “disagree” options 1,2,3 are

summarized on the left. By contrast, the “agree” options 5,6,7

are summarized on the right. The percentages next to the bars

are the sums of participants’ ratings for each side. Neutral (4)

is counted as an own point. For both tasks, the participants

reported to strongly agree with the statements. However, after

completing their reviews, we asked the participants whether

they had ensured that the user password was stored securely.

Out of 44 participants, 29 answered that they ensured that

they had, which did not correspond to the evaluation of their
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Figure 1: The responses on whether the participants feel responsible for security while code reviewing and writing.

5% 77%18%I have a good understanding of security concepts.

100 50 0 50 100

Percentage

Response
1 − Strongly Disagree

2

3

4

5

6

7 − Strongly Agree

Figure 2: The responses on whether the participants reported to have a good understanding of security concepts.

reviews. In fact, only 13 participants correctly mentioned that

insecure password storage was an issue in the snippets. This

suggests a social desirability bias while answering survey

questions, which was also reported by Naiakshina et al. [23]

in their programming study with freelancers.

Additionally, we found an overconfident self-representation

of the freelance participants. The degree of agreement to the

statement around the freelancers’ understanding of security

concepts can be found in Figure 2. PP1, NB2, NM2, NP1, and

PM6 specifically noted that security is very important in the

optional feedback field. For example, NB2 noted:

“Security is always important, developers put it in

the background.”

However, 3 participants explicitly noted in the optional feed-

back field that security is not always important, e.g., “for

robotics control” (PP8). Further, PM4 stated:

“In my experience, sometimes its not all about the

security. Some occasions we have to provide hot

fixes for urgent customers without thinking about

the security. Yes security is an essential factor but

it is not something that should be burden to a devel-

oper.”

4.2 Quantitative Analysis

In this section we report the results of our exploratory quanti-

tative analysis. We tested whether prompting, programming

n

p

0 100 200 300

Word count

G
ro

u
p

Figure 3: Word count within the reviews for the prompted and

non-prompted group.

p: Prompted n: Non-prompted

experience or different insecure code snippets had an effect

on finding the password-storage security issue. We also tested

whether prompting affected the word count of the code re-

views and whether the self-reported time participants spend

on security differs between programming and code-review

tasks.

4.2.1 Effect of Prompting on the Word Count

On average the reviews contained 100 words (md: 78 words)

with the smallest review containing 6 words and the largest

443 words. We did not find a significant effect of prompt-

ing on the word count (Wilcoxon rank-sum, W = 300.5, p =

0.17). Figure 3 visualizes the word count in both groups. Both

medians were in a similar range, however, the non-prompted

group has a higher variable spread than the prompted group.

The number of codes emerging from a code review did not

necessarily rely on the word count in the review. Short re-

views could cover different issues, while elaborate reviews
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What percentage of your programming time do you dedicate to security?
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Figure 4: Percentage of programming time freelancers dedi-

cate to security (self-reported)

with more details could discuss only one minor issue.

4.2.2 Effect of Prompting on Finding the Password Stor-

age Issue

We evaluated whether participants correctly indicated that

there was an issue with password storage security in the snip-

pet (found password storage issue). We excluded participants

who wrote that the passwords should be “encrypted” if no

hashing function was recommended. This might mislead the

developer receiving the review to implement encryption in-

stead of hashing the passwords. Naiakshina et al. [23] reported

some encryption solutions, which shows that this might be

a problem. Eleven prompted and two non-prompted partici-

pants correctly stated that password storage was not solved

securely in the code snippet. Thus, prompting had a signifi-

cant effect on finding the issue in the code snippet (FET: p =

0.008*, cor− p = 0.02*, CI = [1.44, 89.85], OR = 8.28).

4.2.3 Effect of Experience on Finding the Password

Storage Issue

In [13], Edmundson et al. did not find a significant effect

of years of programming experience and whether the re-

viewers are more accurate or effective. We also investigated

whether programming experience had an effect on whether

participants found security issues with password storage. We

counted how many of our 3 issues the participants were able

to find (password storage, 2 distraction tasks). Similar to Ed-

mundson et al., we did not find a significant correlation be-

tween the number of issues and the years of general experi-

ence (r = 0.05, p = 0.73). Further, we did not find a significant

correlation between the number of issues and years of Java

experience (r = 0.06, p = 0.72). We also did not find a correla-

tion between Java experience and whether participants found

the password storage issue (r = 0.06, p = 0.71).

4.2.4 Effect of Different Insecure Code Snippets on

Finding the Password Storage Issue

All the three code snippets (plain text, Base64, MD5) showed

an example for insecure user password storage in a database.

What percentage of your code reviewing time do you dedicate to security?
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Figure 5: Percentage of code reviewing time freelancers dedi-

cate to security (self-reported)

We tested whether the different snippets had an effect on

whether participants found an issue with secure password

storage. For example, participants presented with an MD5

example might rather report an issue with password-storage

security than participants presented with a code snippet where

passwords were stored as plain text. We found, however,

no significant effect within each subsample, neither the non-

prompted (FET: p = 0.07, cor− p = 0.14) nor the prompted

group (FET: p = 0.26, cor− p = 0.26).

4.2.5 Time for Security

While Figure 4 visualizes the distribution of percentages of

programming time dedicated to security, Figure 5 summarizes

the distribution of percentages dedicated to security during

code reviews, according to our participants. The reported

median percentage of time that the participants dedicated to

security during code reviewing was 50 (mean: 51.64, min:

15, max: 100, sd: 26.54). The reported median percentage of

time that the participants dedicated to programming was 55

(mean: 54.89 min: 10, max: 100, sd: 26.31). We did not find a

significant difference between both reported time estimations

using the sign-rank Wilcoxon test (V = 247, p = 0.12).

5 Discussion

RQ1: Developers’ behavior in a security-critical code-

reviewing task: Code reviewing is a technique applied

at the end of the SDLC, used as one of the final steps by

software developers to ensure programming code quality

before software release. In comparison to programming

code creators, developers take roles as programming code

inspectors, which might increase their security awareness.

Our study results showed, however, that this is not necessarily

the case. It is alarming that almost half the participants

wanted to release the insecure code snippets, although

security issues with password storage can endanger millions

of end-users’ data. Even if participants indicated secure

password storage as an issue, they often suggested poor

techniques or weak hashing algorithms to improve the code.

Such poor suggestions, however, might initiate the code
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creator to revise the code without really improving security.

It seems freelance developers need to be reminded of security

during code reviewing, otherwise they might be too focused

on other issues such as logical mistakes, conventions etc.

RQ2: Factors influencing developers’ security aware-

ness: We did not find an effect between which insecure

programming code snippet the participant received and

whether the participant reported issues with secure password

storage. This is especially interesting, considering the fact,

that they not only involved plain text password storage, but

also Base64 encoding and even MD5 as a hashing function.

Furthermore, we did not find an effect of programming expe-

rience on finding the insecure password-storage issue, which

might indicate that more experience does not necessarily

mean that the reviewers are more security aware or effective

in finding security issues.

However, similar to the programming studies of Naiakshina

et al. [22–24], we found that prompting for security in the

reviewing task had an effect on finding the password storage

issue in the code snippet. This means, that only if security

requirements were mentioned in the task description, do

participants consider security issues with password storage

in their code reviews. Our results suggested that similar to

programming, security needs to be part of the task during

code reviewing as well. Therefore, we recommend to prompt

for security when a code review is required.

RQ3: Developers’ security responsibility in a code

review: Our participants reported to spend half their

programming and code reviewing time on security. We

did not find a significant difference of the reported time

spent on security between programming and code reviewing.

Additionally, almost all the participants indicated to strongly

agree with the statement that they feel responsible for

security during programming and code reviewing and

that they have a good understanding of security concepts.

66% of the participants also indicated to have ensured

that the user passwords were stored securely after their

code reviewing task. However, considering that only 13

of 44 (30%) participants reported a security issue with

password-storage and the fact that almost all of them were

prompted, this might indicate a social desirability bias in

surveys. Our qualitative analysis showed that a number of

participants had misconceptions and outdated knowledge of

secure password storage. This might also suggest that APIs

and libraries need to provide safe security defaults instead of

requiring software developers to choose security mechanisms.

RQ4: Methodological implications: There is only lim-

ited knowledge of using code reviewing as a methodology for

security studies with developers. While we provide insights

into freelancers’ behavior in code-reviewing tasks, we also

wanted to explore which advantages, disadvantages and par-

allel insights a code-reviewing study can have in comparison

to a programming study with developers. While we cannot

conduct a direct comparison to the study of Naiakshina et

al. [23] due to methodological differences, we still discuss the

methodology of code reviewing for developer security studies

by comparing the advantages, the disadvantages and some

parallel insights of both the study types.

One disadvantage was the lack of certain information. We

were not able to calculate the security scores of participants

in such detail as Naiakshina et al. did. We could not find

all information for the security scores in the reviews since

participants simply did not mention them. Checking whether

participants found the password storage issue was, however,

still possible.

Moreover, we found that prompting had an effect on partic-

ipants’ solutions. This indicates that researchers investigating

the security awareness of freelance developers might not need

to hire them for longer programming tasks. Short and focused

code reviews can offer similar results. With a median of 83

minutes to complete the survey, our participants required less

time than Naiakshina et al.’s participants, who worked about

6-8 hours on the programming tasks.

Furthermore, code reviewing tasks can give indications

to problems with code writing. Similar to Naiakshina et al.,

we were able to identify different issues developers expe-

rienced with password storage. For example, MD5 and en-

cryption were often mentioned as adequate solutions to solve

the password-storage issue. However, MD5 is an outdated

hash function, which is not recommended any more for secure

password storage. With encryption, participants might have

referred to symmetric encryption [23], which is, as mentioned

before, a discouraged practice for secure password storage.

This suggests that code reviewing studies can offer valuable

insights into participants’ security behavior. We acknowledge

though, that code reviewing is a different process to writing

code and therefore it is not possible to prove which suggested

solutions to the issues developers would really implement.

Similar to Naiakshina et al.’s password-storage study with

students, we found that “security knowledge does not guaran-

tee secure software” [24]. Although only 30% of our partici-

pants indicated that the user passwords were stored insecurely,

63% were able to provide a correct definition for hashing and

salting after their code reviewing task. We have to note, how-

ever, that we had only limited possibilities to prove that their

definitions were not simply copied and pasted from the Web.

Its seemed that 8 participants copied the entire definition or

parts of their definition from the Internet, which indicated

that knowledge questions should be treated with caution in

surveys.

To sum up, we found that security prompting had a signifi-

cant effect regardless of whether participants completed a pro-

gramming or a code-reviewing task on password storage. Ad-

ditionally, we were able to identify participants’ misconcep-
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tions and outdated knowledge about secure password-storage

and which criteria they believe are important in programming

code. One disadvantage, however, was that we were limited

in the comparison of the participants’ security scores, which

Naiakshina et al. introduced in their programming study. In

our study, the code reviews did not offer enough details to cal-

culate them. Still, code reviewing tasks can help investigate

programming knowledge and decrease the time developers

need to spend on a task. Participants needed less time to

complete the study compared to the studies of Naiakshina et

al. while still finding similar results with regard to security

awareness and security prompting.

While we do not argue to replace programming tasks with

code-reviewing tasks in security developer studies, funding is

often limited within academia and smaller tasks yielding sim-

ilar effects could enable more future research with developers.

Therefore, we encourage the community to conduct further

research into this line of work.

6 Conclusion

We conducted an online code reviewing study with 44 free-

lance developers showing each of them an insecure password

storage code snippet. We investigated how participants behave

in a code-reviewing study by considering which criteria they

base their reviews on, whether they would find the security

issue and most importantly, whether they would release the

insecure code snippets. Additionally, we explored different

factors, which might influence their behavior. For example,

we explored the effect of prompting for security in the task

on whether participants reported password storage security

issues within their code reviews. We also explored whether

participants feel responsible for and how much time they ded-

icate to security. Finally, we discussed the methodological

implications of a code reviewing study for developer security

studies.

Not even one third of our participants reported the security

issue with password storage. Almost all the participants who

reported an issue were prompted for security. Thus, prompting

had a significant effect on participants’ behavior. Still, almost

half the participants wanted to release the code as it is, which

is alarming since insecure password-storage is a major issue

endangering millions of users. Finally, our findings suggest

that code reviewing studies could be an interesting approach

for conducting security developer studies.

For future work we recommend testing a hybrid between a

code reviewing and a code writing developer study: a partici-

pant could receive functional insecure code and be asked to

write a review and if necessary to correct the issues within the

code. This could combine the advantages of both the method-

ologies. However, it might also increase the time of solving

the study for the participants again.
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A Survey

1. Thank you very much for your interest in our study. We

are researchers from the University of Bonn. We are

investigating the process of code reviewing for software

developers. By taking part in our study you will help

us understand how developers explore issues in source

code written by other developers.

Since we will be showing you code snippets please make

sure to participate in the survey using your computer

instead of a mobile device.

2. You and your colleagues are developing a social network-

ing website to share pictures with family and friends.

People need to register to this website in order to share

their pictures.

The front end has already been developed using the

Model-view-controller (MVC) architectural pattern. A

colleague of yours committed the following class and
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you have been asked to do a code review for it, before it

gets accepted and released.

The class implements a registration functionality in the

web application: a user with the following attributes

(email, name, gender, birth date, username and password)

is stored in the database.

Please review the snippet as you would for a com-

pany. You get to decide if this code is deployed or if it

goes back to the developer for improvement. In both

cases please explain your decision. You can review

the code manually or use tools if you prefer. (Prompt-

ing: Please ensure that the user password is stored

securely.)

[CODE SNIPPET]

3. What did you check for? [Text box]

4. Please write your review for your colleague. Please sug-

gest actions for all issues. [Text box]

5. Do you approve the release of the code?

• The code has passed the review. The code can be

released

• The code can be released but the issues mentioned

above need to be fixed for the next update.

• Code did not pass review, please fix issues as men-

tioned above.

6. Did you check for security? [Yes; No]

7. Did you ensure that the user password was stored se-

curely? [Yes; No]

8. Can you please explain what hashing and salting for

passwords is? [Text box]

9. How did you review the code snippet? [Manually; Using

the following tools: [Text box]

10. In the past I have reviewed code written by others. [Yes;

No]

11. If Yes: How many times have you reviewed code written

by others in the past year? [Text box]

12. What percentage of your code reviewing time do you

dedicate to security? [Text box]

13. What percentage of your programming time do you ded-

icate to security? [Text box]

14. I have a good understanding of security concepts. 1 -

Strongly Disagree - 7 Strongly Agree

15. Please rate the following items: 1- Never - 7 Always

• How often do you ask for help when faced with

security problems?

• How often are you asked for help when others are

faced with security problems?

16. I feel responsible for the security of end-users when

writing code. 1 - Strongly Disagree - 7 Strongly Agree

17. I feel responsible for the security of end-users when

reviewing code. 1 - Strongly Disagree - 7 Strongly Agree

18. Please enter your age: [Text box]

19. Please select your gender. [Male; Female; Prefer not

say; Prefer to self-describe: Text box]

20. What is your current occupation? [Freelance developer;

Industry developer; Freelance tester; Industry tester;

Academic researcher; Undergraduate student; Graduate

student; Other: ]

21. What type(s) of software do you develop/test? (Multiple

answers possible) [ Web applications; Mobile/App appli-

cations; Desktop applications; Embedded Software En-

gineering; Enterprise applications; Other (please spec-

ify):]

22. In which country do you mainly work / study? [Text box]

23. How many years of experience do you have with soft-

ware development in general?

24. How many years of experience do you have with Java

development?

25. How many people work in your team? Please enter 1 if

you work on your own.

26. Please select what is more important to you. [Function-

ality - Security (Slider between both, Middle: Equally

important)

1 main{

2 print(func("hello world"))

3 }

4

5 String func(String in){

6 int x = len(in)

7 String out = ""

8 for(int i = x-1; i >= 0; i--){

9 out.append(in[i])

10 }

11 return out

12 }

Figure 6: Test for software developing skills [11]

27. Please select the returned value of the pseudo code above

[see Figure 6 ]:
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• hello world hello world hello world hello world

• world hello

• hello world

• hello world 10

• HELLO WORLD

• dlrow olleh

28. As a non-profit academic institution we are interested

in offering fair compensation for your participation in

our research. How do you rate the payment of the study?

[Way too little; Too little; Just right; Too much; Way too

much;]

29. How many minutes did you actively work on this survey?

30. Thank you for taking part in our study! We really appre-

ciate your time and effort. We hope our results will help

improving security awareness in code reviewing. If you

have any comments or suggestions, please leave them

here and then please click on "Continue" to complete the

survey.

B Play Book

During the study we conducted a play book to ensure all

participants received the same information. When a seller

contacted us, there were three cases: the offer is the correct

amount, the offer is too expensive or the offer is too cheap.

• Hello! Thank you for your interest. We would be de-

lighted to have you participate in our java code reviewing

study. Do you have experience programming in Java?

If you agree to proceed we would send you a link, from

which you can then complete our online survey. We

expect the survey to take no more than two hours. To

complete the survey you would have a week. Would you

like to proceed? Kind regards, XXX

• If the offer was not $50 we added the following question:

• If you would like to participate could you increase your

payment requirement and send us a custom offer of $50?

or

We do however have a budget of $50 per participant. If

you would like to participate could you send us a custom

offer of $50?

• Once the participants had sent us a custom offer, they

received the answer:

Thank you! I will confirm your offer and then send you

a link to the survey

• When you have completed the survey, we would appreci-

ate it if you do not write any specific comments regarding

the survey in your rating of us on Fiverr. As the study

is currently ongoing this can lead to inconsistent results.

Thank you for your understanding!

Below is a list of questions we were asked and our re-

sponses to them (P = Participant):

• P: I have very little programming experience in Java

albeit.

Us: We are looking for people with experience program-

ming in Java. If you feel you fulfill this requirement you

are welcome to take part.

• P: Is clicking on that link mean that I must start?

Us: You should be able to continue where you left off,

if you happen to want to continue the survey at a later

point.

• P: I hope that the answers are to be in English?

Us: Yes the survey is in English.

• P: I don’t even know what is the problem and what is it

about your research?

Us: This is a Java code reviewing study. You will be

required to complete a code review and then answer

some questions.

• P: Why is that obligatory? (to get paid)

Us: It is important for the study that each participant is

treated the same.

• P: How many files / classes are and LOC (Lines of

Codes) will be there in the code base? (roughly)

Us: There are three files, two with roughly 100 lines of

code and the third with 15.

• P: Do these two hours have to be without intervals?

Us: You’re welcome to take breaks as and when you

need them.

• P: Just to get to know, do we need to do the survey

straightaway for 2 hours or can we save the part that we

have done and continue it later?

Us: You don’t need to complete the survey immediately.

You can complete it at any point in the week after your

offer is accepted.

• P: No personal information?

Us: All data will be processed pseudonymously and

stored anonymized after the study; there will be no iden-

tifying information published in any form.

• P: Seems a little sketchy to be honest, I’d like to make

sure this is legit.

Us: If you would like to participate could you send us a

custom offer of $50? We would then accept your offer

and send you the link, thus ensuring no risk for you.

412    Seventeenth Symposium on Usable Privacy and Security USENIX Association



• P: I wish to complete your online survey but Unfortu-

nately paying you $50 is stopping me to participate.

Us: You would be receiving the money.

• P: No I don’t have any experience in Java.

Us: Ok, thank you for your response!

• P: But how you know I take a survey and how you pay

me?

Us: You have sent us an offer of $50. I would confirm this

offer and send you a link to our survey. Upon completion

you will get paid.

• P: But I don’t have any project if I don’t deliver how it

is possible to send money?

Us: You have sent us an offer. As mentioned, I would

confirm this offer, send you the link to our survey, which

you would then complete. You would then confirm that

you have delivered the service. We would then check

that you have completed the survey. If this is the case,

we will confirm completion and you will receive your

payment.

• P: And what is the deadline? Is it limited by time?

Us: You have a week to complete the survey.

• Participant claims to be finished, but the response is not

submitted.

Us: We have not received your response. Can you check

that you have completed the survey?

• Participant mentioned word ’security’ in review.

Us: Thank you very much for your kind review. We have

however noticed that you mentioned the word "security"

in your review. As this study is ongoing, we would rather

not have any comments regarding security on our profile.

Is it possible you could change your review message?

Kind regards, XXX

• P: They are asking for my review will you give me re-

view otherwise I will mention that you haven’t given me

review after all work.

Us: I have completed your review already.

• P: Please tell me and type here what review you want

from me as seller.

Us: Telling you what to review us is not in compliance

with Fiverr’s terms and conditions. We would appreciate

it if you do not mention any specifics to the survey, but

you are welcome to comment on the experience as a

whole working with us.

• P: Do you have something new for me?

Us: I’m afraid we don’t have any more work for you at

this time.

• P: What was the survey for? (After completion)

Us: We are researchers working in the field of software

usability. The survey is to be used to better understand

how freelancers work and what benefits and disadvan-

tages a code review has.

• By reapplication: Thank you for your interest in our

survey, unfortunately we need new participants for the

survey.

• Review: Very good communication, delivered on time.

It was nice working with *name*!

C Code Snippets

Participants were shown at random one of three insecure code

snippets. The code snippets for the study can be found here:

Plaintext

https://gist.github.com/u-cec/

54e79635ec44234f8aa8ae4514d3d9e9

MD5

https://gist.github.com/u-cec/

d25963ac45569962fca2291661f6e2f8

Base64

https://gist.github.com/u-cec/

3fedf84f64918d9cafab61042cee8658

D Evaluation of Participants’ Code Reviews

Table 4 shows an overview of the evaluation of participants’

submissions.

E Participants’ Review Criteria

Criteria mentioned by participants are summarized in Table 5.

F Found Password Storage Issue

Participants who reported issues with the code are summa-

rized in Table 6.
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Participant Code Snippet Prompted Survey duration [minutes]* Time for review [minutes] Found password storage issue Ready for release? Review word count

NB1 Base64 n 31 18 0 ✗ 127

NB2 Base64 n 86 26 0 ✗ 56

NB3 Base64 n 24 4 0 ✗ 17

NB4 Base64 n 316 44 0 X(!) 87

NB5 Base64 n 34 14 0 ✗ 128

NB6 Base64 n 29 12 0 ✗ 205

NB7 Base64 n 23 11 0 ✗ 63

NB8 Base64 n 36 27 0 ✗ 261

NM1 MD5 n 6119 30 0 ✗ 41

NM2 MD5 n 12 3 0 X(!) 33

NM3 MD5 n 326 3 0 ✗ 443

NM4 MD5 n 62 38 0 ✗ 177

NM5 MD5 n 83 50 0 X 117

NM6 MD5 n 254 195 0 X(!) 79

NM7 MD5 n 85 49 0 X(!) 40

NP1 Plaintext n 83 37 1 X(!) 74

NP2 Plaintext n 151 118 0 ✗ 228

NP3 Plaintext n 37 19 0 ✗ 73

NP4 Plaintext n 3511 582 0 ✗ 171

NP5 Plaintext n 40 29 1 ✗ 157

NP6 Plaintext n 13 3 0 X(!) 24

PB1 Base64 p 206 102 1 ✗ 265

PB2 Base64 p 934 46 1 ✗ 232

PB3 Base64 p 87 50 0 X(!) 28

PB4 Base64 p 12 2 0 X(!) 6

PB5 Base64 p 2407 132 0 ✗ 77

PB6 Base64 p 9045 38 0 X(!) 82

PB7 Base64 p 68 41 0 X(!) 30

PB8 Base64 p 198 122 0 X(!) 70

PM1 MD5 p 25 14 1 ✗ 82

PM2 MD5 p 5798 1 0 X 45

PM3 MD5 p 35 14 0 ✗ 45

PM4 MD5 p 129 105 1 X(!) 148

PM5 MD5 p 6153 55 1 X(!) 47

PM6 MD5 p 66 15 1 ✗ 84

PM7 MD5 p 39 15 1 ✗ 49

PP1 Plaintext p 23 3 1 ✗ 25

PP2 Plaintext p 2490 2 1 X(!) 42

PP3 Plaintext p 4444 67 1 X(!) 87

PP4 Plaintext p 25 12 1 ✗ 85

PP5 Plaintext p 76 38 0 ✗ 107

PP6 Plaintext p 198 14 0 X(!) 89

PP7 Plaintext p 53 5 0 ✗ 36

PP8 Plaintext p 5910 21 0 X(!) 68

Table 4: Evaluation of participants’ code reviews

* Some participants started the survey and probably left it for some days since the deadline was to complete it within one week. ✗: Code did not pass review,

please fix issues as mentioned above. X(!): The code can be released but the issues mentioned above need to be fixed for the next update.

X: The code has passed the review. The code can be released. Found password storage issue: insecure password storage was mentioned as an issue in the

review.

0%

0%

91%

91%

9%

9%

I feel responsible for the security of end−users
when reviewing code.

I feel responsible for the security of end−users
when writing code.

100 50 0 50 100

Percentage

Response
1 − Strongly Disagree

2

3

4

5

6

7 − Strongly Agree

Figure 7: The responses on whether the participants feel responsible for security while code reviewing and writing (group:

prompted)
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Criteria Total Participants

Count Prompted Not prompted

Implementation

Functionality 6 PM4, PB6 NM5 NB6, NB1, NP1

Logic 8 PM2, PM3, PP5, PB7 NB4, NP3, NB6, NM6

Maintainability 1 NB2

Performance / Efficiency 2 PB5 NP4

Error Handling 14 PB1, PP3, PB3, PM3, PM5, PP5, PM7 NB1, NM2, NM4, NM5, NB6, NP4, NB8

Quality Assurance 1 NM3

Unit tests 1 PB7

Testing and Bugs Bugs/ Errors in the code 3 NM1, NM5, NP4

Syntax 10 PM1, PB3, PM4, PP5 PB7, PP8, PM7 NM6, NP1, NP3

Code standards 2 PB1 NB1

Code format 3 PB2, PP5 NM4

Correct usage of get and set methods 9 PM1, PB3, PM5, PP5 NM2, NP1, NB3, NB4, NB5

Model view controller architecture 3 NM1,NP2, NB8

Imported Packages and Libraries 5 PP3, PB6 NP2, NB1, NB8

Standards and Validation Input validation 6 PM6, PP7, PP5 NB6, NM7, NM2,

Null checks 1 PM6

Style issues 7 PB2, PM4, PP5, PP8 NB1, NP3, NP4, NB7

Duplicated/ Unused code 2 PB1,PB2

Code complexity 4 PM4, PP5, PB5, PB7

Readability 5 PM4, PB5 NM1, NM4, NM5

Comments 5 PB1, PM4, PB7 NB4, NP4

Security 10 PB1, PP2, PP8, PM7, PM4, PP4 NM4, NP3, NP4, NP6

Security Password Storage Security 11 PP1, PM1, PP2, PB2, PB6, PM6, PB7, PB8,

PM7

NP1, NM4,

Data Security 4 PB1, PP4, PM7 NM4

Table 5: All criteria mentioned by participants

Found Total Participants

Issue Count Prompted Not prompted

Secure password storage 13 PP1, PM1, PB1, PP2, PB2, PP3, PM4, PP4,

PM5„ PM6, PM7

NP1, NP5

Found Password Storage Issue Password validation 3 PP4, PB8 NM3

Password encryption 4 PP1, PP2, PP3 NP5

SQL and JAR injections 1 PB6

Password storage to complex 1 PM3

Security Score
Storage sufficient 3 PB8 NM4, NM5

Function issue 5 PM1, PM4, PP4, PM5, PM6

Distraction tasks
Logical Mistake 8 PM3, PP5, PP7 NM3, NM4, NB5, NP4, NB8

Exception swallowing 12 PM4, PB1, PB3, PM3, PM7, PP5 NB1, NB2, NB6, NB8, NM4, NP3

Table 6: Issues found by participants
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10%

95%

85%

5%

5%

I feel responsible for the security of end−users
when reviewing code.

I feel responsible for the security of end−users
when writing code.

100 50 0 50 100

Percentage

Response
1 − Strongly Disagree

2

3

4

5

6

7 − Strongly Agree

Figure 8: The responses on whether the participants feel responsible for security while code reviewing and writing (group:

non-prompted)
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4% 78%17%I have a good understanding of security concepts.
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Percentage

Response
1 − Strongly Disagree
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7 − Strongly Agree

Figure 9: The responses on whether the participants reported to have a good understanding of security concepts (group: prompted)

5% 76%19%I have a good understanding of security concepts.
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Figure 10: The responses on whether the participants reported to have a good understanding of security concepts (group:

non-prompted)
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Abstract
We conducted an online study with n = 235 Signal users

on their understanding and usage of PINs in Signal. In our
study, we observe a split in PIN management and composi-
tion strategies between users who can explain the purpose
of the Signal PINs (56 %; enthusiasts) and users who cannot
(44 %; casual users). Encouraging adoption of PINs by Signal
appears quite successful: only 14 % opted-out of setting a
PIN entirely. Among those who did set a PIN, most enthu-
siasts had long, complex alphanumeric PINs generated by
and saved in a password manager. Meanwhile more casual
Signal users mostly relied on short numeric-only PINs. Our
results suggest that better communication about the purpose
of the Signal PIN could help more casual users understand the
features PINs enable (such as that it is not simply a personal
identification number). This communication could encourage
a stronger security posture.

1 Introduction
Signal is an encrypted messaging application that is dedi-
cated to preserving the privacy of its users and enacts features
along those lines, such as not centrally storing users’ contact
lists, messages, or location histories unencrypted. Signal has
historically relied only on users’ telephone numbers for iden-
tification, authentication (via SMS), and contact discovery.
Unfortunately, these methods are insufficient against attacks,
including SIM-swapping [2, 18, 22]. In addition, these have
some usability issues such as users who lose access to their
telephone numbers also lose their Signal contact lists. Finally,
they hamper additional features requiring additional metadata,
like user profiles.

Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
without fee.
USENIX Symposium on Usable Privacy and Security (SOUPS) 2021.
August 8–10, 2021, Virtual Conference.

To improve the app in terms of these shortcomings, Signal
released two new features: Secure Value Recovery (SVR) [23]
and registration lock [33]. Both features require the user to
establish a PIN, which can be a sequence of numbers, like
a traditional PIN, but also include letters and symbols. SVR
uses the PIN to recover encrypted backups of contacts and
settings stored on Signal servers. The registration lock aims
to prevent anyone but the original user from creating a Signal
account for a phone number without the associated PIN.

Signal’s choice of naming the credential a “PIN” (as in,
personal identification number) may not clearly indicate to the
user the importance of the PIN in the Signal ecosystem. Un-
like device or screen lock which is familiar to users, the in-app
use of the Signal PIN is meant to achieve an app-specific pur-
pose not satisfied by the device or operating system’s features.
A banking app for example might mostly be using in-app au-
thentication to protect access to an OAuth token, while Signal
has a different goal.

As Signal represents one of the first, large-scale usages of
in-app PINs, in this paper we investigate to what extent do
participants, both the security-/privacy-savvy and the aver-
age ones, understand the PIN feature and what effect does
this have on their choice and usage? Additionally, we also
investigate how participants react to Signal’s PIN verification
reminders that encourage users to not only select a complex
PIN but regularly remind users to reenter it for verification.
This feature may have been implemented because the PIN
is not meant for daily use, but instead only needed in acute
moments of setting up a new device with the Signal app. Fi-
nally, we examine the way participants select and compose
their Signal PINs and the effect of their general understanding
of the underlying Signal features to make these decisions. To
this end, we consider the following research questions:

RQ1 Are participants aware of how and why in-app PINs
are used in Signal?

RQ2 How effective are PIN reminders in assisting partici-
pants to remember PINs?
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RQ3 How do participants choose and compose a PIN for
Signal, and does their understanding of how these
PINs are used affect that choice?

We surveyed Signal users (n = 235), asking about their
understanding, usage of the Signal PIN feature, and response
to Signal PIN verification. For example, we asked participants
to explain the purpose of Signal PINs, in their own words.
We additionally asked participants about the composition of
their PIN (e.g., length, character set), if they reuse the PIN in
other contexts (e.g., phone lock, in another messenger app),
if they have opted out of selecting a PIN, and their response
to periodic PIN verification.

We find that only 14 % (n = 33) of respondents opted out
of setting a Signal PIN, and also we find a large disparity
between the practices of participants who can explain the
purpose of the in-app PIN authentication (who we term Signal
enthusiasts; n = 132; 56 %) and those who cannot (dubbed
casual Signal users; n = 103; 44 %).

Many enthusiasts set PINs because they thought it was
required — initial communication from Signal indicated that
it was, although it is not in current versions of the app. Many
enthusiasts also specifically mentioned registration locking
and cloud backups. Interestingly, when enthusiasts did not set
a PIN, 44 % cited anti-cloud storage sentiments, indicating
that they are aware of the features Signal PIN provides (e.g.,
cloud backups of profiles) but felt that this metadata storage
did not sufficiently guard their privacy. Among casual users,
25 % set a PIN for generalized security reasons although they
are not able to articulate those. Moreover, 13 % set a PIN
simply because they were prompted by Signal or do not know
why they actually set a PIN (16 %). If casual users did not set
a PIN, they typically indicate that it was inconvenient (18 %)
or they did not see the necessity (18 %). Their inaccurate
understanding also affects this decision: 24 % state that they
do not need an additional safeguard to secure access to their
Signal app although the PIN is not used for this purpose.

Very few participants who set a PIN indicated that they
had difficulty remembering their PIN; only 12 % said they
occasionally, frequently or very frequently have difficulty re-
membering. When interacting with the periodic reminders to
verify their PIN, 59 % confirm their PIN frequently or very
frequently. Only 24 % of all participants confirm their PIN
rarely, very rarely, or never when prompted, yet, here the be-
havior of enthusiasts and casuals diverges: 16 % of the latter
tend to ignore the reminder prompt compared to 28 % of the
enthusiasts. In addition, 45 or 24 % of the participants who
currently use a PIN disabled these reminders. When asked
why, 67 % of the enthusiasts mention that they use a password
manager while casuals are mostly annoyed (42 %) or do not
feel it is necessary to be reminded (33 %).

We also find that enthusiasts’ PINs are more password-
like, often containing numbers, letters and symbols. Com-
pared to casuals, enthusiasts on average choose PINs with an

additional 1.3 digits, 3.0 letters, and 1.3 special characters.
Moreover, many participants, particularly enthusiasts, use a
password manager to store their Signal PIN, which addition-
ally increased the complexity of their PIN: password manager
users selected PINs with an additional 2.1 digits, 5.3 letters,
and 3.1 special characters compared to non-password man-
ager users. A number of participants, both enthusiasts and
casuals, noted the reuse of their Signal PIN in other contexts,
apps, and as their screen lock, yet, 76 % of the participants
who use a PIN within Signal said they do not reuse it.

In short, it appears Signal’s core audience of privacy-
conscious enthusiasts is using the PIN effectively, however,
this roll-out may have been affected by inconsistent commu-
nication. Some earlier versions of the app made PIN creation
a requirement. In addition, Signal PINs can contain letters
and special characters. Weak Signal PIN choices can have
consequences for those that choose secure PINs as secure
communication requires both parties to be secure. We would
recommend that Signal consider adding features to encourage
better choices, like an improved blocklist, or even re-branding
Signal PINs to more accurately depict their use, like “Account
Recovery Passwords,” which could help users apply the right
context during selection and storage of this credential. Though
our focus is on Signal, our results may inform communication
strategies of other app developers, since account recovery and
registration lock features are common in secure messaging.

All our findings were shared with the Signal developers.

2 Background
Signal is an open source app and service, developed and oper-
ated by the non-profit Signal Technology Foundation. Signal
implements the underlying Signal protocol which includes
forward secrecy [9, 38] and is used by other secure messaging
clients, like WhatsApp [27] and Facebook Messenger’s secret
conversation feature [26]. Signal boasts more privacy con-
sciousness in its design and implementation, eschewing link-
ages to an identity or collection of metadata, as compared to its
competitors, like Telegram, WhatsApp, or Threema [43, 50].
Hereinafter, when we refer to Signal, we mean the app/service
and not the protocol unless otherwise specified.

Given its focus on privacy, Signal historically relied on a
user’s mobile phone number as an identifier, reasoning that
this system was already in place. This approach also makes
migrating to a new device easier for users when using the same
phone number, as long as the user’s contacts were already
backed up by other means. Other app settings, e.g., groups
and blocked contacts, were formerly not backed up.

Additionally, receiving a valid SMS with a security code
was sufficient to (re-)establish an account with Signal to
send/receive encrypted messages. Unfortunately, phone num-
bers can be subject to SIM-swapping attacks [2, 18, 22],
whereby an attacker is able to register an existing phone num-
ber with a new mobile SIM card, effectively stealing a user’s
account on Signal.
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To address both backing up device settings and preventing
account hijacking, Signal introduced two new features: Secure
Value Recovery [23] and registration lock [33]. Both services
require an additional authentication check, namely a PIN, and
in the rest of this section, we describe Secure Value Recovery,
registration lock, and how Signal rolled out PINs.

Secure Value Recovery Secure Value Recovery (SVR) en-
ables encrypted backup and recovery of the Signal app set-
tings, including contacts, profile, and group memberships. The
backup data is encrypted and stored on Signal’s servers. When
a user migrates to a new device, the goal is to restore this data
into the new app installation. As the decryption needs a key,
the user has to choose, recall, and enter a PIN which is input
to a key-derivation function. The resulting symmetric master
key is used to further derive the backup encryption key.

Registration Lock The registration lock is an optional fea-
ture that binds the Signal PIN to the user’s phone number.
This way knowledge of the PIN is required as a second au-
thentication factor in addition to the ability to receive an SMS
with a one-time security code. This approach protects Signal
from attacks like SIM swapping [2, 18, 22] where an attacker
can obtain the SMS code.

To realize this functionality, the protocol uses the symmet-
ric master key that is calculated as part of SVR, this time to
derive a 32-byte registration lock hash. This value is used
similarly to a password: it is sent to the server to authenticate
the user. If the calculated registration-lock hash matches the
one that is stored on the Signal server, the SMS code is sent.
If not, the SMS code will not be sent and the registration of
the phone number cannot be completed.

On the other hand, if an account needs to be migrated to a
new device and the user does not know the PIN, setting up the
account with the phone number is only possible after 7 days
of inactivity. After this time span, the server’s registration
lock hash (of the PIN) expires and a new account can be
created. However, the counter will be reset each time the client
connects to the Signal server which happens when receiving
or sending messages. Additionally, the iOS or Android apps
make requests on a regular basis to keep the PIN hash alive
even if the app itself is used infrequently.

Signal PINs Unlike PINs used to authenticate to gain access,
e.g., unlocking your phone, the Signal PIN is used as a sec-
ondary authentication factor when moving an account from
one device to another. A user does not need to enter the PIN to
use Signal once it is installed on a particular device. However,
Signal has a separate setting that locks the application from
unauthorized access by forcing the user to verify their mobile
phone’s unlock authentication, e.g., the PIN used to unlock
the device.

Also different than unlock authentication PINs, if a user for-
gets their Signal PIN while maintaining access to the Signal

app, it can be reset without any repercussions as the current
secure messaging keys can serve the purpose of authentica-
tion. After resetting the PIN, the SVR-encrypted backup can
be re-encrypted and uploaded to Signal’s servers, and the
registration lock hash can be regenerated.

Communicating the purpose of the PIN to users, including
all the features it does and does not support, is not a straight-
forward task. While Signal published an article explaining
the technical details of SVR and registration lock [33], ex-
plaining it to all users remains a challenging task. Signal also
originally required a user to establish a PIN, but later made
that choice optional.

Finally, as the Signal PIN is only needed at acute moments,
Signal employs periodic PIN reminders to help users mem-
orize their PIN. These reminders to verify a PIN are spaced
at regular intervals, starting at 12 hours, then 1 day, 3 days,
7 days, and every 14 days. Figure 1 shows the prompt that is
shown to users for this purpose.

3 Related Work
The Signal PIN is used for authentication in the mobile set-
ting, an area that has received a good deal of attention in the
literature. For example, password usability on smartphones is
studied along with shoulder-surfing resistance by Schaub et
al. [40]. Aviv et al. consider the advantage gained by a guess-
ing attacker as a result of screen smudges [3]. User choices
for mobile unlock methods are investigated by Harbach et
al. [16], who find that alphanumeric PINs are less popular
than numeric PINs.

In our study, we note a number of casual users with limited
comprehension, a theme also observed in other circumstances
of secure messaging. Abu-Salma et al. [1] noted that security
and privacy is not always a leading driver in the adoption of a
secure messenger like Signal, but rather community pressure
of wanting to be able to reach specific contacts. De Luca et
al. [13] and Das et al. [10, 11, 12] come to a similar conclu-
sion and show that the influence of social factors is not only
limited to the adoption of messengers but security tools in gen-
eral. Abu-Salma et al. [1] further note that many users have
misconceptions about the security of messaging, e.g., they per-
ceive SMS as secure for sensitive communication. Oesch et
al. conduct a user study confirming user misconceptions and
finding that group-chat users tend to manage security and pri-
vacy risks using non-technical means such as self-censorship
and manually inspecting group membership [32].

In general, Signal and other secure messaging services of-
ten face the problem of explaining secure protocols, however,
authentication ceremonies are challenging for users to un-
derstand [47, 48]. To address this issue, Wu et al. offered
a redesign of the authentication ceremony that emphasizes
comprehension [51]. Vaziripour et al. [46], on the other hand,
suggested to partially automate the ceremony by using social
media accounts. The Signal PIN is used for key derivation
and is an example of a usable encryption scheme in the real
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world. These have been previously studied by Ruoti et al. [39]
who propose a secure email system and study varying levels
of user transparency and automation. While Signal aims for
automatic key management and automatic encryption, Ruoti
et al. find that users had more trust in an approach that em-
phasized manual steps and therefore comprehension. While
our research aims to understand how comprehension affects
users’ PIN practices, similar efforts to better communicate
about this feature would likely help users.

As a user chosen secret, Signal PINs also relate to the
choice of traditional PINs. Initial research on user choice of
numeric PINs was done by Bonneau et al. [6] who found that
dates are particularly prominent. Kim et al. also found dates
to be common, as well as digits in sequence, like 1234 [20].
Signal’s PIN in fact takes this advice and blocks digits in
sequence. Wang et al. [49] derived numeric sequences from
leaked password datasets, and Bonneau et al. [5] measured
their guessability. Wang et al. found that PINs generally are
easily guessable in online attacks (where an attacker only has
a limited number of attempts or is rate-limited), and surpris-
ingly 6-digit PINs more so than 4-digit PINs. This line of
research was confirmed and extended in the context of mobile
unlock PINs by Markert et al. [25]. Markert et al. also showed
that a well-sized blocklist of PINs, when enforced, can signif-
icantly improve PIN-guessing resistance in an online setting.

Recently, Khan et al. [19] and Casimiro et al. [8] studied
PIN reuse across different contexts. Both find that reuse is
rampant, and that users tend to have a small set of PINs they
use regularly. In our work we also find that certain kinds
of PIN reuse is common for Signal PINs, such as for an
ATM/Credit/Payment card. As Signal PINs are generally
chosen and entered on mobile devices, users may be less
inclined to choose hard-to-guess, full-fledged, alphanumeric
passwords with special symbols. (Recall that a Signal PIN
can have numbers, letters, and special symbols.) Melicher et
al. studied user selection of passwords on mobile devices [28],
finding that the limitations of the keyboard setting may lead
to more easily guessable and weaker passwords.

In our work, we find that participants using a password
manager are more likely to select strong Signal PINs. Un-
fortunately, in the mobile setting, users remain challenged
in using password managers. Seiler-Hwag et al. investigated
common password managers on smartphones [42], finding
that all score poorly on standard usability metrics. Even when
a password manager is adopted, using the password genera-
tion feature is not a given for all users. Pearman et al. [34]
studied why users do (and do not) adopt a password manager
and find that even those that do use a password manager may
not use the password generation feature.

To the credit of the Signal team, they understood that the
Signal PIN is unlike the case of mobile unlock authentication
where a typical user unlocks the device multiple times per
day. Instead, they realized an infrequently-used PIN is much
more subject to being forgotten by the user. So they employ

the well-known technique of graduated interval recall (also
called spaced repetition). While the positive effects on recall
rates have been shown in multiple studies [21, 29, 35, 44],
including the memorability of passwords [4, 7, 17, 30, 31, 41],
the usage of it in this context is novel. The deployment of
Signal’s periodic reminders to verify the PIN offers a real
world example of the effectiveness of this strategy.

4 Method
We conducted a user study of n = 235 Signal users recruited
to complete a survey about their understanding and strategies
for managing their Signal PINs. In this section, we provide
details of the survey, recruitment, limitations, and ethics.

4.1 Study Design
We recruited participants in two samples. The first sample

was from Reddit, the Signal Community Forum, and snow-
balling; the second sample via Prolific. For participants com-
pleting the study on Prolific, we first used Prolific’s built-in
screening to only recruit participants who use Signal, and as
this pool was still insufficient, we used a single screener ques-
tion (Appendix A) as part of a two-part recruitment, where
participants noted which messaging app they used. Those
using Signal were invited to the main study. The entire survey
is provided in Appendix B, and it took participants 7 minutes,
on average, to complete.

1. Informed Consent: All participants were informed of
the procedures of the survey and provided consent. The
informed consent notified participants that they would
be asked to complete a short survey that asks questions
about how they select PINs and how they feel about
Signal’s implementation.

2. Signal Usage: Participants must indicate they are a
Signal user answering the question: “Do you use Sig-
nal?”(Q1) All participants who responded in the affirma-
tive continued with the survey.

3. PIN Comprehension and Usage: Participants were now
prompted with the text: “PINs are a new feature provided
by Signal. In your own words, please explain how PINs
are used by Signal,” (Q4) followed by “Did you set a
Signal PIN?”(Q5) and why they did (Q6a) or why they
did not (Q6b). Those who did not set a PIN skipped
ahead to Q25.
Those who did set a PIN were asked if the PIN was
since disabled (Q7), and if so, why (Q8). We also asked
participants who still had their PIN enabled if they have
difficulty remembering their PIN (Q9), and what they
would do if they forgot their PIN (Q10).

4. PIN Reminders: We then asked a series of questions
(Q11-Q14) on Signal’s periodic PIN reminders (cf. Fig-
ure 1), including if participants currently have the re-
minder set; for those who do, how frequently they verify
the PIN when prompted; and if they disabled it, why.
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Figure 1: Prompt used by Signal to occasionally ask users to
verify their PIN.

5. PIN Reuse and Sharing: Participants were asked to re-
port if they reuse their Signal PIN in other contexts, such
as mobile device unlock (Q15), ATM and other payment
cards (Q16), and other mobile applications (Q17). In ad-
dition, participants were also asked if they have shared
their PIN with friends or family (Q18). These questions
were derived from related work on PIN usage [8, 19].

6. PIN Selection and Composition: The survey continued
with a series of questions about PIN length and com-
position, as well as the perceived strength of the PIN
(Q19-Q24).

7. Other Messengers: The survey continued by asking
about the use of PINs in other messengers, including
Facebook, Skype, Telegram, WeChat, and WhatsApp
(Q29). We also asked if the Signal PIN is reused in any
other messenger as well as the reasons for doing or not
doing so (Q30a/Q30b).

8. Demographics: Finally, we asked about demographics
(D1-D5), including age, gender, and IT background.

4.2 Recruitment & Demographics
We recruited a total of n = 235 participants. Of those 170

were recruited from Reddit, the Signal Community Forum,
and snowballing, and 69 were recruited on Prolific. We posted
to Reddit’s r/SampleSize and r/Signal forums; and the Signal
Community Forum. We decided against a fixed payment for
these participants in favor of not collecting any personally
identifiable information, e.g., an email address to offer a gift-
certificate via a raffle, and thus these participants took the
survey voluntarily without compensation.

We used Prolific’s built-in custom prescreening filters,
which allow researchers to post a study to participants that
meet specific criteria, e.g., residing within the US. We applied
the custom prescreening for Prolific members who indicated
Signal is one of the “chat apps” they use regularly. We were
able to recruit 69 participants this way, each paid GBP 1.50. To
expand the Prolific pool, we also employed a custom screen-
ing survey to find other Signal users, recruiting 500 responses
(paying GBP 0.15). Those who indicated that they used Signal
were invited to the main study (paying GBP 1.50). We were
able to recruit an additional 11 participants this way.

As shown in Table 1, the demographics of our sample is
skewed toward a younger, more male-identifying, and more
IT-oriented group. On the other hand, our participants reside

Table 1: Demographics of participants divided by subgroups.

Enthusiasts Casuals Total

No. % No. % No. %

Gender 132 56 % 103 44 % 235 100 %

Male 106 45 % 71 30 % 177 75 %
Female 13 6 % 24 10 % 37 16 %

Non-Binary 1 0 % 1 0 % 2 1 %
Other 1 0 % 0 0 % 1 0 %

Prefer not to say 11 5 % 7 3 % 18 8 %

Age 132 56 % 103 44 % 235 100 %

18–24 31 13 % 14 6 % 45 19 %
25–34 57 24 % 53 23 % 110 47 %
35–44 29 12 % 17 7 % 46 20 %
45–54 7 3 % 10 4 % 17 7 %
55–64 5 2 % 3 1 % 8 3 %
65–74 0 0 % 3 1 % 3 1 %

75 or older 1 0 % 0 0 % 1 0 %
Prefer not to say 2 1 % 3 1 % 5 2 %

Education 132 56 % 103 44 % 235 100 %

Some High Sch. 0 0 % 3 1 % 3 1 %
High School 31 13 % 12 5 % 43 18 %

Some College 0 0 % 0 0 % 0 0 %
Trade 0 0 % 4 2 % 4 2 %

Associate’s 3 1 % 6 3 % 9 4 %
Bachelor’s 35 15 % 32 14 % 67 29 %

Master’s 38 16 % 25 11 % 63 27 %
Professional 9 4 % 3 1 % 12 5 %

Doctorate 10 4 % 12 5 % 22 9 %
Prefer not to say 6 3 % 6 3 % 12 5 %

Country 132 56 % 103 44 % 235 100 %

Germany 48 20 % 20 9 % 68 29 %
USA 25 11 % 36 15 % 61 26 %

United Kingdom 7 3 % 17 7 % 24 10 %
Other 52 22 % 30 13 % 82 35 %

Background 132 56 % 103 44 % 235 100 %

Technical 96 41 % 54 23 % 150 64 %
Non-Technical 33 14 % 44 19 % 77 33 %

Prefer not to say 3 1 % 5 2 % 8 3 %

in many different countries increasing the generality of our
results. Of the 235 participants, Germany accounted for (68;
29%), the USA for (61; 26%); the UK for (24; 10%). The rest
of the world was the largest group with (82; 35%). The actual
demographics of the Signal community at large are unknown,
so the skew towards a certain participant pool may reflect our
recruiting strategy or may be influenced by the makeup of
the underlying community. We observe that at 75%, males
make up the largest cohort. Similarly, at 64%, those with
IT-focused education or employment make up a majority of
participants. In terms of education, bachelor’s and master’s
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groups combined account for 55% of participants. Our group
of enthusiasts is also male-dominated: self-identified males
outnumber females more than 8:1. Finally, we note that among
enthusiasts, the IT-focused group is substantially larger at 3:1,
while the figures are more balanced for casuals: about 1.2:1.
It is reasonable to surmise that an IT background makes one
more likely to be a enthusiast — put another way, Signal’s
existing communication strategy about the Signal PIN appears
to be more effective for those with an IT background.

4.3 Limitations
As this study took place online, it shares the usual limi-

tations of many online studies, such as finding a representa-
tive recruitment. On the one hand, our sample may not be a
representative sample of all Signal users. Though we did not
explicitly sample enthusiasts and casuals separately, we found
that comparatively more enthusiasts were recruited via Red-
dit and Signal Community Forum, which led us to perform
additional sampling from Prolific.

As an online survey, this study necessarily relies on self-
reported data. With regard to security and privacy user studies,
Redmiles et al. [37] show online-survey responses generalize
quite readily to the broader population. Additionally, we con-
ducted extensive pilot testing among members of our research
groups and trusted colleagues to identify any ambiguities in
our survey questions.

Another limitation is that participants’ responses may suf-
fer from the well-known tendency toward providing socially-
desirable answers [14, 24]. For example, it is possible that
PIN reuse is more prevalent than our study suggests, or that
people choose PINs that are shorter and have less-diverse
composition. The same holds for questions where we asked
participants about their own understanding, where they might
have looked up answers on Signal’s website. Despite this
possibility, the answers provided appeared unique and partic-
ipants provided many apt phrases to describe the situation.
Additionally, we did not find responses that were directly cut
and paste from Signal’s website.

4.4 Ethics
The study was administered at an institution that does not

have an Institutional Review Board (IRB), but we still fol-
lowed all appropriate study procedures similar to studies that
obtained IRB approval. For example, participants were in-
formed about the nature of the study, participated voluntarily,
and could opt-out at any time. Additionally, we conformed
with the ethical principles laid out in the Menlo Report [45],
e.g., we minimized any potential harm by not collecting any
personally-identifiable information from our participants.

As described above, we completed two recruitments, one
with paid and one with unpaid participants. Unpaid partici-
pants were recruited via Reddit, Signal Community Forum,
and snowballing. We decided not to pay those participants
as paying a comparatively small amount did not appear to

0 % 20 % 40 % 60 % 80 % 100 %
Enthusiasts Casuals

132 103

Figure 2: Classification of the participants based on the par-
ticipants’ ability to explain the usage of PINs in Signal (Q4).

withstand the harm that went along with collecting email ad-
dresses. Additionally, as this community tends to be more
privacy-conscious, doing so might have depressed participa-
tion. Participants recruited via Prolific were paid GBP 1.50
for successfully completing the main survey, as this amount
is in line with the recommended rewards on Prolific [36].

5 Results
In this section, we present the results of our study of n = 235
Signal users. For the structure of the section, we follow our
three research questions: we start by analyzing the compre-
hension of the usage of PINs in Signal (RQ1), continue with
user responses to the reminder feature (RQ2), and conclude
with PIN selection and composition (RQ3).

For qualitative analysis, we had a primary coder code all
the qualitative responses, producing an initial codebook. A
secondary coder used that codebook to independently code
the same responses, and afterward, the two coders met to
resolve differences to produce a final codebook. The primary
coder then used that final codebook to re-code the data. The
codebook used for each qualitative question can found in
Appendix D, Tables 3–11.

5.1 RQ1: Comprehension
As part of RQ1, we seek to understand Signal users’ aware-

ness and understanding of PINs and how they fit into the
Signal ecosystem. To answer this question, we divide the par-
ticipant pool by those that have or have not adopted a Signal
PIN, and also by those that demonstrate understanding of how
Signal uses the PIN.

Understanding Signal PINs After indicating if they are a
Signal user (Q1–Q3), we first ask participants to describe how
Signal PINs are used in their own words (Q4): PINs are a
new feature provided by Signal. In your own words, please
explain how PINs are used by Signal. These responses were
coded by comprehension and accuracy; specifically, we seek
to understand if the participants recognized that PINs are used
for SVR and registration lock. Participants who accurately
described the usage of Signal PINs were coded as enthusiasts
(n = 132; 56 %), and those who could not describe Signal PIN
usage were coded as casual Signal users (n = 103; 44 %).
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We observed many different ways of capturing the main
elements of how PINs are used by Signal. Many of the enthu-
siasts were even able to demonstrate a deep understanding,
for example P10 said:

“It protects data like settings and group membership
and signal [sic] contacts that will be stored on Signal’s
servers using SVR. Previously this was only stored locally
on a user’s device and was lost upon device reset or
getting a new device unless a full backup was made on
Android.”

Participant responses were assigned one or more codes
based on the aspects correctly described. Overall among en-
thusiasts, the most popular codes were backup (65; 49 %),
encryption (45; 34 %), contacts (31; 24 %), and registration
(23; 17 %). Some also noted settings (8; 6 %), profile (4; 3 %)
or groups (3; 2 %), which are also secured via a Signal PIN
during backup, and a few specified key derivation (7; 5 %).
Some also mentioned that PINs were part of a process for
Signal to move away from using phone numbers for identity
(6; 5 %). A handful of enthusiasts also expressed anti-cloud
sentiments when asked about Signal PINs (2; 2 %), suggesting
that they understood that the PINs play a role in the encrypted
cloud backup functionality of SVR, and that they are opposed
to that design direction.

For the casual users, a majority (57; 55 %) provided non-
answers, or answers that do not indicate any understanding of
the way the Signal PIN is used. The answer of P47 accurately
summarized the reasoning we observed for many casual users:

“I don’t understand their purpose very well. I thought
that they might be using the PIN system to verify the
identity of the person using signal (if for instance some-
one unauthorized gained access to the phone), but the
way that pin entry is optionally offered every few weeks
doesn’t align with such a purpose. as such, I have no idea
what they’re trying to accomplish.”

As the majority of casual users didn’t know or provided
non-answers, there are many other examples to choose from,
including “I initially thought it was used as a local PIN to
unlock the app on my phone. It doesn’t do that so I have no
idea how it works,” from P62. Additionally, many casual users
falsely associated PINs with securing messages (21; 20 %)
although messages are not part of the backed-up data and are
not protected by the PIN, as explained by P183: “Keep your
messages on Signal encrypted via use of the PIN.”

An equal number felt that the PIN locks the Signal app
(21; 20 %), while in fact that functionality is called Signal
Screen Lock and is not related to the Signal PIN — for that
feature, Signal simply re-uses the device’s existing PIN, bio-
metric, or other authentication scheme. An example of this
response is from P37: “Protect application from opening from
an unlocked phone.” Similar responses show this is a common
misconception: “Pins are used to prevent unauthorized access

to the app” from P227. Some individual participants also men-
tioned security as a general topic, without further describing
it (2; 2 %), or associated the PIN with inconvenience (1; 1 %).

Why did participants set a PIN? In addition to knowing if
participants understand the usage of the PIN, we also want
to analyze how many actually set a PIN in their Signal app.
In total, 202 or 86 % of all 235 participants adopted a PIN.
If we further divide those 202 participants based on their
understanding, we see that more enthusiasts (116; 57 %) than
casuals (86; 43 %) set a PIN.

To get a deeper understanding, Q6a asked participants to
explain their decision. By far the most popular reason, equally
distributed among enthusiasts and casuals, is security: 48
or 24 % mentioned it in their answer. Once again, we find
that enthusiasts display a detailed, in-depth understanding,
exemplified by P14:

“I want to be able to use secondary identifier once it
becomes available and not to lose my contacts that are
not in my phone’s contacts list. I also want to be secure
against SIM-swap attacks.”

This code is followed by participants mentioning that they
were required to set a PIN (33; 16 %). Among enthusiasts, we
observed 25 that mentioned it was required (or 22%). P164
said “I had absolutely no choice if I wanted to continue to use
Signal. Eventually, the box asking you to create a PIN kept
you from opening any of your messages until you did what it
wanted.”

This response may reflect the changing nature of the PIN
requirement. Initially, it was required and then in a subsequent
version, merely encouraged. The enthusiast-casual split here
suggests perhaps more enthusiasts were early adopters of the
Signal PIN. Another theme, of setting a PIN due to annoyance
(12; 11%) may also reflect this changing communication
strategy for Signal PINs. See for example Figure 8, showing
the initial prompt used by Signal to ask users to create a PIN;
the prompt has subsequently been updated to 9, current as
of this writing. Observe the communication is also different
when a user wishes to change their PIN as shown in Figure 10,
again current as of this writing.

Enthusiasts also regularly noted registration lock as a rea-
son to set a PIN (14; 12%). P3 said “The PIN stop [sic] others
from registering as me, and also protects access to my account
details (profile, settings, contacts) if my device is misplaced.”

Casual Signal users noted security most frequently (26;
29%), but did so in a more general way as seen in this quote
from P141: “for security and for reassurance if device gets
stolen.” Additional codes include don’t know (16; 18%) and
prompted (13; 15%), suggesting that many casual users se-
lected a PIN simply because they were prompted to do so
and had no other underlying motivations. For example, P155
responded “I trusted the app and just did it when prompted.”
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Figure 3: Classification of the participants who disabled or
did not set a Signal PIN.

Why did participants not set a PIN? A total of 33 (14 %)
participants chose not to set a PIN (see Figure 3). A roughly
equal number of enthusiasts and casual Signal users did not set
a PIN: 16 enthusiasts (12%) did not set a PIN and 17 (17 %)
casual Signal users did not set a PIN. A χ

2 test revealed no
significant differences between the groups.

When these n = 33 participants described why they did not
set a PIN (Q6b), there were a number of differences. Both
casual (3; 18 %) and enthusiasts (4; 25 %) described PINs as
inconvenient, but casual users were more likely to note that
either they do not need a Signal PIN (3; 18 %) or that their
phone lock provided security (4; 24%). For example P227
noted that their “. . . phone is always locked” and “Additional
authentication seems unnecessary.”

Enthusiasts expressed distrust as a reason for not setting
a PIN. Either this distrust is in the security of PINs for key
derivation and management (3; 19 %), or they distrust cloud
storage (7; 44 %). Distrust of cloud storage stems from privacy
concerns with the SVR feature that backs up contacts and
settings. P216, for example stated, that they “had no desire
to have any contact data uploaded,” and P207 said “i [sic] do
not want to store personal information in the cloud.”

Why do participants disable PINs? On top of the 33 users
who declined to set a PIN, a total of 11 (5 %) set a PIN and
then later disabled it: 5 (45 %) enthusiasts and 6 (55 %) casual
users, as shown in Figure 3. When asked to explain why they
disabled their PIN (Q8), participants mentioned that the PINs
were annoying (4; 36 %) or inconvenient (2; 18 %), which
may be related to the periodic verification reminders. P212
explicitly mentioned the “verification overhead.” Anti-cloud
hesitation to store data on Signal’s servers led (3; 27 %) par-
ticipants to disable their PIN: “Don’t want my data stored on
their server” (P193). We also observed (2; 18 %) participants
who simply stated that they “do not need it” (P206).

RQ1 Results Summary Signal users in our sample break
down into two groups: enthusiasts who were aware of the fea-
tures Signal PINs enabled, and more casual Signal users who
were unable to describe how PINs are used within Signal. In
both groups, though, setting a Signal PIN was highly prevalent.
Only 33 of the 235 respondents chose not to set a PIN. Among
enthusiasts, their choice to not set a PIN stemmed from either
distrust in the key-derivation process or hesitancy to store
information in the cloud generally. Casual users did not set a
PIN because of inconvenience or a false belief that other au-

Q9: Difficulty Remembering
Enthusiasts 0 20 40 60 80 100

Casuals 0 20 40 60 80 100

Q12: Verify PIN
Enthusiasts 0 20 40 60 80 100

Casuals
0 % 20 % 40 % 60 % 80 % 100 %

Never Very Rarely Rarely

Occasionally Frequently Very
Frequently

Figure 4: PIN memorability and verification.

thentication mechanisms, like locking their phone, provided
adequate protection. When participants disabled their Signal
PIN, inconvenience or annoyance were often cited, sometimes
referring specifically to the periodic reminders.

5.2 RQ2: PIN Recall and Reminders

In this section, to address RQ2, we consider how partici-
pants remember their PINs and their reactions to the periodic
PIN verification reminders. Throughout this section we con-
sider the n= 191 participants who still have their PIN enabled,
and not the 11 participants who since disabled their PIN.

Forgetting PINs We asked the (n = 191) participants who
still use a Signal PIN in Q9 if they encountered difficulty in
remembering their PIN. Overwhelmingly, 89% of participants
(n = 170) indicated that they never, very rarely, or rarely have
difficulty remembering their PIN (see Figure 4; top). We
compared the response to this question from enthusiasts (n =
106) and casual (n = 85) Signal users who still had their PIN
enabled, and we found no statistical differences.

We asked participants in Q10 what they would do if they
forgot their Signal PIN. (Note that the PIN is not required
to use Signal for messaging, and can be reset at any time in
the settings menu.) Many enthusiasts noted that their PIN
was stored in their password manager (45; 42%), and they
would simply look it up. Fewer casual participants mentioned
a password manager (12; 15%). A number of participants
did not know what to do (27; 25% enthusiasts and 33; 40%
casuals), while a few casuals suggested they would contact
Signal (4; 5%) and two enthusiasts said they would reinstall
the app (2; 2%). Others believed that their Signal account is
now unrecoverable (2; 2% enthusiasts and 3; 4% casuals);
some would create a new account (4; 4% enthusiasts and
5; 6%) casuals. A handful (2; 2% enthusiasts and 4; 5%
casuals) denied that they would forget stating “It is a PIN I
use for my bank cards” (P145), for example. A small number
of participants noted that they would wait (8; 7% enthusiasts
and 4; 5% casuals), aware that the registration lock expires
after 7 days of inactivity.
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Periodic Verification Perhaps recognizing that Signal PINs
are only truly required when transferring a Signal account to
a new device, Signal decided to employ graduated interval
recall [35] (or, spaced repetition) that regularly prompted
participants to verify their PIN when opening the Signal app.
An example of such a reminder is found in Figure 1. To our
knowledge, Signal is the first mainstream app to implement
such a feature.

We first asked participants if they were aware of the PIN
verification reminders (Q11). Most participants (n = 176;
92 %) indicated that they were aware, and a follow up ques-
tion (Q13) asked if they have since disabled the reminders.
Seventy-four percent (n = 131) of participants have the pe-
riodic PIN verification enabled, and many still verify their
PIN when prompted. Seventy-six percent (n = 135) of par-
ticipants either occasionally, frequently, or very frequently
verify their PIN when prompted. When dividing this data by
enthusiasts and casual Signal users (see Figure 4; bottom), we
did not observe significant differences between frequency of
PIN verification using a Mann-Whitney U test.

The remaining 23 % (n = 45) disabled the PIN reminders.
These 45 participants were asked why they disabled the re-
minders (Q14): (23; 51 %) mentioned doing so because they
use a password manager. P63 said “I don’t remember my PIN,
it’s stored in my password manager, frankly, I don’t even want
to remember it.” Ten (22%) said there was no need or their
PIN was already memorized, and a further (11; 24 %) found
the reminders annoying. These figures suggest that the peri-
odic reminders are generally viewed as beneficial, or at least
not substantially invasive enough to warrant disabling them.
As we rely on self-reported data, we do not independently
verify PIN recall rates.

Password Manager Usage We found a large amount of
password manager (PM) usage in our study. These reports
were entirely unprompted as PMs were not mentioned in any
survey material. Thirty-one percent (n = 62) indicated that
they use a PM in response to questions regarding either what
they would do if they forget their PIN Q10 or how they select
their PIN Q20. As we did not explicitly ask about PM usage,
the true number of PM users might be higher.

More striking is the combination of the classification of
enthusiasts and casual participants combined with that of PMs:
(52; 83 %) of the 62 participants who said they use a PM were
enthusiasts. Or, 50 % of the 103 enthusiasts who have a PIN
enabled use a PM. Only (10; 14 %) of the 73 casual Signal
users using a PIN mentioned PMs as a mechanism to either
select or recall their PIN. Put another way, participants who
mentioned a PM were overwhelmingly enthusiasts.

RQ2 Results Summary Participants indicated that they have
little difficulty remembering their PIN, many stating that this
is a PIN they use all the time and thus would never forget
it. A large number of participants, notably half of PIN-using
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Figure 5: Frequency of PIN reuse and sharing.

enthusiasts, use password managers to both select and recall
their Signal PIN, and are thus, not concerned with forgetting
their PIN. Reactions to Signal’s periodic PIN verification re-
quests were more mixed, but overwhelmingly participants
verified their PIN when prompted. Roughly a quarter of par-
ticipants disabled periodic PIN verification; most did so be-
cause they use a password manager. Others stated that the
PIN was already memorized, so there was no need for the
reminders, and some simply found the reminders annoying.
Overall, since 76 % of participants reported verifying their
PIN when prompted, we conclude graduated interval recall
used for Signal PIN verification is generally embraced by
users, though the effectiveness of this intervention is obvi-
ously an area that deserves future work.

5.3 RQ3: PIN Reuse and Composition
In this section, we explore selection strategies of Signal

PINs by asking participants if they reuse their Signal PIN
in other contexts; the composition of their Signal PIN with
respect to numbers, digits, and special symbols; and the per-
ceived security of their Signal PIN in comparison to other
PINs they use.

PIN Reuse To explore the many ways in which PINs are
reused, we adopted questions from Khan et al. [19] and
Casimiro et al. [8] regarding PIN usage, more broadly. The re-
sponses of n = 191 participants using a Signal PIN are found
in Figure 5, broken down by enthusiasts and casual users.

First, as a mobile application, we asked participants if they
used their smartphone unlock PIN as their Signal PIN (Q15).
Thirteen percent (n = 26) did so, composed of 12 enthusiasts
and 14 casual users. In Q16, we asked if they used the Signal
PIN in other contexts, ranging from ATM/Credit/Payment
cards, to garage door codes, gaming consoles, and voice mail.
(Refer to Appendix B for the full list, derived from Khan
et al. and Casimiro et al.) Twenty-eight percent (n = 53) of
participants use their PIN in another context, consisting of
(25; 43 %) enthusiasts and (28; 53 %) casual users. Among
those who reused, casual users did so more often: 1.39 times
on average, compared to enthusiasts who did so 1.24 times.
The most common context of PIN reuse overall was for
ATM/credit/payment cards where (17; 32 %) of 53 partici-
pants reused a PIN. Participants also mentioned laptop/PC au-
thentication (13; 24 %) and other online accounts (11; 21 %).
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Figure 6: Most popular codes assigned to the answers of Q20:
What was your primary strategy in selecting your Signal PIN?

We also asked if participants reuse PINs in other mobile
applications (Q17): (21; 11 %) reported they did, and of those,
12 were enthusiasts and 9 were casual users. Most commonly,
the other app was WhatsApp (n = 6); WhatsApp implements
the Signal Protocol. Other common mobile apps where this
PIN was reused were banking apps (n = 5). In Q25–Q28,
we asked participants if they use other messenger services,
such as Facebook messenger, Telegram, and WhatsApp: (183;
95 %) did. We also asked if they set a PIN in these services
and found (49; 26 %) did.

Finally, we asked if participants share their PIN with friends
and family: this was rare. Only 3 participants did so, suggest-
ing that PINs selected for Signal are not widely shared with
others and are considered confidential.

PIN Composition A participant’s understanding of the Sig-
nal PIN’s functionality had a large effect on the composition
of their PIN. We asked participants what was their primary
PIN selection strategy in Q20: code frequencies summarized
in Figure 6 (with full details in Table 8 in Appendix D).

Among enthusiasts, password managers (PM) were men-
tioned frequently (28; 26 %). For example P100 noted that
their “password safe generated it.” Some participants men-
tioned the name of their password manager explicitly, like
KeePass or Bitwarden. Far fewer casual Signal users (6; 7 %)
mentioned a PM. The most-frequent code among casuals was
memorable: (30; 36 %), choosing a PIN easy to remember;
among enthusiasts it was second-most frequent (23; 21 %).
For example, P7 noted their PIN was “Complicated enough
but can still be remembered.” This result suggests that despite
the prevalence of randomized password generation, most par-
ticipants want to select a PIN they can remember and recall
easily, rather than having to look it up in a PM.

Interestingly, while the study of Markert et al. found dates
to be the most-popular strategy for selecting a PIN, only 3
of our participants mentioned dates (2 enthusiasts and 1 ca-
sual) [25]. In the study of Markert et al. with (n = 200), mem-
orable was the second-most frequent code (37; 19 %).
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Figure 7: Most popular codes assigned to the answers of Q22:
Why did you choose a PIN with this security level?

We then asked participants why they select a PIN with
the current “security level” (Q22). (Results summarized in
Figure 7; full details in Table 9 in Appendix D.) Among both
enthusiasts (25; 23 %) and casual Signal (20; 24 %) users,
many mentioned security; P44, an enthusiast, said “I am fairly
security conscious.”

Casuals and enthusiasts roughly equally mentioned that
they chose something that was simply good enough: (16;
15 %) and (15; 18 %) respectively. Slightly more casual users
mentioned memorability: (12; 11 %) enthusiasts and (18;
22 %) casual users. A similar number of enthusiasts (11; 10 %)
and casuals (6; 7 %) mentioned that they try to be consistent
in their security choices around PINs (and authentication gen-
erally), for example “Because I always choose this security
level” (P109).

Recall that while Signal refers to this secret as a PIN, it is
not a traditional personal identification number, but rather has
more of the properties of a password. We asked participants to
provide metrics for how many numbers, characters, and spe-
cial symbols they use in their Signal PIN (Q24). Participants
were presented a slider for each class from 0 to 12. While it is
of course possible that a participant might have more than 12
digits, as a practical matter more than this simply indicates
the use of a PM, which we can see in our data. Results are
shown in Table 2.

Enthusiasts on average chose PINs with an additional 1.3
digits, 3.0 letters, and 1.3 special characters, and length in-
creased overall by 5.5 characters. Except for the number of
special characters, we were able to observe significant differ-
ences between the enthusiasts and the casuals using a t-test
with Bonferroni-correction (for 8 overlapping hypotheses).

When dividing the population by their use of PMs, the
difference is even greater. (Note that more enthusiasts em-
ployed a PM.) PM users chose PINs with an additional 2.1
digits, 5.3 letters, and 3.1 special characters. Overall, they
used PINs which are 10.5 characters longer on average. Using
a t-test with Bonferroni-correction, we were able to observe
significant differences for all those statistics.
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Table 2: PIN composition across different user groups n = 191 participants who set a PIN and did not disable it. t-tests were
performed between groups within categories; all p-values are displayed Bonferroni-corrected for 8 overlapping hypothesis tests.

Length Digits Letters Special Characters
Classification Participants Mean (SD) t-test Mean (SD) t-test Mean (SD) t-test Mean (SD) t-test

Enthusiast 106 12.7 (9.8) t = 4.65 6.2 (3.3) t = 2.97 4.4 (5.1) t = 4.57 2.2 (4.1) t = 2.74
Casual 85 7.2 (5.7) p < 0.001∗∗ 4.9 (2.4) p = 0.026∗ 1.4 (3.3) p < 0.001∗∗ 0.9 (2.4) p = 0.05

PM User 62 17.3 (10.2) t = 9.42 7.0 (3.7) t = 4.72 6.7 (5.1) t = 8.79 3.7 (4.7) t = 6.16
non-PM User 129 6.8 (5.3) p < 0.001∗∗ 4.9 (2.3) p < 0.001∗∗ 1.3 (3.2) p < 0.001∗∗ 0.6 (2.2) p < 0.001∗∗

Overall 191 10.3 (8.7) – 5.6 (3.0) – 3.1 (4.7) – 1.6 (3.5) –

RQ3 Results Summary Many participants reuse Signal PINs
in a number of ways. Roughly 15 % indicated that they use
their Signal PIN as their screen lock PIN, used to unlock their
smartphone. Nearly 30 % noted that the same PIN is used in
other contexts, most commonly as an ATM/banking/payment
card PIN. The Signal PIN is also reused in other mobile apps,
such as a WhatsApp PIN, serving the same purpose as a
Signal PIN for SVR and registration lock. When selecting
a PIN, understanding of the purpose of Signal PINs led to
much more diverse PINs, both in terms of the PIN length but
also the presence of special characters and symbols. Among
enthusiasts, the use of a password manager was particularly
prominent when selecting a PIN, as compared to more casual
users. But by far the largest factor in PIN selection overall is
a desire for choosing a memorable PIN.

6 Discussion
Communicating about Signal PINs Our data show Sig-
nal’s communication about the PIN feature has been effective
for its traditional community of privacy enthusiasts. Without
prompting, participants told us they learned about the PIN
by reading blog posts, the Signal website, and tweets. Ca-
sual users, on the other hand, were much less likely to have
exposure to these other sources. For this reason, in-app or in-
the-moment resources nudging casual users in a more secure
direction would almost certainly be of benefit.

As explained in Section 2, the case of Signal is especially
challenging. While users are surely familiar with PINs as used
in smartphone-unlock and payment-card scenarios, Signal
PINs are actually used to infrequently derive encryption keys
for SVR and infrequently act as a password for registration
lock. Yet, despite the text in the Signal PIN enrollment prompt
(see Figure 9) saying “You won’t need your PIN to open
the app,” many of the participants who did not set a PIN
mentioned inconvenience as a reason for their decision.

When further exploring the cause for this, the name “PIN”
itself, is likely causing confusion. The Signal PIN is funda-
mentally a countermeasure against account takeover and to
offer recovery functionality. If for example, the Signal PIN
were to be called the “Account Recovery Password,” or per-
haps “Restore/Recovery Password,” that might better convey
the usage pattern. Text could then inform the user of the

ill consequences of a bad PIN choice. This end could be
achieved with text like “This password protects you from ac-
count takeover.” Re-framing the PIN in this way could break
the users’ mental association with device-unlock PINs while
also inspiring dread of consequences. While our study does
not directly measure the effectiveness of such an intervention,
the themes we uncovered naturally point in this direction.

Encouraging Password Managers The Signal PIN ulti-
mately is used to derive a symmetric key in SVR and to
retrieve a copy of the encrypted profile backup. For this rea-
son alone, it is worth encouraging users to generate and store
their Signal PIN in a password manager (PM). Few users are
willing to memorize long, random keys and a PM is much
better at generation, storage, and recall of secrets. Importantly,
the user interface of a PM is already designed to explain these
concepts to a user. The longest and most diverse PINs ob-
served in the data were selected by participants using a PM.

But to reach this goal, broader adoption of PMs is also
needed: while half of the enthusiasts in our study are already
using a PM to manage their Signal PIN, only 10 casual partici-
pants do (10 %). For at least this group of users, this approach
is preferable. The Signal app could reinforce this idea in the
UI and encourage users to adopt a PM if they have not yet —
and if they have, to use it to manage their Signal PIN.

PIN Security An account with a strong PIN is less likely to
be taken over by an attacker on the network. Our data show
large differences in how subgroups of participants select PINs.
Although we did not ask participants for their Signal PIN, we
asked for its composition among classes of characters: digits,
letters, and special characters. Importantly Signal PIN secu-
rity affects all users because account takeover can affect both
the sender and receivers, especially in a group conversation.
Even if a given user picks a strong PIN, if one of their messag-
ing partners does not — that well-behaved user is at risk of
mistakenly communicating sensitive data to an attacker who
hijacked another account.

The current mechanisms of ensuring users select a strong
PIN are minimal. Signal currently implements a very small
blocklist of weak numeric PINs. These include the following:
(a) not empty; (b) not sequential digits (e.g., 1234); (c) not all
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the same digit (e.g., 0000) Note that this leaves other popular
choices like recent years and dates as acceptable Signal PINs,
which are often chosen by users [6, 25]. A targeted attack on
an account where the victim’s birthdate, anniversary, etc. are
known would likely greatly assist the attacker. The sequence
check also only applies to numeric PINs — observe “abcd”
and “aaaa” are both valid PINs. In addition, this approach
fails to block popular passwords like “password.”

This situation could certainly be improved quite easily,
for example implementing the blocklist as recommended by
Markert et. al [25] and Bonneau et. al [6] for PINs and follow-
ing recent guidance from the literature and from government
agencies for passwords. NIST Special Publication 800-63B,
recommends checking user password choices against lists of
the most popular passwords [15]. PIN checks could easily oc-
cur locally on the user’s device; however full password checks
would require additional features to protect the privacy of the
user’s password.

PIN Verification Reminders To our knowledge, this is the
highest-profile roll-out to date of PIN verification reminders
(both on Signal and other messengers using the Signal proto-
col, like WhatsApp). While our study is based on user self-
reported data, Figure 4 shows that participants do not gener-
ally feel they have a problem recalling their Signal PIN. This
could be due to password manager use or that participants are
using PINs they know well and use in other contexts. More
than half of users say they frequently/very frequently verify
their PIN when prompted, which points to user acceptance of
PIN reminders. Even though (45; 24 %) of respondents turned
off PIN reminders, many of those used a password manager;
the remainder appear to be comfortable and appreciate peri-
odic PIN verification.

7 Conclusion
We conducted an online study (n = 235) of Signal users re-
cruited from Reddit, Signal Community Forum, snowballing,
and Prolific about their understanding and choice of Signal
PINs. In total, 86 % of participants set a PIN, with 57 % able
to technically describe what Signal PINs are used for (enthu-
siasts) and 43 % unable to accurately describe how Signal
PINs are used (casuals). We also find that PIN composition
followed similar lines: enthusiasts use significantly longer
PINs with more complex compositions, and casual partici-
pants used more traditional, numeric PINs despite the fact
that Signal allows PINs to be alphanumeric. This suggests
that communication about the Signal PIN has been effective
for part of the Signal population only and that new strategies
will be needed to reach the remainder.

As an example of in-app authentication — an authentica-
tion mechanism that occurs within a mobile app setting — our
investigation shows that in the case of Signal, in-app usage
of PINs can be confusing for users who have grown accus-
tomed to screen lock and website login. These authentication

metaphors are used often enough that users can be reasonably
expected to handle them without much explanation. Where
some authentication machinery (a PIN, for example) is re-
purposed for symmetric-key derivation, only enthusiasts can
be expected to read the blogs, documents, tweets, and online
help text to gain a full understanding.

Thus, we conclude that communication needs to meet the
understanding of the (possibly multiple) user communities.
Outside of a core constituency, even something as simple as
the name matters. Signal’s choice of the term “PIN” can be
seen as correct and well-understood by the developers and
enthusiasts. However, Signal may be well served in renaming
their PIN, e.g., to “Account Recovery Password,” and other
uses of in-app authentication will need to carefully choose
names and messaging to match user expectations.

Though our study does not measure the effect of this inter-
vention, we believe there is strong evidence that suggests re-
naming Signal PIN to better reflect its usage could be helpful.
First, a number of participants described it as an authentication
mechanism or message privacy mechanism or simply indi-
cated they do not know. A more precise name, like “Account
Recovery,” would help users place the Signal PIN in context
with other credentials they manage. Second, reusing the term
“PIN” suggests to users that only digits are valid. Using the
word “Password” or “Passcode” could elicit broader classes
beyond digits and encourage more diverse composition.
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Appendix
A Additional Pre-Screening Study
The following question was asked in an additional pre-screening study on Prolific to
be able to recruit more Signal users for our main study:

P1 Which instant messaging apps do you use? (Select all that apply)
□ WhatsApp □ Facebook Messenger □ Signal □ Telegram □ iMessage
□ WeChat □ QQ □ Other, please specify:

B Survey Instrument of the Main Study

Q1 Signal Private Messenger is a cross-platform encrypted messaging service. Do
you use Signal?
◦ Yes ◦ No

[Participants who indicate No are screened out of the survey at this point, and
only Signal users move forward]

Q2 I use Signal primarily on:
◦ Android ◦ Apple iPhone
◦ Other, please specify:

Q3 I also use Signal on: (Select all that apply)
□ Desktop □ Tablet □ None of these

Q4 PINs are a new feature provided by Signal. In your own words, please explain
how PINs are used by Signal.
Answer:

Q5 Did you set a Signal PIN?
◦ Yes ◦ No

[Participants who indicate Yes to Q5]
Q6a Why did you choose to set a PIN?

Answer:

[Participants who indicate No to Q5]
Q6b Why did you choose not to set a PIN?

Answer:
[Participants who indicate No to Q5 skip ahead to Q25]

Q7 Since setting your Signal PIN, are you still using it, or have you since disabled
it?
◦ My Signal PIN is currently enabled ◦ My Signal PIN is currently disabled

[Participants who indicated that their PIN is disabled in Q7]
Q8 Why did you disable your Signal PIN?

Answer:
[Participants who indicated that their PIN is disabled in Q7 skip ahead to Q25]

[Participants who indicated that their PIN is enabled in Q7]
Q9 How frequently do you have difficulty remembering your Signal PIN?

◦ Very frequently ◦ Frequently ◦ Occasionally ◦ Rarely ◦ Very rarely ◦ Never

[Participants who indicated that their PIN is enabled in Q7]
Q10 If you were to forget your Signal PIN, what would you do?

Answer:

[A screenshot of the Verify PIN prompt (see Figure 1)]

Q11 Have you seen this dialog in Signal?
◦ Yes ◦ No

[Participants who indicated that they have seen the dialog in Q11]
Q12 When prompted, how frequently do you verify your Signal PIN?

◦ Very frequently ◦ Frequently ◦ Occasionally ◦ Rarely ◦ Very Rarely ◦ Never

[Participants who indicated that they have seen the dialog in Q11]
Q13 Have you disabled Signal PIN reminders?

◦ Yes ◦ No
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[Participants who indicated that they have seen the dialog in Q11 and that they
have disabled reminders in Q13:]

Q14 Why did you disable Signal PIN reminders?
Answer:

Q15 Many smartphone users also unlock their phone using a PIN or passcode. Is
your Signal PIN the same one you use to unlock your smartphone?
◦ Yes ◦ No ◦ Unsure ◦ I do not lock my smartphone with a PIN or passcode

Q16 Do you use your Signal PIN in other contexts besides unlocking your smart-
phone? (Select all that apply)
□ ATM/Credit/Payment Card □ Laptop/PC □ Online Accounts
□ Electronic Door Lock □ Home Security System/Safe □ Garage Door Opener
□ Car/Truck/SUV □ Bike/Gym lock □ Voicemail □ Gaming Console
□ Smartwatch □ Other, please specify:

Q17 Do you use your Signal PIN in any other mobile applications?
◦ Yes, please specify: ◦ No

Q18 Do you share your Signal PIN with friends or family?
◦ Yes ◦ No

Q19 How long is your Signal PIN?
Answer:

Q20 What was your primary strategy in selecting your Signal PIN?
Answer:

Q21 Compared to other PINs you use, did you try to pick a Signal PIN that was:
◦ The most secure PIN you use ◦ About the same security as other PINs you
use ◦ Less secure than other PINs you use

Q22 Why did you choose a PIN with this security level?
Answer:

Q23 What is the shape of a red ball?
◦ Red ◦ Round ◦ Blue ◦ Square

[For each category, this question uses sliders so the user can choose a value
between 0 and 12, or check the category’s box for “Not applicable:”]

Q24 My Signal PIN contains:
Digits:
Letters:
Special characters:

Q25 Do you use other messenger services like: (Select all that apply)
□ Facebook messenger □ Skype □ Telegram □ WeChat □ WhatsApp
□ Other, please specify:
[For the services above, place them in order of how often you use them:]

Q26 Besides Signal, did you set a PIN in one or more other messengers?
◦ Yes ◦ No

[Participants who indicate Yes to Q26]
Q27a Why did you set a PIN in the other messenger(s)?

Answer:

[Participants who indicate No to Q26]
Q27b Why didn’t you set a PIN in the other messenger(s)?

Answer:
[Participants who indicate No to Q26 skip ahead to D1 ]

[Participants who indicate Yes to Q26]
Q28 In which other messenger(s) did you set a PIN? (Select all that apply)

□ Facebook Messenger □ Skype □ Telegram □ WeChat □ WhatsApp
□ Other, please specify:

[Participants who indicate Yes to Q26]
Q29 Did you re-use the same PIN with any of these other messengers?

◦ Yes ◦ No

[Participants who indicate Yes to Q29]
Q30a Why did you re-use the same PIN in another messenger?

Answer:

[Participants who indicate No to Q29]
Q30b Why didn’t you re-use the same PIN in another messenger?

Answer:

D1 What is your age range?
◦ 18-24 ◦ 25-34 ◦ 35-44 ◦ 45-54 ◦ 55-64 ◦ 65-74 ◦ 75 or older ◦ Prefer not to
say

D2 With what gender do you identify?
◦ Male ◦ Female ◦ Non-Binary ◦ Other ◦ Prefer not to say

D3 What is the highest degree or level of school you have completed?
◦ Some high school ◦ High school ◦ Some college ◦ Trade, technical, or vo-
cational training ◦ Associate’s Degree ◦ Bachelor’s Degree ◦ Master’s Degree
◦ Professional Degree ◦ Doctorate ◦ Prefer not to say

D4 What is your country of residence?
[Drop-down all countries]

D5 Does your educational background or job field involve IT?
◦ Yes ◦ No ◦ Prefer not to say

C Additional Figures

Figure 8: First prompt to ask Signal users to create a PIN.

Figure 9: Updated prompt to ask Signal users to create a PIN.

Figure 10: Prompt used when Signal users wish to change
their PIN.
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D Codebooks
We have 10 open-ended questions in our study for which two coders independently coded all answers we received. The two coders compared
and combined codes until they agreed. For each question, n depicts the number of responses. As a single response might receive multiple codes,
the number of codes does not sum to n. All codes of participant responses are shown below.

Table 3: Q4: “PINs are a new feature provided by Signal. In your own words, please describe how PINs are used by Signal.” (n = 235)

(a) Based on the answer to Q4, 132 participants were classified as enthusiasts.

Code Name No. % Description Sample from the Study

Backup 65 49% Participant mentions secure backup of settings and contacts but
not messages

“The PIN enables storing a backup of the user’s settings on the
signal servers in an encrypted form.” (P13)

Encryption 45 34% Participant mentions encryption based on the PIN “deriving a key to encrypt data stored on signals servers” (P82)
Contacts 31 24% Participant mentions the backup of contact data “To secure contacts data saved on signal server with your own

pin” (P7)
Registration 23 17% Participant mentions the registration lock “to prevent reregistration of an account for the same mobile

phone number for a given amount of time” (P91)
Settings 8 6% Participant mentions the backup of settings “For encrypted backups - on cloud storage - for the user settings

and profile. Not the messages themselves.” (P127)
Keying 7 5% Participant mentions the keying of the PIN “They say it’s part of a keying mechanism providing a non-phone-

number value that allows secure storage and retrieval of contacts
and social graph info across devices.” (P2)

Phone number 6 5% Participant mentions the intention of Signal to move away from
the phone number as an identifier

“I think for backup purposes and to later fade out the phone num-
ber as identifier.” (P106)

Profile 4 3% Participant mentions the backup of profile information “PINs are used for recovery of settings and profile information
after re-installation of Signal app.” (P54)

Groups 3 2% Participant mentions the backup of group memberships “They are used to secure private information such as group mem-
bership and store it on the Signal server’ (P35)

Anti-Cloud 2 2% Participant expresses negative sentiment about the data being
stored by Signal

“they are used to secure data in acloud service that is beeing
forced on users” (P208)

SVR 1 1% Participant mentions Secure Value Recovery (SVR) “Secure Value Recovery” (P222)

(b) Based on the answer to Q4, 103 participants were classified as casuals.

Code Name No. % Description Sample from the Study

Don’t Know 57 55% Participant does not mention any terms that may indicate an un-
derstanding

“I don’t understand their purpose very well. I thought that they
might be using the PIN system to verify the identity of the person
using signal (if for instance someone unauthorized gained access
to the phone), but the way that pin entry is optionally offered every
few weeks doesn’t align with such a purpose. as such, I have no
idea what they’re trying to accomplish.” (P178)

Messages 21 20% Participant mentions the backup of messages “Secure backup of messages” (P23)
Unlock 21 20% Participant mentions that the PIN is used to protect access to the

app
“Protect application from opening from an unlocked phone”
(P37)

Security 2 2% Participant mentions security “Security somehow...’ (P7)
Inconvenient 1 1% Participant mentions inconvenience “I have not tried it considering that it’d pop up for additional

verification through the pin.” (P212)
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Table 4: Codes assigned to the answers of the participants for (Q6a) and (Q6b) on adopting a PIN.

(a) Q6a: “Why did you choose to set a PIN?” (n = 202)

Enthusiasts Casuals
Code Name No. % No. % Description Sample from the Study

Security 7 5 % 26 25 % Participant mentions security “i wanted some extra security” (P50)
Required 25 19 % 6 6 % Participant mentions that there was no other choice “I did not see an option to not set one” (P121)
Prompted 8 6 % 13 13 % Participant mentions that Signal showed a prompt

that suggested it
“cause signal asked me to do so” (P78)

Don’t Know 4 3 % 16 16 % Participant does not mention any of the terms that
indicate an understanding

“So that people that get a hold of my phone would have
greater difficulty accessing my messages.” (P159)

Annoying 12 9 % 6 6 % Participant mentions the feature was annoying “Because it kept hassling you with a pop up screen” (P154)
Registration 14 11 % 2 2 % Participant mentions the registration lock “I chose to set a PIN to both set registration lock and to

backup my contacts.” (P51)
Features 8 6 % 3 3 % Participant mentions features without further defin-

ing them
“To be able to use the features that depend on a PIN” (P111)

No harm 8 6 % 3 3 % Participant describes there being no drawbacks “No disadvantage doing so” (P20)
Trust 4 3 % 2 2 % Participant expresses trust in Signal “I trusted the app and just did it when prompted.” (P155)

Privacy 2 2 % 3 3 % Participant mentions valuing privacy “Because privacy is important to me and it’s an added layer
of it” (P162)

Contacts 3 3 % 0 0 % Participant mentions the backup of contact data “I want to be able to access contact data saved on signal
server if I somehow can’t access my current phone” (P7)

Comfort 2 2 % 0 0 % Participant mentions feeling comfortable “Because it I felt comfortable with the trade-off. Picked a
long passphrase rather than a four digit PIN.” (P127)

Encryption 1 1 % 1 1 % Participant mentions encryption based on the PIN “For me it’s okay to encrypt and store data on Signal’s
servers as I have no high threat model.” (P87)

Lock 1 1 % 0 0 % Participant mentions locking apart from registration
lock

“basically to lock and to avoid sim hijacking” (P19)

(b) Q6b: “Why did you choose not to set a PIN?” (n = 33)

Enthusiasts Casuals
Code Name No. % No. % Description Sample from the Study

Inconvenient 4 25 % 3 18 % Participant mentions inconvenience “I want to access my apps as seamless and fast as possible.”
(P212)

Anti-Cloud 7 44 % 0 0 % Participant expresses negative sentiment about the
data being stored by Signal

“had no desire to have any contact data uploaded” (P216)

Key management 3 19 % 0 0 % Participant described the use of the PIN in key deriva-
tion

“I don’t trust Signal’s encryption strategy involving SGX.
It’s my belief that SGX is likely to be compromised by nation-
state actors, and cannot be used securely. If any of my pri-
vate information must be stored persistently in a cloud ser-
vice, it is unacceptable to use anything other than an encryp-
tion key that I personally control.” (P203)

Lock 0 0 % 4 24 % Participant falsely links the phone lock to the PIN “My phone is always locked. Additional authentication
seems unnecessary” (P227)

No need 0 0 % 3 18 % Participant mentions seeing no need “it’s not necessary for me” (P233)
Memorability 1 6 % 1 6 % Participant described memorability issues “I didn’t want to be bothered with remembering another

code.” (P224)
No awareness 1 6 % 0 0 % Participant did not know Signal had a PIN “I didn’t know it existed.” (P232)
Not prompted 0 0 % 1 6 % Participant said they were not prompted to set a PIN “was not asked.” (P218)

Rarely use 0 0 % 1 6 % Participant described using Signal only rarely “I dont use signal much, its not for sensitive messages so
dont need the extra security” (P223)

Unsupported 0 0 % 1 6 % Participant described using an unsupported client “Not possible because of using a unsupported native client
for SailfishOS” (P220)

Table 5: Q8: “Why did you disable your Signal PIN?” (n = 11)

Enthusiasts Casuals
Code Name No. % No. % Description Sample from the Study

Annoying 3 60 % 1 17 % Participant mentions being annoyed “It was annoying.” (P188)
Anti-Cloud 2 40 % 1 17 % Participant expresses negative sentiment about the

data being stored by Signal
“Don’t want my data stored on their server” (P193)

Inconvenient 1 20 % 1 17 % Participant mentions inconvenience “Verification overhead” (P212)
No backup 1 20 % 0 0 % Participant describes not needing a backup “It’s annoying to re-enter the PIN and I don’t need backup

for signal since there’s no important conversation” (P231)
No need 1 20 % 1 17 % Participant sees no necessity “I do not need it” (P206)
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Table 6: Q10: “If you were to forget your Signal PIN, what would you do?” (n = 191)

Enthusiasts Casuals
Code Name No. % No. % Description Sample from the Study

Don’t know 27 25 % 33 40 % Participant does not know what to do “Honestly don’t know” (P68)
PW Manager 45 42 % 12 15 % Participant has the PIN stored in a password manager “I’ve stored my Signal PIN in my PW manager” (P74)

Reset 0 0 % 12 15 % Participant describes resetting the account “Check the help page for how to reset” (P158)
Wait 8 7 % 4 5 % Participant is aware that the PIN expires and would wait “wait for pin expiration” (P161)

New PIN 4 5 % 7 6 % Participant would set a new PIN “as long as I have access to my Signal account I can set
a new PIN at any time” (P18)

New account 4 4 % 5 6 % Participant would create a new account “I would make another account” (P181)
Reused 2 2 % 4 5 % Participant reuses the PIN and does not expect to forget it “It is a PIN I use for my bank cards, so I would not forget

it.” (P145)
Unrecoverable 2 2 % 3 4 % Participant accepts that there is not way to recover “Signal said there is no way to recover it. All chats con-

stants block list will be lost.” (P79)
Contact 0 0 % 4 5 % Participant would contact Signal directly “Contact the signal team” (P137)

Guess 0 0 % 3 4 % Participant would try to guess the PIN “try a lot of PINs i use” (P98)
Reinstall 2 2 % 0 0 % Participant would reinstall Signal “delete the app and reinstall it” (P106)

Written 1 1 % 1 1 % Participant mentions that the PIN has been written down “I would check the PIN on my journal, I wrote it down
with all the passwords and the login infos.” (P143)

Table 7: Q14: “Why did you disable Signal PIN reminders?” (n = 45)

Enthusiasts Casuals
Code Name No. % No. % Description Sample from the Study

PW Manager 22 67 % 1 8 % Participant has the PIN stored in a password manager “Because I have a password safe and do not need to re-
member the pIn” (P49)

Annoyed 6 18 % 5 42 % Participant describes being annoyed “Because it asked my pin to often” (P70)
No need 5 15 % 4 33 % Participant describes not needing them “I dont think I need them” (P160)

Memorized 0 0 % 1 8 % Participant does not expect to forget the PIN “Thought I’d be able to remember it” (P157)
Effective 0 0 % 1 9 % Participant mentions the effectiveness of the reminders “After a few reminders I was sure not to forget the PIN”

(P87)

Table 8: Q20: “What was your primary strategy in selecting your Signal PIN?” (n = 191)

Enthusiasts Casuals
Code Name No. % No. % Description Sample from the Study

Memorable 23 21 % 30 36 % Participant mentions memorability “My ability to remember it.” (P116)
PW Manager 28 26 % 6 7 % Participant describes using a password manager “My password safe generated it.” (P100)

Reuse 16 15 % 13 16 % Participant describes reusing a PIN “I used my PIN that I often use.” (P176)
Random 15 14 % 7 8 % Participant describes choosing a random PIN “random number generator” (P63)
Meaning 6 6 % 6 7 % Participant describes choosing a meaningful PIN “Something meaningful to me” (P77)
Security 3 3 % 8 10 % Participant describes selecting a secure PIN “just something safe an long” (P200)

Pattern 3 3 % 4 5 % Participant describes choosing a PIN that depicts a pattern “Thinking of a pattern thats memorable to me” (P142)
None 2 2 % 3 4 % Participant describes not having a strategy “no strategy” (P115)
Word 2 2 % 3 4 % Participant describes converting a word to a PIN

(textonyms)
“Words to numbers” (P115)

Date 2 2 % 1 1 % Participant describes using a date “It‘s a date that is relevant but nobody knows” (P154)
System 2 2 % 1 1 % Participant describes having a certain system “My prefered format” (P138)

Typable 0 0 % 1 1 % Participant mentions a PIN that is easy to enter “Strong alphanumeric password that is secure enough but
fairly easy to type on the phone, even if I couldn’t paste it
from password manager for some reason.” (P54)

Simple 0 0 % 1 1 % Participant mentions simplicity “Something simple” (P154)
Phone 0 0 % 1 1 % Participant mentions a phone number “Old phone number i can remembee” (P108)
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Table 9: Q22: “Why did you choose a PIN with this security level?” (n = 191)

Enthusiasts Casuals
Code Name No. % No. % Description Sample from the Study

Memorability 12 11 % 18 22 % Participant mentions memorability “Because I wanted it to be easy to remember.” (P5)
Enough 16 15 % 15 18 % Participant describes the security level being sufficient “I think that’s enough” (P179)
Security 25 23 % 20 24 % Participant mentions security “I am fairly security conscious” (P44)

Consistent 11 10 % 6 7 % Participant describes this level being the standard “Because I always choose this security level.” (P109)
Trade-off 9 8 % 2 2 % Participant describes some form of trade-off “trade-off between remembering and security” (P60)

Reuse 7 7 % 2 2 % Participant describes reusing a PIN “The same as the iPhone passcode.” (P144)
PW manager 6 6 % 2 2 % Participant describes using a password manager “why not, if i can use a pw manager” (P76)
Don’t know 1 1 % 6 7 % Participant cannot remember the strategy “I don’t remember” (P84)

None 2 2 % 4 5 % Participant describes not having a strategy “no strategy” (P88)
Convenience 3 3 % 1 1 % Participant mentions convenience “Convience over security” (P113)

Privacy 2 2 % 1 1 % Participant mentions privacy “The chats and contacts in Signal have a relatively high
level of privacy, so it should be properly protected. Yet the
pin is not as good as for example my computers encryption
password but as good as my android encryption phrase.”
(P94)

Low-threat 0 0 % 2 2 % Participant sees little need for data security “The info isn’t super important” (P168)
Indifference 2 2 % 0 0 % Participant says the PIN is unimportant “Dont think that the pin is too important” (P120)

Rarely use 2 2 % 0 0 % Participant described using the PIN only rarely “Unlike my smartphone unlock pin for example, I don’t
have to enter my Signal PIN frequently (never really, un-
less I set up a new smartphone) and thus had no problem
with selecting a long and complicated PIN” (P20)

Minimum 1 1 % 0 0 % Participant mentions a Signal requirement “Initially 6 digits were required.” (P132)

Table 10: Codes assigned to the answers of the participants for (Q27a) and (Q27b) on setting a PIN in other messengers.

(a) Q27a: “Why did you set a PIN in other messenger(s)?” (n = 49)

Enthusiasts Casuals
Code Name No. % No. % Description Sample from the Study

Security 24 67 % 8 62 % Participant mentions security “For more security, 2FA” (P95)
Prompted 4 11 % 1 8 % Participant mentions being prompted by the application “Prompted to do so, and I understand the reasons why it

is a good idea.” (P196)
Required 4 11 % 1 8 % Participant mentions that there was no other choice ‘Forced to set” (P93)

Feature 2 6 % 1 8 % Participant mentions being given the option to “Because I could” (P117)
Don’t know 1 3 % 2 16 % Participant doesn’t address the question “Telegram” (P48)

Reuse 1 3 % 0 0 % Participant mentions reusing a PIN when possible “Since I already has a pin memorized, why not use it in
other messengers” (P50)

(b) Q27b: “Why didn’t you set a PIN in other messenger(s)?” (n = 131)

Enthusiasts Casuals
Code Name No. % No. % Description Sample from the Study

No feature 20 35 % 24 33 % Participant mentions not being able to set a PIN “They don’t have that option” (P35)
No need 18 32 % 12 17 % Participant describe that there is no necessity “Not required” (P156)

Not asked 10 17 % 20 28 % Participant describes not being asked to “Was not asked to” (P67)
Use rarely 3 5 % 4 6 % Participant describes only using them rarely “I don’t use them often, if at all.” (P51)

Screen lock 3 5 % 2 3 % Participant describes that the phone lock is sufficient “The phone in itself has a pin” (P194)
Annoyed 2 3 % 1 2 % Participant describes being annoyed “They are inconvenient, do not know how, and I do not use

them for secure messaging. My Signal is already password
protected so a pin seems redundant.” (P55)

Insecure 0 0 % 2 3 % Participant describes that they don’t use them for secure
communication

“Not intended for secure communication.” (P62)

Comfort 1 2 % 0 0 % Participant mentions feeling comfortable “comfort” (P102)
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Table 11: Codes assigned to the answers of the participants for (Q30a) and (Q30b) on reusing the Signal PIN in another messenger.

(a) Q30a: “Why did you re-use the same PIN in another messenger?” (n = 10)

Enthusiasts Casuals
Code Name No. % No. % Description Sample from the Study

Memorability 5 63 % 2 100 % Participant mentions memorability “I was too lazy to memorize a new one... not good I
know” (P50)

Messenger PIN 2 25 % 0 0 % Participant mentions using a PIN for messengers “Because I have one pin for messengers.” (P5)
Convenience 1 12 % 0 0 % Participant mentions convenience “Convivence, but it was probably a poor decision, as

WhatsApp is more vulnerable to a secret warant.” (P196)

(b) Q30b: “Why didn’t you re-use the same PIN in another messenger?” (n = 37)

Enthusiasts Casuals
Code Name No. % No. % Description Sample from the Study

Security 17 65 % 6 60 % Participant mentions security “Reusing PINs is a bad practice.” (P54)
PW Manager 8 31 % 2 20 % Participant describes using a password manager “Why would i? Thats what passwordmanagers are for.d”

(P23)
Other options 3 12 % 0 0 % Participant describes having other options “Some of them gave me the option of using my

thumbprint.” (P3)
Don’t know 1 4 % 1 10 % Participant cannot explain the reason “I didn’t really think about it, it just happened” (P179)

Required 0 0 % 1 10 % Participant mentions different requirements “different lengths” (P381)
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Abstract
Communication tools with end-to-end (E2E) encryption help
users maintain their privacy. Although messengers like Whats-
App and Signal bring E2E encryption to a broad audience,
past work has documented misconceptions of their security
and privacy properties. Through a series of five online studies
with 683 total participants, we investigated whether making
an app’s E2E encryption more visible improves perceptions
of trust, security, and privacy. We first investigated why par-
ticipants use particular messaging tools, validating a prior
finding that many users mistakenly think SMS and e-mail
are more secure than E2E-encrypted messengers. We then
studied the effect of making E2E encryption more visible in a
messaging app. We compared six different text disclosures,
three different icons, and three different animations of the
encryption process. We found that simple text disclosures
that messages are “encrypted” are sufficient. Surprisingly, the
icons negatively impacted perceptions. While qualitative re-
sponses to the animations showed they successfully conveyed
and emphasized “security” and “encryption,” the animations
did not significantly impact participants’ quantitative percep-
tions of the overall trustworthiness, security, and privacy of
E2E-encrypted messaging. We confirmed and unpacked this
result through a validation study, finding that user percep-
tions depend more on preconceived expectations and an app’s
reputation than visualizations of security mechanisms.

1 Introduction
The use of E2E-encrypted communication tools for e-mail
(e.g., PGP [70], S/MIME [52]) or for mobile apps (e.g., Whats-

Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
without fee.
USENIX Symposium on Usable Privacy and Security (SOUPS) 2021.
August 8–10, 2021, Virtual Conference.

App [66], iMessage [6], Signal [56]) is an effective counter-
measure against cybercriminals, nation-state attackers, and
other adversaries [36]. Most E2E-encrypted communication
tools provide confidentiality, integrity, authenticity, and per-
fect forward secrecy [20] for message contents, but do not hide
metadata like sender/receiver identities or when the message
was sent [46]. Many previous studies have documented usabil-
ity and adoption challenges for encryption tools [8,12,15,62],
especially for e-mail encryption [25, 26, 47, 49] and modern
E2E-encrypted messaging apps [3, 4].

Of particular concern is that users often have flawed mental
models of E2E-encrypted tools’ security and privacy proper-
ties. This can lead users to mistakenly use less secure alterna-
tives like SMS or e-mail for confidential conversations even
when they already have access to E2E encryption through
widely used tools like WhatsApp and iMessage [3].

Recent work has highlighted how increasing the visibility
of typically invisible security mechanisms can improve user
perceptions of trust and security. For example, a qualitative
study on e-voting found that displaying security mechanisms
improved both user experience and need fulfillment [18]. In
the context of E2E encryption on Facebook, another study’s
qualitative results suggested that visibly transforming Face-
book messages to and from ciphertext (an implementation
artifact in that work) appeared to increase user trust and per-
ceptions of security [21]. For e-mail security, studies found
that clearly labeling PGP-encrypted e-mail differently from
unencrypted e-mail improved usability and perceived security,
as well as reduced unintentional human error when interacting
with PGP-encrypted e-mails [48, 50]. Our work tests these
promising results in the space of mobile messaging apps. In
an attempt to improve user comprehension and perceptions of
security, privacy, and trust for E2E-encrypted mobile messag-
ing apps, we thus investigated visualizing encryption through
various text descriptions, icons, and animations of the encryp-
tion process.

We conducted a series of five user studies on MTurk and
Prolific to investigate the following three research questions:
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RQ 1: Which messaging tools do people prefer for confiden-
tial communications, and why?

Of participants who had an E2E-encrypted tool installed
(80), 62.50% reported they would use a tool without E2E en-
cryption for confidential conversations, echoing prior work [3].
This finding suggests that E2E-encrypted communication
tools can do more to discourage users from switching to
less-secure tools in situations when security and privacy mat-
ter. Our root-cause analysis revealed factors like specific UI
features, trust in companies, and security misconceptions con-
tributed to participants’ decisions.

RQ 2a: How does visualizing encryption through text, icons,
or animations impact perceptions of E2E-encrypted mes-
saging tools’ security, trust, and privacy?

RQ 2b: What external factors and expectations mediate en-
cryption visualizations’ impact on user perceptions?

In an attempt to highlight tools’ E2E encryption, we investi-
gated three types of visualizations: text disclosures, icons, and
animations. In our remaining online studies, we investigated
the impact of different variants of these visualizations. While
some of these disclosures have been investigated previously,
the animations are especially novel, as is our application of a
consistent human-subjects protocol to study all three types.

We found that perceptions of a tool’s security, trust, and
privacy increased as soon as there was a simple indicator
of encryption, such as a text statement that messages are en-
crypted (similar to WhatsApp’s current interface). Contradict-
ing the recent literature, additional emphasis did not appear to
have much impact. More concretely, heavyweight animations
and icons did not appear to provide much benefit beyond a
lightweight text disclosure in emphasizing E2E-encrypted
messengers’ security properties to users. While qualitative
data suggested that rich visualizations like animations suc-
cessfully emphasized security and encryption, they did not
significantly impact quantitative measures of user perception.
Notably, much of the recent literature relies on qualitative
observations, whereas our dual use of both perspectives high-
lights limitations of visualizing security. Through a final study
with additional questions, we validated the surprising lack of
a quantitative effect and further unpacked users’ expectations.

In this paper, we make the following contributions:

• We detail which E2E-encrypted communication tools partic-
ipants use in different situations, and why.

• We investigate how visualizing encryption through text dis-
closures, icons, and animations impacts perceptions of secu-
rity, privacy, and trust.

• We validate our findings and unpack the limitations of visu-
alizing E2E encryption.

The rest of the paper is structured as follows. Section 2
presents previous work relevant to this paper and illustrates

the novelty of our research. Section 3 provides detailed in-
formation on our methodology, including data quality and
data analysis techniques we applied, as well as the ethical
considerations and limitations of our work. In Section 4, we
discuss the procedure and findings of our first study on the use
of communication tools. Section 5 gives a detailed overview
of the experiments we conducted on different visualizations
of encryption, and Section 6 describes a validation study. Sec-
tion 7 discusses our results, highlights their implications for
secure messaging applications, and outlines possible future
work. Finally, we conclude in Section 9.

2 Related Work
We discuss related work on encrypted communication tools’
usability, adoption, and perception, and previous attempts to
visualize security, especially encryption.
Usability of E2E Encryption The usability of E2E encryp-
tion has been a research focus since at least 1999, when Whit-
ten and Tygar evaluated PGP with cognitive walkthroughs in
a landmark paper [67]. One-third of participants failed to sign
and encrypt an e-mail message within 90 minutes.

More recent work observes similar barriers. In two-person
lab sessions, Ruoti et al. examined initial user experiences for
three secure e-mail systems (Pwm, Tutanota, Virtru) through
role-play scenarios with 50 participants. They found that par-
ticipants were interested in secure e-mail in the abstract, but
were unsure when and how they actually would use it. Only a
few participants desired to use secure e-mail regularly [47].
De Luca et al. conducted online studies and interviews to
investigate the role of security and privacy in people’s deci-
sions to use secure messaging apps. They reported that peer
influence primarily drove decisions to use a particular secure
messaging app; security and privacy were minor factors [14].

A number of prior research studies utilized interviews [4,5,
9, 27, 68] or surveys [3, 5] to investigate users’ mental models
of E2E encryption. Similar to the findings of our first of five
studies, these works identified a number of misconceptions
regarding the security properties of E2E encryption. We based
some of our survey questions on this prior work in an attempt
to gain deeper insight into the root causes of users’ security
misconceptions and to try to mitigate such misconceptions.
Visualizing Encryption We discuss literature on visualizing
encryption in three areas: web, e-mail, and messaging.

Visualizing and highlighting whether or not webpages are
SSL/TLS-encrypted was historically a major focus of us-
able security research [58, 61]. In a lab setting, Whalen et
al. conducted an eye-tracking study with 16 participants to
test visual cues for SSL warnings, finding that icons provide
prominent visual cues, yet they must be large and prominently
placed [65]. Accordingly, we designed sufficiently large cues
and placed them prominently in the center of our messaging
app. Both Sobey et al. [57] and Maurer et al. [35] investigated
alternative display methods, including full-browser themes,
as security indicators of extended validity certificates. They
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found that additional indicators of the level of security im-
proved user confidence, the ease of finding information, and
user understanding. Based on their work, we tested a num-
ber of variations for each type of visual cue. Schechter et al.
conducted a qualitative lab study with 67 participants about
the effect of removing security indicators on a banking web-
site [54], finding that users ignore security indicators and
that study designs incorporating role-playing reduce partic-
ipants’ security behaviours. More recently, in 2016 Felt et
al. conducted a large quantitative online survey with 1329
participants, testing multiple cryptography-related labels and
icons. They arrived at three indicators consisting of icons and
labels for valid and invalid HTTPS and HTTP certificates to
visualize the security level of the connection [23]. We built on
this prior work by applying a similar but extended approach to
the area of encrypted messaging apps, including the addition
of qualitative elements and a validation study.

In the context of encrypting e-mail, related work investi-
gates how user errors can be prevented and perceptions of
security can be improved using security indicators. Two recent
connected studies from 2013 and 2015 by Ruoti et al. pro-
posed a web interface to support PGP encryption [48, 50].
They found that visualizing encryption using labels and
adding scrambled text as an indicator of encrypted text helped
to reduce user error when using PGP and supports trust in
e-mail encryption. They proposed to further improve trust
by letting users copy and paste e-mail ciphertext, but in a
followup study found that doing so had no measurable effect
on usability or security perceptions. Garfinkel et al. found
that Key Continuity Management (KCM) systems with color-
coded messages could improve e-mail security and effectively
help novice users identify signed e-mails [26]. In 2015, At-
water et al. conducted a lab study investigating how a web
interface can support e-mail encryption [8]. They found that
participants prefer PGP to be integrated into their existing
tool (e.g., Gmail). Participants’ trust perceptions were based
not on the tool’s design, but rather the tool’s overall reputa-
tion. Based on this finding that encryption should integrate
into existing and well-known tools, we chose to test our own
indicators using a modified version of the highly popular,
E2E-encrypted WhatsApp Messenger.

Finally, we discuss related work regarding instant messag-
ing and mobile apps. In 2012, Fahl et al. designed a tool for
E2E encryption of private Facebook messages, evaluating the
tool through lab and interview studies [21]. An artifact of
their tool’s implementation was that participants would see
plaintext Facebook messages being translated to and from
ciphertext. Their qualitative results implied that participants
seeing the ciphertext upon sending or receiving messages was
viewed positively and seemed to increase trust in the tool’s
security properties. In a lab study of the SELENE electronic
voting protocol, Distler et al. [18] investigated how users re-
acted to seeing an explanation of encryption during the voting
process. They found that overall perspicuity and users’ per-

ceptions of security increased due to the added waiting screen.
In a followup online survey [17], they also tested different
wordings of encryption in the scenarios of e-voting, online
pharmacies, and online banking. They concluded that explana-
tions of encryption should consist of short text without many
elements, underpinning the design of the text disclosures we
tested in Section 5.2.

In 2018, Demjaha et al. conducted an online study with
96 participants investigating metaphors to explain E2E en-
cryption to users [16]. They concluded that wordings like
“encryption” might be overloaded for end users and alterna-
tive metaphors might better explain the strengths and weak-
nesses of E2E encryption. While we focus on differences in
structural explanations, we implement some metaphorical ap-
proaches in our icons and animations, measuring their effects
compared to more straightforward labels and icons. Schröder
et al. investigated authenticity-related error messages for the
Signal [56] Android app [55]. They conducted a mostly quali-
tative study with 28 participants, finding that Signal needs to
improve the awareness and verification of authenticity in con-
versations, as well as to communicate risks more clearly (e.g.,
providing guidelines for handling potential MITM attacks).
Their findings suggest that the security perceptions of Signal
could be improved in general.

In a recent study Akgul et al. evaluated if in-workflow
messages in a messenger could improved the mental models
of E2E encryption and found that while participants noticed
them, they did not pay much attention to it, which limited the
effect [5].

3 Methodology
We conducted a series of online studies on MTurk and Prolific
(cf. Figure 1). This section gives a high-level overview of our
approach. Section 4 details our study investigating current
use of communication tools. Section 5 describes our studies
on how different designs of encryption visualizations impact
user perceptions.

Overall, we conducted five different user studies with 683
participants. For the first four, we recruited on MTurk. For the
fifth, which was our validation study, we recruited on Prolific.
We required participants in studies 2–5 be experienced Whats-
App users, enforcing this requirement through a qualification
task on MTurk (cf. Section 5) and Prolific’s built-in partici-
pant filters. We decided to use WhatsApp for our studies, since
it is the most commonly used messenger with E2E encryption
enabled by default in the US that is available on multiple
platforms [59]. We estimated required participant numbers
for each survey using power analysis and were limited by the
total number of available WhatsApp users.

Each study had a distinct purpose:
Study 1: Use of Communication Tools The purpose of this
study was to gain insight into the selection of communication
tools for both day-to-day and confidential conversations. We
aimed to understand how and why users decide to use certain
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tools in particular circumstances. Table 4 illustrates messen-
gers that were considered in this paper, and their features.
Based on previous work [26, 50, 67], the results of Study 1,
and the visual design of modern secure messaging apps, we
then implemented potential encryption visualizations in a
modern secure messaging app. Our goal was to investigate
whether adding encryption visualizations to E2E-encrypted
messaging app’s UI would increase perceptions of trust, secu-
rity, and privacy without sacrificing usability. The results for
this study can be found in section 4.
Study 2: Disclosures Current secure messaging apps use
specific textual framing (disclosures) to inform their users
that conversations are E2E-encrypted. For example, Whats-
App displays “Messages to this chat and calls are now se-
cured with end-to-end encryption.”. However, prior studies
on private browsing modes [69] and security warnings [22]
have illustrated users’ confusion about analogous disclosures.
Therefore, we aimed to investigate whether a more detailed
and technically correct (“end-to-end encrypted”) disclosure
had a different contribution to perceived security than more
generous disclosures that are still connected to messaging
security and comparatively tested six different versions. The
results for this study can be found in section 5.2.
Study 3: Icons In addition to disclosures, a common ap-
proach is the use of security icons (e. g., lock symbols) [23]
to indicate the presence of encryption or other security mech-
anisms. Similar to Study 2, we based our analysis on current
secure messaging apps’ security icons and icons discussed
in previous usable security papers [23, 54]. We investigated
three different icons, studying their impact on perceived trust,
security and privacy, and usability. The results for this study
can be found in section 5.3.
Study 4: Animations Additionally, we implemented and
studied three animations of encryption. Prior work [18, 21]
and the results of Study 1 implied that dynamic animations
of the encryption process (e. g. disappearing messages or ani-
mations of plaintext turning into ciphertext) might increase
perceptions of trust, security, and privacy. The results for this
study can be found in section 5.4.
Study 5: Validation To validate and clarify the findings from
studies 1–4, we performed a fifth study that addresses limi-
tations of the previous four. One key challenge of studies 1–
4 is the demographic bias of Amazon MTurk. Recent re-
search identified generalizability and data quality issues on
MTurk [31]. To account for this, we switched recruitment plat-
forms, choosing Prolific [42]. Prolific provides strong tools
to obtain a more diverse sample. Additionally, we performed
the validation study to investigate root causes of particular
results of Studies 2–4, so we also added an additional control
condition and qualitative questions. To remove a potential
confound suggested by the results of Studies 2–4, we also
changed the messaging app from WhatsApp to a fictitious
app we called Erebus. The results for this study can be found
in section 6.

Study: Tool Usage
on MTurk
1. Started (n=173)
2. Finished (n=160)
3. Valid (n=149)

Invalid (n=11):
a) Low quality answers
(n=11)

Qualification Task
on MTurk
1. Started (n=3187)
2. Finished (n=2954)
3. Qualified (n=749)

Invalid (n=2205):
a) Not WhatsApp users
(n=2205)

Study: Disclosures
on MTurk
1. Started (n=234)
2. Finished (n=210)
3. Valid (n=196)

Invalid (n=14):
a) Attention checks failed
(n=10)
b) Admitted dishonesty (n=4)

Study: Icons
on MTurk
1. Started (n=100)
2. Finished (n=90)
3. Valid (n=86)

Invalid (n=4):
a) Attention checks failed
(n=2)
b) Admitted dishonesty (n=2)

Study: Animations
on MTurk
1. Started (n=253)
2. Finished (n=159)
3. Valid (n=107)

Invalid (n=52):
a) Attention checks failed
(n=52)
b) Admitted dishonesty (n=0)

Study: Validation
on Prolific
1. Started (n=159)
2. Finished (n=150)
3. Valid (n=145)

Invalid (n=5):
a) Attention checks failed
(n=5)
b) Admitted dishonesty (n=0)

Figure 1: Illustration of our research procedure including
survey platform, number of participants, and dropouts.

3.1 Study Procedure
We conducted all five studies sequentially to allow the findings
of preceding studies to inform the design of later studies. For
example, we used the most promising text disclosure from
Study 2 in Studies 3–5.
Lab vs. Online Study Across studies 2–5 we investigated
six different text disclosures (cf. Section 5.2), three different
icons (cf. Section 5.3) and three different dynamic animations
(cf. Section 5.4). Consequently, we recruited a rather high
number of participants (n = 534 total participants). This made
a laboratory experiment infeasible. Hence, we decided to con-
duct our experiments online using Amazon Mechanical Turk
and Prolific Academic. Both platforms are popular amongst
usable security and privacy user studies [1, 29, 37, 63].
Mockups vs. Real App We aimed for high internal validity
to ensure that font sizes, types, positions of icons, animations,
and the content of conversations (cf. Figure 7) remained con-
sistent for all participants. Hence, we decided to use mockups
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Factor Description

Required
Condition Disclosures, icons, or animations (baseline: Control)

Optional
CS Edu Has CS education (self-reported, baseline: No)
CS Job Has CS job (self-reported, baseline: No)
Age Age in years (self-reported)

Table 1: Factors used in regression models. Model candidates
were defined using all possible combinations of optional fac-
tors, with the required factors included in every candidate.
Final models were selected by minimum AIC. Categorical
factors are individually compared to the baseline.

instead of asking participants to install a real app on their
devices. For the mockups, we created screencasts by forking
the Signal Android app [56], since it implements the same
encryption workflow that WhatsApp uses. We implemented
the WhatsApp look and feel and all encryption visualizations.
We recorded screencasts using the app and the conversation in
Figure 7. During the conversation, we presented the different
visualizations in each condition.

Additionally, each study had an online survey questionnaire
at the end. The survey questionnaire addressed the perceived
usability, trust, security, privacy and satisfaction with the tool,
tool preference for both day-to-day and confidential conversa-
tions and demographic information about our participants.

Because we expected significant learning effect across con-
ditions, Studies 2–5 followed a between-groups design.

Pre-Testing Before we conducted the studies, we pre-tested
our questionnaires and screencasts, following best practices
for cognitive interviews [24]. To glean insights into how sur-
vey respondents might interpret and answer questions and how
they perceive the screencasts, we asked participants to share
their thoughts as they answered each survey question and
watched the screencasts. We used the findings to iteratively
revise and rewrite our survey questions to minimize bias and
maximize validity and modify the screencasts based on the
feedback. We conducted cognitive interviews with members
of our research group and university students, and performed
a pre-test on MTurk to evaluate our survey questions under
realistic conditions and to calibrate compensation relative to
the time required. Pilots took an average of 15 minutes, so we
compensated participants $2.50 (an hourly wage of $10).

Data Analysis Prior to data analysis, we took measures to
ensure data quality (cf. A.5).

We perform both quantitative and qualitative data analysis.
Throughout the paper, we measure usability using the UMUX
Lite questionnaire [34]. We compare responses to the UMUX
Lite across conditions with Pearson’s chi-squared test (χ2).
We also collect net promoter scores, which are a quantitative
measure of willingness to recommend a product. As these

scores are continuous, we use the non-parametric Kruskal-
Wallis H test (KW-H) for comparing conditions.

Because they might be influenced by multiple distinct fac-
tors, we analyze participants’ perceptions of trust, security,
and privacy by fitting linear regression models. For each re-
gression analysis, we consider a set of candidate models and
select the model with the lowest Akaike Information Criterion
(AIC) [10]. We consider candidate models consisting of the
“condition” (indicating the particular text disclosure, icon, or
animation tested) plus every possible combination of optional
factors. Required factors, optional factors, and corresponding
baseline values are described in Table 1.

We present the outcomes of our regressions in tables where
each row contains a factor and the corresponding change
of the analyzed outcome in relation to the baseline of the
given factor. Linear regression models measure change from
baseline factors with a coefficient (Coef.) of zero for the value
of the outcome. For each factor of a model, we also list a 95%
confidence interval (C.I.) and a p-value indicating statistical
significance. Also, we highlight p-values below α= 0.05 with
an asterisk (*).

We analyzed all free-text responses in an open-coding pro-
cess [13, 60]. Two researchers iteratively developed a code-
book [11], then used this initial codebook to code all free-text
responses simultaneously, resolved coding conflicts, and in-
crementally updated the codebook until they were able to
code open-ended questions without modifications to the code-
book. The codebook remained stable once both researchers
were satisfied that all important themes and concepts in the
responses could be captured with the codes. Since the re-
searchers resolved conflicts immediately as they emerged, we
do not calculate inter-coder agreement [32].

3.2 Limitations

As with most self-reported online studies, our work has sev-
eral limitations. In general, self-report studies may suffer from
several biases, including over- and under-reporting, sampling
bias, and social desirability bias. While we utilize self-report
data, our central claims are not about the accuracy of respon-
dents’ answers to a given question, but rather about whether
and how responses from different conditions differ from each
other. Consequently, the threats to validity caused by those
biases should apply equally across all conditions.

Conducting user studies on Amazon MTurk and Prolific
is a widely used and accepted procedure for this type of re-
search [39, 43]. However, MTurkers are known to be younger
and more tech-savvy than the average population [43]. Addi-
tionally, our study focuses on the responses of U.S. Internet
users, and thus, we can offer no insight into the generalizabil-
ity of results for international participants.

Recently, the frequency of low data quality on MTurk has
been increasing [31]. Therefore, we implemented a number
of countermeasures (cf. Section 3.1). During data cleaning,
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we identified several participants who did not pass our quality
measures (Figure 1) and excluded them from further analysis.

We cannot guarantee that no participants were both regis-
tered MTurk and Prolific users and took more than one study,
since there is no way to track people across both services.
However, this is unlikely, since MTurk and Prolific target
different geographic regions, and we conducted only the val-
idation study on Prolific. Hence, we can guarantee that no
participant took the same study twice.

Studies 2–5 tested a small set of different text disclosures,
icons, and animations. While we based our designs on previ-
ous work and the results of our first study, we cannot guar-
antee that there are not other variants that work even better.
Individual studies transpired in a somewhat isolated context,
potentially missing certain effects of long-time exposure. We
deliberately focused on multiple shorter studies, instead of
one single in-depth, long-term study, to gather wider insights
with different elements.

We showed our participants short screencasts (videos) in
studies 2–5 instead of letting them use a real messaging ap-
plication on their own devices. We aimed for high internal
validity, so we wanted to ensure all participants would receive
the same treatment. Comparable related work also worked
with mockups instead of real applications for the same rea-
son [18, 21]. While this experimental design results in lower
external validity, we consider this tradeoff acceptable.

We decided to use a widely-deployed tool instead of a
fictitious app mockup to study the challenges of visualizing
E2E-encryption for an existing service provider and user base.
We think our research provides valuable insights for a large
set of users, although findings may not generalize to other
E2E-encrypted messaging tools.

3.3 Ethical Considerations
We designed our studies with privacy in mind and followed
best practices concerning data collection to ensure that we
adhere to the German data- and privacy-protection laws aswell
as the European General Data Protection Regulation. Our
institution does not require a formal IRB, but we designed
the study protocol based on a previous IRB approved study.
All surveys started with a consent form to inform participants
about the purpose of the study and about the data we would
collect and store. The consent form also contained contact
information to reach the PI in case of questions or concerns.

4 Use of Communication Tools (Study 1)
The main goal of Study 1 was to learn which communication
tools our participants used and preferred for everyday and
confidential conversations, as well as to learn about the deci-
sions they made when using specific communication tools for
particular conversations. In particular, we were interested in
how many participants already used tools that provide E2E
encryption by default for everyday conversations. We were

especially interested in what fraction of them preferred less
secure alternatives to E2E encrypted messengers for confi-
dential conversations, and why. The questionnaire consisted
of both closed- and open-ended questions. We followed the
methodology described in Section 3 and developed the survey
questionnaire in an iterative process, using pre-tests to im-
prove the questionnaire, data quality, and determine appropri-
ate compensation. We recruited 149 U.S.-based participants
on MTurk.

4.1 Questionnaire Structure

We asked our participants to answer questions about their
current use of communication tools for day-to-day and confi-
dential conversations, as well as decisions they make when
they choose one of the tools they have available for com-
municating with a single person or with groups of people.
We decided to ask for specific tools or tool providers to glean
insights into real behaviors and decision processes. We admin-
istered demographic questions at the end of the questionnaire
to minimize stereotype bias [33, 53].

Past Tool Usage We asked participants which communica-
tion tools they have used in the last six months. The list of
tools included the ten most popular tools in the U.S. [59].
We added iMessage, e-mail, and SMS to the list as popular
messaging services that are pre-installed on many mobile de-
vices by default. To better understand participants’ choices
and glean insights into their underlying mental models, we
asked open-ended questions to explain their choices.

Security Assessments We asked participants to rate their
perceived level of security when using personal e-mail, Face-
book Messenger, WhatsApp, Snapchat, and SMS in the pres-
ence of different attackers. We chose these tools based on
their popularity [2] and security properties (cf. Table 4 in the
appendix).

Demographics We included several demographic questions
about gender, age, ethnicity, education level, employment sta-
tus, mobile device use, and the Security Behaviors Intentions
Scale [19] for each participant. We aimed to assess whether
demographic information would affect respondents’ answers
to the survey questionnaire. We also asked respondents for
general feedback on the survey questionnaire.

4.2 Findings

We present both quantitative as well as qualitative results
for the 149 valid respondents. The reporting of our findings
focuses on actual tool usage in the past, insights into the
perceptions, and decisions our participants made and their
assessment of the security they think popular tools provide.
Table 3 provides an overview of demographic characteristics
of the participants in all studies.
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Tool Usage Of the 149 participants in this study, the majority
used regular e-mail (133; 89.26%), SMS/Text Messages (123;
82.55%) or the Facebook Messenger (114; 76.51%) that do
not provide E2E encryption by default (cf. Figure 6). Only
a few participants (7) reported having used PGP, S/MIME,
or a provider supporting E2E encryption to secure e-mail
conversations. Few participants (1) indicated prior use of
Facebook’s “Secret Conversation” feature. Overall, more than
half of participants (80; 53.69%) reported use of an E2E-
encrypted communication tool, with WhatsApp (47; 31.54%)
being the most popular by far.

Tools that support E2E encryption as an optional feature,
such as Facebook Messenger, Skype and Telegram (cf. Ta-
ble 4), were also widely used (81.88%). However, only a few
participants (9.02%) reported having used their E2E features.

While e-mail, SMS/text message, Facebook, WhatsApp,
iMessage, and Skype are the most popular tools for both day-
to-day and confidential conversations (cf. Figure 4 and Fig-
ure 5), a minority of participants (32; 21.48%) preferred none
of the given tools for confidential conversations1. They only
trusted non-digital forms of communication.

Even though they were users of E2E-encrypted communi-
cation tools for day-to-day conversations, many participants
preferred e-mail and SMS for confidential conversations. Of
the 80 participants who used E2E-encrypted tools for com-
munication in general, the majority (50; 62.50%) preferred
the use of insecure alternatives for confidential conversations.
In particular, most (32; 68.09%) of the 47 WhatsApp users
prefer less secure alternatives for confidential conversations.

Reasons for Using a Tool for Day-to-Day Conversations
The main reason for people to use a certain communication
tool for day-to-day conversation is ease of use (61.49%) fol-
lowed by the availability of contacts in this tool (49.32%) and
convenience (28.38%). One out of four (25.00%) participants
also mentioned the delivery speed of text messages or instant
messaging services and few (15.54%) mentioned the provided
functionality. Some stated they are using a specific tool for
a particular circle of people (11.49%) as mentioned by few
participants: “I belong to an online community for work and
our main line of communication is through Facebook’s mes-
saging service.” (P157), “My husband uses Google hangouts
too, and since I talk to him the most, this is the app I use most
often.” (P23), “This is a group of family that has them, when I
just need to relay info to that group I get on Telegram.” (P27).

Few participants mentioned that they like a tool for storing
a conversation history (5.41%), group chats (4.05%), message
read info (5.40%) and disappearing messages (1.35%).

E-mail was an outlier as a preferred communication tool
in many ways. Some participants (17.86% of e-mail users)
prefer e-mail over other tools because they did not feel forced
to reply to e-mails immediately:

“It’s more low key. There are no read receipts and

1None is an exclusive option and deselected the other fields.

you aren’t expected to make a response immediately.
You get to take your time.” - P151.

E-mail has a professional reputation as it is often used in the
workplace, which 16.06% of e-mail users noted. For 26.79%
of e-mail users, a key reason to use e-mail is the support for
large attachments and long text. This differs from all other
tools, which are primarily instant-messaging services.
Reasons for Using a Tool for Confidential Conversations
In two open-ended questions, we asked participants to elab-
orate on their preference for a specific tool for sensitive or
confidential conversations and how they can tell that a specific
tool keeps conversations confidential.

Almost half of participants (45.54%) mentioned a gut in-
stinct that leads to a security belief as their main reason to
prefer a specific tool for confidential conversations, e. g. “I
feel that it is safe.” (P36).

A quarter of our participants (25.00%) assumed a tool to
be confidential when they send messages directly to their in-
tended contact and had their own name and the name(s) of the
communication partner(s) being shown in the user interface.
16.96% mentioned access control and strong passwords as
reasons to prefer a particular tool as mentioned by one par-
ticipant: “I have a secure E-mail that is guarded by a good
strong password.” (P123).

One out of four (26.79%) assumed a tool to be acceptable
for confidential conversations because they thought it uses
some form of encryption. However, 14.29% made wrong as-
sumptions and thought encryption was being deployed on
unencrypted channels (e. g., for SMS/text messages). Interest-
ingly, only a few (8.04%) referenced “secret mode” or “secure
chat” options in their decision.

6% of our participants also reported using SMS as a confi-
dential channel because it is not an internet service: “It is sent
from me to another person, not on the internet.” (P31) and
“It feels off the grid, away from the dangers of the internet.”
(P66)

For a few (3.57%), visual indicators like colors or icons
earned trust even if they did not directly relate to security or
privacy e. g. “If the message is blue it should be encrypted.”
(P148). In the iOS messenger, a blue message indicates that a
message was sent via iMessage and a green message indicates
that it was sent as a Text Message.

Few participants mentioned self-destructing and disappear-
ing messages (4.46%), as in SnapChat, or the ability to delete
messages manually (3.57%), as offered in WhatsApp, as in-
fluencing their preference:

“I know that gmail for example encrypts messages and I
trust google to be safe.” (P77)

At the same time, half of the participants (50%) could not
report specific reasons for their trust in a particular tool.

Key Insights: Tool Usage, Decisions and Security Beliefs.

• E-mail and SMS/text messages are the most popular tools for
both day-to-day and confidential conversations.
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• 53.69% of participants use a communication tool with E2E
encryption enabled by default.

• 62.50% of participants who use E2E-encrypted tools prefer less
secure alternatives for confidential conversations.

• Participants reported a gut instinct that made them believe a tool
to be secure.

5 Visualizing Encryption (Study 2–4)
Both previous work and the findings of our first study illus-
trate that the situation around E2E-encrypted communication
tools is complicated. Many users will avoid installing a new,
more secure messaging tool [2] only because it provides better
security [51,67]. Instead, most users only consider messaging
tools if their contacts (i. e. friends, family, and colleagues)
also use the tools [14]. Additionally, previous work [14, 68],
and our first study show many people suffer from misunder-
standings and misconceptions of encryption.

Instead of propagating the more widespread use of such
niche tools or working on correcting users’ misunderstand-
ings and misconceptions alone, we followed a different route.
Depending on geographic region, between half of users (cf.
Section 4) and 90% [2] of users already have tools that sup-
port E2E encryption by default, with WhatsApp being the
most popular. However, our findings (cf. Section 4) suggest
that many users are not aware of these security properties.
More than half of our participants who use WhatsApp prefer
less secure alternatives such as e-mail or SMS/text messages
for confidential conversations. Therefore, the remainder of
our studies investigate how visualizing encryption impacts
perceptions of E2E messaging security.

While the results of our first study (cf. Section 4) and pre-
vious work [3, 4, 14, 18, 21, 68] uncover a wide range of root
causes for misconceptions about the security of messengers
and insecure behaviour, only some of them can be addressed
in the design of a communication tool. For example, we identi-
fied that trusting a company or decades of positive experiences
were both root causes for misconceptions. However, these can
hardly be addressed in the design of a communication tool.
In contrast, there are promising candidates that can directly
be implemented in the user interface of a communication tool
(cf. Section 3). In this section, we describe multiple online
studies we conducted with the goal to investigate the impact
of different encryption disclosures, icons and animations on
perceived trust, security, privacy, usability, satisfaction and
self-reported likeliness to use the re-designed communication
service for sensitive messages.

5.1 Experiment Design

To study visualizations of encryption using text disclosures,
icons, and animations, we conducted four between-groups on-
line experiments with WhatsApp users recruited on MTurk or
Prolific. Each study follows the procedure we outline below.

5.1.1 Screencasts

To study the impact of different encryption visualizations on
usability, perceived trust, security, privacy, satisfaction and
tool preference, we decided to show participants a screencast
of a ficticious WhatsApp update 2.

Using a screencast instead of static mockup images allowed
us to study both static and dynamic encryption visualizations
(cf. Section 3) and include a scripted conversation to pro-
vide more context for our participants3. We constructed the
messages this way because it mimics a realistic personal con-
versation and credit card information is generally perceived
as confidential and worth protecting.

To mimic WhatsApp as closely as possible, we forked the
Android version of the Signal mobile app and adapted the user
interface respectively by changing colors, typefaces, buttons
and other user interface properties.

5.1.2 Questionnaire Structure

The survey questionnaire in this study was developed through
an iterative process (cf. Section 4) and included the attention
checks mentioned in Section 3. Completion of the survey took
10 minutes on average and we paid participants $1.7.
Usability, Trust, Security, Privacy and Satisfaction We
asked participants to answer usability, perceived trust, security
and privacy and satisfaction questions. For usability, we asked
participants the two items UMUX lite scale [34]. Based on
prior work [44], we built a 10-item scale of perceived trust,
security and privacy (cf. Appendix A.2). Finally, we asked
participants to fill out the net promoter score [28] to measure
how much they liked the encryption visualization.
Tool Preference We showed participants a list of the most
popular communication tools from our first study (cf. Sec-
tion 4) including the new ficticious WhatsApp version and
asked them which tool they would prefer for both day-to-day
and confidential conversations. To prevent lock-in obstacles
as found in [14], we told all participants to assume that all
communication partners have all tools installed. We aimed
to assess whether our conditions had an effect on the partici-
pants’ choice.
Demographics We asked our respondents the same demo-
graphic questions as in the questionnaire in Section 4. Table 3
provides an overview of demographic characteristics of the
participants in the studies in this section.

5.2 Text Disclosures (Study 2)
Based on the disclosures in current tools that support E2E-
encrypted communication (cf. Table 4) and the results of our
first study (cf. Section 4), we created six different disclosures
out of the terms “secret”, “private”, “encrypted”, “secure”

2cf. Appendix A.6 for the video introduction
3cf. Appendix A.4 for the conversation
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Factor Coef. C.I. p-value

D
is

cl
os

ur
e

“Messages to this chat are now . . . ”
“. . . private” 0.27 [0.21, 1.07] 0.392
“. . . secret” -0.49 [-1.09, 0.11] 0.111
“. . . secure” 0.06 [-0.53, 0.65] 0.845
“. . . encrypted” 0.68 [0.09, 1.28] 0.030 *
“. . . end-to-end encrypted” -0.09 [-0.69, 0.51] 0.768
“. . . secured with end-to-end en-
cryption”

0.41 [-0.19, 1.01] 0.182

Ic
on

Icon (Baseline: Control):
Envelope -0.47 [0.92, 1.69] 0.105
Lock -0.49 [-1.09, 0.11] 0.089
Shield -0.70 [-1.27, -0.14] 0.014 *

CS Education -0.51 [-0.97, -0.05] 0.029 *

A
ni

m
at

io
n Animation (Baseline: Control):

Disappearing Messages 0.08 [-0.34, 0.51] 0.707
Encryption/Decryption -0.01 [-0.40, 0.38] 0.969
Progress Circle 0.25 [-0.14, 0.66] 0.210

Age -0.01 [-0.14, 0.65] 0.119

V
al

id
at

io
n Animation (Baseline: Control without Disclosure):

Control 0.45 [0.03, 0.86] 0.034 *
Disappearing Messages 0.40 [0.01, 0.79] 0.043 *
Encryption/Decryption 0.43 [0.04, 0.81] 0.030 *
Progress Circle 0.71 [0.33, 1.10] < 0.001 *

Table 2: Results of the linear regression model examining
whether different texts, icons and animations have an effect
on the trust, security and privacy score in relation to a control
baseline. Note the additional “Control” variable in the last
study, due to “Control Without Disclosure” being the baseline.
See Table 1 for further details.

and “end-to-end encrypted.” In a between-groups design, we
randomly assigned participants to one of the following condi-
tions:

1. Control: “blank”
2. Encrypted: “Messages to this chat are now encrypted.”
3. E2E-Encrypted: “Messages to this chat are now end-to-

end encrypted.”
4. Private: “Messages to this chat are now private.”
5. Secure: “Messages to this chat are now secure.”
6. Secure & E2E: “Messages to this chat are now secured

with end-to-end encryption.”
7. Secret: “Messages to this chat are now secret.”

To make sure participants read the text of each disclosure,
we showed them a screencast in fullscreen before entering
the conversation for seven seconds including the respective
disclosure. Overall, we recruited 196 valid participants on
MTurk for whom we report findings below.
Findings We were specifically interested in the participants’
opinions on usability and their perceptions of trust, security,
and privacy.

As a usability metric we compared the distribution of
UMUX Lite answer categories between our conditions. We
found no apparent differences between the conditions (Q1:

Pearson’s χ2 = 1.56, p-value = 1; Q2: Pearson’s χ2 = 1.22,
p-value = 1), suggesting no observable effect (positive or neg-
ative) on the perceived usability of the different disclosures.

To better investigate how the different conditions affect
participants’ perception of trust, privacy, and security, we
introduced a combined score based on their answers to our
set of 10 likert-item questions. For each participant, the score
consists of the average of all 10 likert-item questions mapped
to numerical values, e.g., between -2 (Strongly Disagree) and
+2 (Strongly Agree). For these scores, we considered a set
of linear regression models consisting of the conditions as
required factor and all combinations of optional factors listed
in Table 1 and selected the model with the lowest AIC.

The final model (see Table 2) shows that the “encrypted”
condition is significant with an overall positive coefficient of
about 0.7 score points compared to the control baseline. This
suggests significantly higher scores for the “Messages to this
chat are now encrypted” disclosure compared to the blank
control, which is in line with previous research by Distler
et al. [17]. Participants seemed to prefer the encryption text,
likely due to not fully understanding the term "end-to-end,"
or regarding it as a subset (i.e., less secure) of being "just"
encrypted.

For the net promoter score, we found that no condition dom-
inates any other (Kruskal-Wallis H = 7.88, p-value = 0.24).
Based on these results, we proceeded with the “encrypted”
text for our subsequent disclosure.

Key Insights: Disclosures.

• Participants felt most secure and private within the “encrypted”
disclosure condition.

• The different disclosures did not have a significant impact on
usability and satisfaction.

5.3 Icons (Study 3)
Next, we investigated three different icons. We chose a lock,
a shield, and an envelope (cf. Figure 2) based on their typical
usage in security and privacy contexts [7, 38], previous work
in the field of security indicators [23,54], and results from our
first study (cf. Section 4). Together with the best-performing
text disclosure from the previous study "Messages to this chat
are now encrypted," we showed participants one of the icons
before the communication partners in the screencast entered
the conversation.

(a) Envelope (b) Lock (c) Shield

Figure 2: Designs used in the encryption icons study.

We showed participants a screencast including the “en-
crypted” disclosure from the previous study and the respective
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encryption icon. All screencasts lasted 94 seconds. A total
of 86 WhatsApp users participated in this study. Findings
reported below are limited to these valid participants.
Findings For the UMUX Lite questionnaire we found no
significant differences across conditions (Q1: Pearson’s χ2 =
0.54, p-value = 1; Q2: Pearson’s χ2 = 0.40, p-value = 1).

Our set of linear regression models for the overall score
included the icon condition as required factor and again all
combinations of optional factors (cf. Table 1). To our surprise,
the final model (See Table 2) shows that all three icon condi-
tions are worse than the baseline by at least 0.47 score points.
The shield condition is significantly worse by 0.7 score points.
In addition, the optional computer science education factor
is significant with a negative coefficient in the model. This is
in line with previous work [23, 54] and additional evidence
for the very limited effect of security icons on perceived trust,
security and privacy.

For the net promoter score, we found that no condition dom-
inates any other (Kruskal-Wallis H = 5.68, p-value = 0.128).
We chose to proceed to the next study using the control (no
icon) due to the negative coefficients of all other conditions.

Key Insights: Security Icons.

• We found a negative effect of security icons on perceived trust,
security and privacy by at least 0.47 score points compared to
the baseline.

• Participants with a computer science background particularly
disliked the security icons we investigated, resulting in 0.51 less
score points compared to participants without that background.

• The security icons had no impact on usability and satisfaction.

5.4 Animations (Study 4)
In addition to text disclosures and encryption icons, previous
work [18, 21] and the results of our first study (cf. Section 4)
suggest the use of animations of the encryption process to con-
vey that a conversation is secure. We identified three different
encryption animations: (i) Distler et al. [18] used a progress
circle for an e-voting app; (ii) Fahl et al. [21] studied dynamic
encryption and decryption animations to protect Facebook
messages; and (iii) participants in Study 1 reported feeling
particularly secure with disappearing messages on apps like
Snapchat. Although disappearing messages are not techni-
cally connected to E2E-encryption, we included them due
to their contribution to perceived messaging security identi-
fied in previous work by Roesner et al. [45] and participants’
comments in Study 1. One participant for example said it was
security relevant “Because the conversation deletes right after
I read it.” (P9) and another said “... once you open it, it’s gone
forever afterward.” (P14)

We implemented those three animations (cf. Figure 3). In
contrast to Studies 2–3, we applied the dynamic encryption
animations to the screencast conversation’s messages, rather
than as a fullscreen hint before entering a conversation. We

(a) Condition: Disappearing Messages

(b) Condition: Encryption/Decryption

(c) Condition: Progress Circle

Figure 3: Conditions in the security animations study.

pre-tested the animation duration with 20 MTurkers. Initially,
we showed the animation for three seconds. Based on UMUX
Lite and qualitative feedback, we gradually reduced the du-
ration to one second. Based on the results from the previous
studies, each condition included one of the encryption anima-
tions and a small text hint with the “Encrypted” disclosure.
Based on our Study 3 results, we did not use an icon in this
study.

Overall, we recruited 107 valid participants on MTurk for
whom we report findings below.
Findings We found no impact of the different animation
conditions on the UMUX Lite questionnaire (Q1: Pearson’s
χ2 = 0.37, p-value = 1; Q2: Pearson’s χ2 = 0.42, p-value
= 1). The final linear regression model includes a some-
what increased, but not significant, coefficient (0.25) for the
“Progress Circle Animation” condition compared to the base-
line, and almost non-existent positive and negative effects
(0.08 and -0.01) for the other two animations (cf. Table 2).
For the net promoter score of the animation conditions, we
found again, as in the other two studies, that no condition dom-
inates any other (Kruskal-Wallis H = 1.63, p-value = 0.654).

Key Insights: Security Animations.

• No factors were significant. The progress circle animation had
a weak positive effect on perceived trust, security and privacy.

• Security animations did not impact usability or satisfaction.

6 Validation (Study 5)
Due to Study 4’s inconclusive findings regarding the effect of
animations (cf. Section 5.4), we validated our overall findings
in a fifth study. Motivated by the lower data quality encoun-
tered in Study 4 compared to Studies 1–3, as well as the
increasing difficulty recruiting WhatsApp users on MTurk,
we switched to the Prolific recruitment platform for Study 5.
Prolific provides fine-grained participant demographics, so
we could directly target participants with messenger experi-
ence without requiring a qualification task. Since Prolific’s
pool of US workers who use WhatsApp was small (<500), we
included UK participants, increasing the participant pool by
6,000. On Prolific, we recruited 145 participants from the UK
and US, paying £2.70. In addition to changing recruitment
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platforms, we decided to delve into the root causes of why vi-
sualizing encryption appeared to have a limited impact on user
perceptions. For this, we dropped both the UMUX Lite and
net promoter score as we observed no significant differences
for them in our previous studies. We also added open-ended
followups to each Likert question to gain deeper insights into
participants’ opinions. Additionally, we added Likert ques-
tions that focused on what facets suggest that messages are
being sent securely. To eliminate participants’ perceptions of
WhatsApp as a major factor guiding their perceptions, we also
changed the messenger name to “Erebus.” As this study was
intended as validation, we especially focused on the “encryp-
tion” text from our first survey by including a new control that
displayed no text at all (“Control without Text”). We retained
the previous control condition to compare with the previous
studies.
Findings As for the previous surveys, we generated a linear
regression model listed in Table 2. The final regression models
have significant non-zero coefficients for all included vari-
ables relative to our new control (not mentioning encryption
at all). Going by coefficient, the Progress animation performs
best compared to the baseline (0.71), followed by Encryp-
tion/Decryption (0.43) and Disappearing (0.40). Even the con-
trol condition from the previous surveys (“Control”) shows
a significant coefficient compared to the newly introduced
baseline “Control without Text”. This suggests a significant
effect of the “encryption” text.

In addition to the regression analysis, we evaluated the
open-ended questions to gain insight into the limited impact
of encryption visualization. We report findings below.
Observing Animations In an open-ended question, we
asked participants what they observed happening (if anything)
when messages were sent or received, as well as what this
indicated. Almost all participants described the animations
we showed them (> 90% in each condition). 60 participants
(41.38%) wrote that the animation indicated an increased
level of security. Hence, we can eliminate the possibility of
participants ignoring the animations as the reason perceptions
did not vary significantly across conditions.
Identifying Security In an open-ended question, we asked
participants how they determine, in general, that a messaging
app sends messages securely. The most prominent indicator
for security was the reputation (48, 33.10%) of the service
provider, followed by the mention of encryption (42, 28.96%).

“Honestly, I guess I just trust in the brand that it’s
safe. I do this through the popularity, good press
and confidence in their service.” - P18

The relatively similar relevance of encryption and reputa-
tion for perceived security also explains the limited impact of
the presence of encryption on perceptions of security.
Identifying Encryption Given that encryption is an impor-
tant security mechanism, we asked participants to detail how
they identify the presence of encryption in a messaging app.

Most participants report relying on textual information in
the form of disclosures (40, 27.59%) or an app’s feature list
(11, 7.59%) mentioning encryption. However, 42 participants
(28.97%) said they would not know how to recognize en-
cryption’s presence. Very few mentioned visual indicators.
For example, 5 (3.44%) mentioned observing a delay during
sending, 3 (2.07%) mentioned messages disappearing, and
2 (1.38%) mentioned seeing messages be scrambled. These
explanations are consistent with our regression analyses (cf.
Table 2), highlighting the limited effect of visualizations.

Key Insights: Validation.

• Study 5 confirmed the findings of Studies 2–4.
• Visualizing encryption in any way, even a simple text disclosure,

improves perceptions compared to not mentioning it at all.
• Most participants saw the animations and felt they communi-

cated “security”, yet this did not change their perceptions any
more than a text disclosure did.

• An app’s reputation greatly impacts perceptions.

7 Discussion
In our first of five studies, we investigated why participants
use particular messaging tools, validating a prior finding [3]
that many users mistakenly think SMS and e-mail are more
secure than E2E-encrypted messengers. Based on these initial
findings, we aimed to improve the visibility of E2E encryption
in a messaging app. Across the four subsequent studies, we
compared six different text disclosures, three different icons,
and three different animations of the encryption process.
Impact of Encryption Visualization While investigating
the impact of different visualizations of encryption, we were
surprised to find that the simple “encrypt” disclosure out-
performed most others (aside from the progress circle) in
terms of perceived trust, security, and privacy. As expected,
however, all disclosures performed better than the baseline of
having no disclosure at all. We were also surprised to see that
security icons had a negative effect, rather than increasing
perceptions of trust, security, and privacy. This negative effect
was particularly distinct for people with a CS background.

Previous work suggested that encryption visualizations
might positively impact perceived trust, security, and pri-
vacy [18, 21, 48]. Those suggestions were based primarily
on qualitative data. Our studies, which combined quantitative
and qualitative data, reached somewhat different conclusions.
Based only on the qualitative data we collected, one might
have reached conclusions similar to those of prior work. For
example, as reported in Section 6, nearly half of participants
indicated that the animations of encryption indicated an in-
creased level of security. In contrast, our quantitative analyses
indicated that these different animations did not have a signif-
icantly different impact on perceptions of the trust, security,
and privacy of E2E-encrypted messaging tools than a straight-
forward text disclosure that the conversation in encrypted,
which is what many secure messaging apps currently display.
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These findings call into question the magnitude and applica-
bility of the effects reported in prior work.

Our findings suggest that highlighting the use of encryp-
tion in basic ways (e.g., “Messages to this chat are now en-
crypted”) significantly increases perceived security, privacy
and trust in messaging applications. That is, having any visu-
alization of encryption outperformed the control in our vali-
dation study of not calling attention to the use of encryption
at all. However, richer visualizations of encryption involving
icons or animations seem to have only a limited additional
effect. Although we did not observe these richer visualiza-
tions of encryption to significantly impact user perceptions
and satisfaction in a positive direction compared to basic text
disclosures, we also did not observe a negative effect.

8 Recommendations
Given the promise of rich visualizations of encryption re-
ported in prior work, this finding is disappointing, as it sug-
gests that simple modifications of messaging apps’ UIs are
unlikely to help users better assess apps’ security and privacy.
Despite the use of multiple design proposals from previous
work, we could not find a significant improvement (Sec. 7).

Our qualitative results imply that instead of investing more
effort into studying richer visualizations of encryption, focus-
ing on the following aspects is potentially more promising.
We make recommendations for both providers of E2E en-
crypted communication tools and usable security researchers.

8.1 Tool Providers
Trust in Company As we have seen in the qualitative an-
swers in the tool usage and validation study (Sec. 4.2, 6),
participants report that they trust the brand and that the com-
pany would keep their data secure. Tool providers could focus
on generally improving trust in the brand.
Convenience Several participants mentioned using a specific
app to communicate with their peer groups that decided on
that app (Sec. 4.2). Introducing an app or feature that is not
compatible with their peer groups leads to them switching
back to another channel. Tool providers should make sure
that E2E encryption features do not lead to inconveniences
for their users.
Functionality Our participants also mentioned that they
switched the tools when a messenger did not support a re-
quired feature, for example with large attachments that they
send via mail (Sec. 4.2). That indicates that a full feature set
is required to avoid people switching to insecure channels.
Making E2E encryption available in communication tools
should not limit existing functionality.

8.2 Usable Security Research
Correcting Mental Models Our participants showed a num-
ber of incorrect mental models, most strikingly: Around 25%

of our participants assumed that their conversations are free
of eavesdroppers if the user interface shows only the names
of their intended communication partner(s) (Sec. 4.2) and
show a lack of understanding of man-in-the-middle attacker
capabilities. Also, 14.29% of participants falsely assumed
channels that are generally not encrypted by default (e.g.,
SMS) to be encrypted (Sec. 4.2). These misconceptions likely
impact the usage of secure and private messengers signifi-
cantly. Addressing them better should be a major goal for our
community.
Technical Background As seen in our regression for
Study 3 (Table 2), participants with a technical background
tended to rate trust in security indicators lower. Investigating
factors that contribute to this perception and provide improve-
ments for these factors (e.g., increase company transparency)
could help address concerns unique to that demographic.

9 Conclusion
We studied whether making a messaging app’s E2E encryp-
tion more visible improves perceptions of trust, security, and
privacy. To that end, we conducted five online studies with
683 total participants, including a summative validation study.

While participants felt most secure and private within the
“encrypted” text disclosure condition, the different text dis-
closures did not have a significant impact on usability and
app satisfaction. We observed a surprising negative effect of
security icons on perceived trust, security, and privacy. When
focusing on animations, none of the factors was statistically
significant, though we identified a weak positive effect for
the progress circle animation on perceived trust, security, and
privacy. The animations had no impact on usability and satis-
faction. We confirmed these key findings in a final summative
study, validating that visualizing encryption in any way, even
a simple text disclosure, improves perceptions compared to
not mentioning encryption at all. Most participants saw the
animations, the richest and most novel aspect of our investiga-
tion, and reported qualitatively they communicated “security.”
However, quantitative perceptions of trust, security, and pri-
vacy did not differ significantly compared to a text disclosure.

In our first study, we replicated the finding of prior work
that a non-trivial fraction of users mistakenly believes SMS
and e-mail to be more secure than E2E-encrypted messengers.
While we had hypothesized that richly visualizing the process
of encryption would emphasize E2E-encrypted messaging
apps’ security properties and combat this misconception, our
results suggest that the existing practice of disclosing the
use of encryption in a straightforward text disclosure may be
sufficient if the text disclosure is displayed prominently.
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A Appendix

A.1 Demographics
Table 3 shows the demographics of participants in all studies.

A.2 Scale of Perceived Trust, Security and Pri-
vacy

Ten item scale of perceived trust, security and privacy. Partic-
ipants choose from a 5-point likert scale on each question.

1. I think the new WhatsApp version is trustworthy.
2. I do not doubt the honesty of the new WhatsApp version.
3. I think the new WhatsApp version is secure.
4. I think only me and the recipient(s) can read our mes-

sages.
5. I think other people cannot send a message pretending

to be me.
6. I think no one can unnoticeable modify messages sent

between me and the recipient(s).
7. I think that if somebody hacks my phone, they will not

be able to read my messages.
8. I think only me and the recipient(s) can know the mes-

sages were sent.
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Participants
Started 173 234 100 253 159
Finished 160 210 90 159 150
Valid (n =) 149 196 86 107 145

Gender
Male 60.7% 54.1% 47.7% 67.3% 40.7%
Female 37.9% 44.9% 51.2% 29.0% 57.9%
Not M/F 1.4% 1.0% 1.2% 2.8% 1.4%

Ethnicity†

White 78.5% 68.9% 68.6% 71.0% 89.0%
Asian or Pacific Islander 6.0% 14.3% 16.3% 7.5% 6.9%
Black or African American 13.4% 7.7% 11.6% 14.0% 0.0%
Hispanic or Latino 4.7% 12.2% 11.6% 10.3% 2.8%
Native American 0.7% 1.5% 0.0% 0.0% 0.0%
Other & Prefer not to say 0.7% 0.5% 1.2% 0.9% 4.1%

Smartphone OS†

Android 67.1% 57.7% 41.9% 60.7% 59.3%
iOS 37.6% 50.5% 66.3% 39.3% 40.7%
Other 0.0% 1.0% 3.5% 0.0% 0.0%
No smartphone 1.3% 0.0% 0.0% 0.0% 0.0%
Prefer not to say 0.7% 0.0% 1.2% 0.0% 0.0%

Computer Science
CS Education 28.9% 24.5% 24.4% 31.8% 26.9%
CS Job 22.1% 26.0% 29.1% 32.7% 19.3%

Age in years
Mean 37.5 33.9 35.6 32.5 37.7
Std. dev. (σ) 10.7 9.0 10.9 8.4 10.5
Median 35.0 33.0 33.0 31.0 35.0

† Multiple answers allowed, may not sum to 100%

Table 3: Participant demographics.

9. I think the new WhatsApp version does not collect more
personal information than strictly needed.

10. I think the new WhatsApp version will not use my per-
sonal information for other purposes without my autho-
rization.

A.3 Messenger Usage

The following figures show the messenger usage among our
participants in the first survey. Figure 4 shows the preferred
messenger for day-to-day conversations, Figure 5 shows the
preferred messenger for sensitive or confidential conversa-
tions. Figure 6 shows all messengers used in the last 6 months.
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Figure 6: Study: Tool Usage - “Which online communication
tools have you used in the last 6 months?”

Figure 4: Study: Tool Usage - “Which tools do you prefer for
day-to-day conversations?” (Top 8)

Figure 5: Study: Tool Usage - “Which tools do you prefer for
sensitive or confidential conversations?” (Top 8)

A.4 Scripted Conversation
The text in Figure 7 was used in the scripted conversations
that were shown to the participants in the videos. The overall
screencast took on average 95 seconds.

A.5 Data Quality
Participant diversity and data quality on MTurk and Prolific
is generally perceived as satisfactory [39–41]. We followed

Me: Hi, darling. I forgot my wallet at home. Could
you please look up my credit card number? I need to
place an order before I forget.

<Wait 10s>

Remote: Sure, where is it?

Me: It should be on my desk.

<Wait 5s>

Remote: One second.

<Wait 25s>

Remote: It’s 1234-5678-9012-3456, valid until
12/21, and the security code is 456.

Me: Thanks

Figure 7: Chat messages displayed in the application.

best practices [31, 41, 64] and required workers to be U.S.
residents who have already completed 100+ HITs with a 95%
approval rate.

During piloting, we experienced similar data quality issues
as reported in recent work [31]. Therefore, we implemented a
set of countermeasures, including blocking participants whose
IP address came from outside the U.S. or belonged to a VPN
or proxy service provider even within the U.S.4

Following best practices [30, 31], we added three attention
checks to all questionnaires.

To remove a potential confound for Studies 2–5, we wanted
to include only participants familiar with secure messaging
apps. Therefore, we added an MTurk qualification task in
which we asked participants which messaging apps they cur-
rently used and invited only WhatsApp users to the actual
study itself. Workers who had participated in one study were
ineligible for all subsequent ones. We paid each participant
$0.15 for the short qualification task.

We took advantage of the pre-screening provided by Pro-
lific, where participants had to report the regular use of Whats-
App in a pre-screening questionnaire5, and required partici-
pants to be located in the U.S. or UK, have a 95% or higher
approval rate and at least 100 previous submissions.

A.6 Study Video Introduction

We introduced the video to our participants in the following
way:

4We used the https://iphub.info service to filter VPNs and proxies.
5The exact question we asked in the pre-screening questionnaire was:

Which of the following chat apps do you use regularly? [multiple-choice]
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Name E2E-Encrypted E2E Indicator Platforms Downloads
(Alphabetical order) (Protocol Name) Color Icon Text Android iOS (On Android)

E-Mail - - - -
E-Mail with PGP or S/MIME (PGP or S/MIME) d d d -
Facebook Messenger (Signal) Lock 1 5.000M+
FaceTime (SRTP) -
Google Hangouts - - - 5.000M+
iMessage (unknown) -
Instagram DM - - - 1.000M+
Kik Messenger - - - 100M+
LinkedIn InMail - - - 500M+
Signal (Signal) Lock 50M+
Skype (Signal) 2 1.000M+
SMS - - - -
Snapchat - - - 1.000M+
Telegram (MTProto2.0) Lock 3 500M+
Twitter DM - - - 1.000M+
Viber (unknown) Shield4 5 500M+
WhatsApp (Signal) Lock 6 5.000M+

Yes (for E2E-Encrypted: Yes, by default) No Has a "secret mode" which uses E2E encryption, but is not active by default
d Depends on the client used 1 Secret conversation 2 Private conversation 3 Secret chat 4 Has an additional Secret Chat, uses a
lock icon 5 Messages sent in this conversation are encrypted 6 Messages to this chat and calls are now secured with end-to-end
encryption

Table 4: List of popular communication tools.

“Imagine that WhatsApp will soon release a new ver-
sion. This new version would have a different user
interface in some places but have the same features
as the version you are used to. Below we show you
a brief video of what this new user interface for
WhatsApp might look like.”

A.7 Replication Material

The videos and questions used within this paper are available
on our webpage at https://publications.teamusec.de/
2021-soups-e2e/.
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Abstract
Consumers are upgrading their devices more often due to
continuous advances in hardware. Old devices need to be
sanitized (i.e., personal data removed with low recovery prob-
ability) before selling, donating, throwing away, or recycling
the device (“disposal”), but previous works have shown that
users frequently fail to do that. We aim to understand the
sources of misconceptions that result in risks to personal data.
Through a survey (n=131), we measure where the old de-
vices end up and how they are sanitized. Our survey shows
that while most users dispose of their devices, a large propor-
tion of participants (73%) kept at least one old device, often
due to data leakage concerns. Among disposed-of devices,
25% of participants reported using methods to erase their
data that are insecure. To further explore the processes that
were undertaken to sanitize devices and sources of misconcep-
tion, we invite a subset of respondents (n=35) for interviews.
Our interviews uncover the reasons for poor device sanitizing
practices—misleading data deletion interfaces and prompts,
lack of knowledge, and complex and slow disk wiping proce-
dures. We provide suggestions for device manufacturers and
retailers on how to improve privacy, trust, and convenience
when sanitizing old devices.

1 Introduction

The past decade has witnessed an explosive growth of per-
sonal electronic devices [11]. Most consumers own a smart-
phone and computer, and many have other devices, such as
tablets, cameras, flash drives, and portable hard drives, which

Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
without fee.
USENIX Symposium on Usable Privacy and Security (SOUPS) 2021.
August 8–10, 2021, Virtual Conference.

also store personal data [4]. With rapid advancements in tech-
nology, electronic devices have a relatively short life cycle,
and users often upgrade these devices. For example, the av-
erage age of smartphones traded in is 3.2 years [21]. When
upgrading, consumers have several options for what to do
with their old devices, including selling, recycling, donating,
discarding by throwing it away, or keeping it even without
using it—we refer to these collectively as “disposal meth-
ods”. Current estimates show that more than 206 million used
smartphones were sold worldwide in 2019, and this number
is expected to grow to 332 million units by 2023 [14]. Recy-
cling is another environmentally-friendly option to dispose
of electronic devices and in 2019, 17.4% of old devices were
recycled worldwide [6].

Disposing of old devices introduces privacy and data se-
curity risks since these devices often contain a variety of
personal data including images, videos, messages, financial
information, emails, and internet and location history. For this
reason, prior to disposing of a device, the device should be
“sanitized,” which means removing the personal data on it
with a low recovery probability [22]. Previous studies have
shown that users often inadvertently leave some personal data
or do not sanitize their devices at all before selling them. In
a seminal work, Garfinkel and Shelat explored user data re-
moval practices by examining 159 second-hand hard drives
and found that 91% contained sensitive data [9].

More recent works have shown that this state of affairs
has not changed much over the past two decades for smart-
phones or other personal devices [7, 23]. Despite the increas-
ing availability of full-disk encryption on some types of de-
vices, proper sanitizing is still important since the decryption
key may be derived from a weak password only [10]. There-
fore, it is critical to understand why users fail to sanitize their
devices to stop this dangerous practice. To the best of our
knowledge, our work is the first to explore device sanitizing
practices entirely from users’ perspectives.

We explore users’ decision-making process starting from
when they no longer need a device to discover any difficulties
or misconceptions they may have in regards to sanitizing
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their devices. For a holistic exploration, we consider different
device types (smartphones, computers, tablets, cameras and
drives), where each type differs in the data they contain and
the ways to sanitize them properly. Some devices have simple
sanitizing procedures (e.g., smartphones), while others may
require multiple steps (e.g., cameras). Furthermore, devices
may be encrypted, which may affect a user’s perception of
data privacy and sanitizing methods.

To capture these aspects, we conducted a two-part study.
The first part was a survey (n=131) to establish what con-
sumers do with devices when they no longer need them, as
well as if and how users remove their data from their old
devices. This investigates how people prepare devices for
disposal across disposal methods, which has not been inves-
tigated previously. Next, in an attempt to understand why
many users fail to sanitize their devices properly, we con-
ducted semi-structured interviews (n=35) asking users about
the steps they took to sanitize their devices to identify any dif-
ficulties or misconceptions. Users were also asked to rate how
likely they believed data recovery was after they sanitized the
device. This provides information on consumer confidence
when they sanitize their devices and helps identify misconcep-
tions. Our work is the first to use qualitative data to uncover
users’ perceptions, challenges they face, and misconceptions
related to sanitizing devices. Our key findings include:

• The majority of respondents (61%) chose the “Factory
Reset” feature on smartphones, computers, and tablets
to sanitize the device. However, they had low confidence
in the security of this feature, with 57% of respondents
feeling it was extremely likely that an expert attacker
could recover data from their devices. Consequently,
36% of users choose to keep old devices rather than sell
or recycle them.

• Unsafe sanitizing practices were common—34% of in-
terview participants reported manually deleting all or
some of the data on their devices and considered it to be
a secure disk sanitizing method. Manual deletion was
also error-prone. During the interview, in 9/33 cases
where manual deletion had been employed, participants
admitted forgetting to sanitize certain types of data.

• We use our findings to revisit the plausible reasons for
poor sanitizing practices for hard drives proposed by
Garfinkel and Shelat [9]. Our evidence validates some
reasons, including lack of training, tool error, and hard-
ware failure. However, we found no evidence to support
lack of knowledge or lack of tools as plausible reasons.

• Our interviews uncover other plausible reasons for poor
sanitizing practices, including side effects of sanitizing
and the time required for sanitizing.

Finally, we provide suggestions for device manufacturers
on how and when to present the right information to users
for more informed sanitizing decisions. We also highlight

the importance of retailers sharing their device sanitizing
practices for returned devices to better safeguard users’ data.

2 Background and Scope

Before disposing of personal devices, confidential data can
be removed in a variety of ways depending on the device type
and operating system. Garfinkel and Shelat [9] define sanitiz-
ing as removing confidential information from storage before
repurposing, retiring, or disposing of electronic devices. Fur-
thermore, confidential information should be removed using
processes that result in a low probability of recovery using
existing data recovery tools and techniques.

Most modern devices (with the exception of cameras and
drives) have a device sanitizing function often labelled as
“Factory Reset,” “Erase All Content and Settings,” or “Se-
cure Wipe” [24, 25, 27]. This function is generally designed
to remove all user data and applications while leaving the
operating system and factory-installed applications. Apple’s
support website for iOS explains that deleting files makes
files inaccessible but does not remove them from the device,
so before selling or giving away a device, “Erase All Content
and Settings” should be run [25]. Apple’s iOS Security Guide
further explains that the “Erase All Content and Settings” op-
tion wipes the encryption keys to the user data, leaving all
personal data inaccessible. On the other hand, Android and
Samsung only mention that a “Factory Reset” will remove
all data [24, 26]. Windows 10 provides two “Factory Reset”
options and clearly explains what each does [27]. If the user
chooses the “Data Erasure” option, it removes files and cleans
the drive. It suggests when to use it (“If you’re planning to
donate, recycle, or sell your PC, use this option”) along with a
rough time estimate (“This might take an hour or two”) along
with the advantage (“... it makes it harder for other people to
recover files you’ve removed”).

However, these sanitizing functions differ between device
types, operating systems, and underlying hardware, and the
desired outcome depends on the device’s encryption status.
This is further complicated by the lack of public informa-
tion on how a device is sanitized and whether the provided
“Factory Reset” function properly sanitizes the device. Shu et
al. [22] showed that the “Factory Reset” function on several
Android devices fails to sanitize the device. Similarly, Wei et
al. [28] identified challenges when sanitizing SSDs, includ-
ing the requirement of invoking the SSD controller’s secure
erase function. They also demonstrated that the SSD con-
troller’s built-in secure-erase command often fails to sanitize
the device.

Simply deleting files, like on a smartphone, is insecure as
these files can be easily recovered. Deleting files removes only
the record of that file in a table, leaving files data on the drive
with the potential to be fully recovered [8]. Manually deleting
data prior to disposing of the device is not recommended due
to the high probability of data recovery. Standard methods for
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formatting drives leave data on the drive recoverable using
commercially available software [8].

Given the variety of devices and the lack of publicly avail-
able information, it is challenging to identify methods that
properly sanitize devices. Therefore, in our study, we refrain
from commenting on whether the “Factory Reset” or format
option that users employed properly sanitized the device. We
instead focus on users’ perceptions, practices, and misconcep-
tions when sanitizing old devices for disposal.

3 Related Work

Prior works have investigated specific areas of data deletion
and consumer data privacy on second-hand devices and
in the cloud. In this section, we discuss prior works that
measure device sanitizing practices in-the-wild and users’
perceptions of data deletion for online services. One line of
research has explored approaches to securely delete digital
data given different capabilities of adversaries, as well as how
secure deletion approaches can be integrated into systems at
different interfaces to protect against specific adversaries [20].
However, these works are only tangentially related since we
focus on users’ perceptions and practices when disposing
of old personal devices. Interested readers are referred to
Reardon et al. [19].

3.1 Device Sanitizing In-the-Wild
Previous research into personal data on disposed-of devices
has focused primarily on measuring what proportion of
disposed-of devices had recoverable personal data. The sem-
inal work in this area was the 2003 study by Garfinkel and
Shelat [9], which investigated personal data on second-hand
hard drives purchased mostly through online auctions. They
reported recovering large amounts of sensitive information.
Only 9% of the hard drives had been properly sanitized (zero-
filled) with most of the remaining drives having recoverable
data, including 675 Microsoft Word documents and thousands
of email messages and credit card numbers.

Several recent efforts have shown that the issue that
Garfinkel and Shelat [9] identified has stayed the same. In
a 2014 study, researchers from Avast procured 20 Android
devices from eBay and found lots of sensitive data on them
including pictures (with over 1000 pictures in various states
of undress), contacts, chat logs, search history, and location
history, among others. In a 2019 study, Jones et al. [15] pur-
chased 100 second-hand phones via eBay and performed
forensic analysis to show that 19% of the phones contained
data from previous owners. This data included private emails,
intimate photos, contact lists, text messages, tax documents,
bank account details, web browsing histories, and personal
calendars. The same team of researchers bought 100 used
memory cards and showed that 67% of the cards had personal
data of the previous owners on them [3]. Researchers from

Ontrack and Blancco purchased and analyzed 159 used per-
sonal devices from the United States, Britain, Germany, and
Finland to discover sensitive data on 42% of devices, with
15% containing personally identifiable information [29].

Most of these studies perform analysis of used devices to
determine if there is recoverable personal data on them. Only
Garfinkel and Shelat propose nine plausible user-centred
explanations for the widespread data leakages on disposed-of
devices. These include lack of knowledge, lack of tools, lack
of training, tool error, and hardware failure (see Section 7). To
the best of our knowledge, our work is the first to investigate
these aspects entirely from the users’ perspective.

3.2 Users’ Perception of Data Deletion in On-
line Services

While no previous work has explored data sanitizing methods
for disposed-of devices, researchers have investigated data
deletion and expiration aspects from users’ perspectives for
online services. Ramokapane et al. [18] explored users’ un-
derstanding and practices of deleting data from cloud storage
or services. They found that the lack of information about
deletion, incomplete mental models of the cloud and deletion
within it, and poorly designed user interfaces for deletion func-
tions lead to users’ failure to delete data. Murillo et al. [17]
conducted a study and two focus groups to understand online
user data deletion, retention, and expiration. They found that
the correct understanding depended on whether users think
beyond the user interface or not. Habib et al. [13] investigated
the usability and interaction paths of data deletion options
for 150 websites. They found that while the majority of ana-
lyzed websites offered controls, they were inconsistent across
websites and sometimes rendered unusable by missing or un-
helpful information. Similarly, researchers have explored data
deletion and expiration aspects for online social networks,
including Twitter and Facebook [1, 2].

While these works may point out issues that may be true
for secure data deletion in personal devices, such as missing
or unhelpful information, consumers have a lot more control
over data deletion processes on personal devices than cloud
environments. Therefore, a focused effort needs to be carried
out to investigate these aspects for personal devices.

4 Study Design

Our survey of related works shows that device sanitizing as-
pects from the users’ perspective have largely been unex-
plored. Our main objective is to understand the privacy-related
sanitizing practices when users dispose of their old devices.
To achieve this objective, we explore the following questions:

• What do people do with their devices when they no
longer need them?
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• How do people perceive threats to sensitive data on the
devices that they dispose of?

• What steps, if any, do people take to remove the sensitive
data on their devices before disposing of them?

• Do people trust device sanitizing methods provided by
device manufacturers?

• Are people aware of, and do they understand proper de-
vice sanitizing practices when disposing of their devices?

There are several challenges to this investigation due to per-
mutations of devices, data, and possible sanitizing methods.
First, different types of devices may store different types of
data. For example, a smartphone may have personal pictures,
whereas a laptop may only have work-related data. Second,
different devices may store personal data differently. For ex-
ample, a smartphone or laptop may store data in an encrypted
format, unlike a digital camera with an external storage card.
Third, different devices may support different ways to sani-
tize the device. For example, Windows 10 provides a “Secure
Erase” feature, whereas a flash drive may require a tool to
zero-fill.

To overcome these challenges, we conducted a two-part
study. The first part consisted of a survey, which asked respon-
dents about their device disposal and sanitizing practices. We
captured this data across participants who rated themselves
at different technology proficiency levels to capture miscon-
ceptions for novice, amateur, and technology-proficient users.
This enabled us to obtain quantitative data on what consumers
do with their devices when they no longer need them, as well
as if and how they remove their data from their old devices.
To obtain qualitative data, we conducted semi-structured in-
terviews with a subset of survey respondents. We prioritized
those participants who agreed to be contacted for the inter-
view, disposed of devices across multiple device types, and
represented a reasonable diversity of technology proficiency.
The interviews enabled us to explore why many people fail to
properly sanitize their devices before disposing of them.

In the following sections, we report the recruitment process,
study procedure, and results separately for the online survey
and semi-structured interview. Note that we received approval
from our IRB for this study.

5 Online Survey

The goals of the survey are to understand how users dispose of
their devices and what steps they take to sanitize their device.
We limited electronic devices to smartphones, laptop and
desktop computers, tablets, digital cameras, memory cards,
hard drives, and flash drives as these devices are more likely
to contain sensitive data.

5.1 Recruitment and Procedure
For the online survey, we recruited respondents by placing ad-
vertisements on Facebook marketplace, Kijiji (the Canadian

Table 1: Survey Demographics (*UD = Undisclosed)

n = 131
Gender

Woman Man Other UD
68 57 2 4

Age (in years)
18–25 26–30 31–35 36–40 41–45 46–50 50+ UD

38 27 20 14 15 7 6 4
Self Reported Proficiency in Technology

Basic Intermediate Advanced UD
8 86 34 3

equivalent of Craigslist), local subreddits, and through word-
of-mouth (see advertisement text in Appendix A.1). The in-
clusion criteria were that the respondents should have recently
listed an item for sale on an online buying and selling market-
place. Participants responded to the survey on Qualtrics (see
Appendix A.2). The survey collected data from respondents
for the following data categories: (a) Demographics and back-
ground; (b) Disposal methods and reasons for not disposing
of; (c) Sanitizing methods; and (d) Sanitizing perceptions.

At the end of the survey, respondents were asked if they
wish to be contacted for a follow-up interview. For the 10-
minute online survey, participants were paid $2.

5.2 Results
For test statistics on quantitative data, Pearson’s Chi-Squared
test was used to compare categorical data, a Kruskal-Wallis
one-way analysis of variance was used to compare Likert
scale responses between respondent technology proficiency
levels, and Wilcoxon Signed-Ranks test to compare Likert
scale responses between questions.

5.2.1 Demographics and Background

Respondents were asked about their age, gender, and their
level of technology proficiency. The survey was completed
by 131 participants. Their demographics are summarized in
Table 1. It shows reasonable diversity among respondents in
terms of gender. In terms of age, while almost half of the
respondents (65/131) are 30 years of age or younger, we have
a good representation from other age groups as well. Fewer
respondents self-reported a basic proficiency in technology
as compared to those who self-reported as intermediate or ad-
vanced. This smaller proportion is somewhat expected due to
the study being advertised and conducted online and respon-
dents possibly over-reporting their technology proficiency.

5.2.2 Disposal Methods

We asked respondents what they did with electronic devices
they no longer used including smartphones, computers, tablets,

458    Seventeenth Symposium on Usable Privacy and Security USENIX Association



0 20 40 60

% Smartphone [n=131]

0 20 40 60

% Computer [n=122]

0 20 40 60

% Tablet [n=95]

0 20 40 60

% Camera [n=110]

0 20 40 60

% Drive [n=100]

Keep
Give away

Sell
Recycle
Return

Discard
Donate

Other

Figure 1: Response of participant (‘n’) to “What do you do with electronic devices you no longer use? (Choose all that apply)”
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Figure 2: Respondents’ responses to “What was the main
reason you kept an old electronic device?”

digital cameras, hard drives and flash drives (see Figure 1).
Keeping the device was the most reported action for all device
types (except for tablets), with 73% of respondents keeping at
least one device. Giving the device to a friend or family mem-
ber was the second most reported way to dispose of smart-
phones, computers, and cameras/memory cards. Giving the de-
vice to a friend or family member was the most reported action
for tablets and the third-most reported for drives (we use the
term “drives” to refer to hard drives and flash drives). Selling
and recycling old devices was a common action for all device
types, and respondents reported selling more smartphones,
computers and tablets than recycling. For cameras and drives,
respondents reported recycling more than selling. For each de-
vice type, at least ten respondents reported throwing out a de-
vice. While some respondents reported returning their smart-
phones and computers to a provider or IT department, under-
standably, this action was rare for cameras and drives. The
“other” responses were codified, and all responses referred to
some way of destroying the device or its storage medium.

Of the 95 respondents who reported keeping an old elec-
tronic device, 38% (36/95) reported keeping it as a backup,
35% (33/95) kept it due to privacy concerns, and 21% (20/95)
kept it mainly because it was not worth the hassle to sell,
donate or recycle (see Figure 2).

5.2.3 Sanitizing Methods

Respondents were asked if they removed their personal data
from the last device they sold, donated, recycled, or returned.
We only focused on the last device to simplify the survey and
maintain reasonable time constraints. If they did attempt to
remove any personal data from the device, they were asked
to select the method they used and whether all or only some

0 10 20 30 40 50 60
Percent of Respondents

Yes, Factory Reset
Yes, deleted some data

Yes, deleted all data
Yes, secure erase

No, trust recipient
No, device encrypted

No, not concerned

Figure 3: Respondents’ responses to “Did you remove any
personal data on your old device before selling, giving away,
recycling, donating, or returning it?”

personal data was removed (see Figure 3). 25% (33/131) used
a method that is known to be insecure, such as manually delet-
ing some or all data on the last device they sold, donated, re-
cycled, or returned. Few respondents (11/131) chose not to try
to remove their personal data. 62% (80/131) of respondents
reported that they used a built-in “Factory Reset” function.
Seven respondents used a tool or utility to zero-fill or secure
erase the data storage. A Chi-squared test found no signifi-
cant effect for technical proficiency (basic, intermediate and
advanced) and whether they chose to use a secure (“Factory
Reset”, zero-fill or secure erase) sanitizing method or chose
to manually delete data (χ2(2) = 1.00, p = 0.61).

5.2.4 Sanitizing Perceptions

Respondents were asked how concerned they would be if an
untrusted individual was able to access their data on an old
device on a 5-point Likert scale. Most respondents reported
that they were “most concerned” (60% (78/131)) or “con-
cerned” (24% (32/131)) about their data being accessed while
(13%) 17/131 were “somewhat concerned", (2%) 3/131 were
slightly concerned, and only (1%) 1/131 was least concerned.
A Kruskal-Wallis test examined the effect of respondent tech-
nical proficiency on the reported level of concern and found
no significant differences (H(2) = 1.33, p = 0.51).

Respondents were asked how likely they felt it would be
for two theoretical attackers, one with average and one with
expert computer skills, to recover any data from their device
after their chosen sanitizing method. On a 7-point Likert scale,
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Figure 4: Respondents’ responses to “How likely do you
believe it would be for a person to be able to recover any
personal data from the last device you sold, donated, recycled
or returned?”

(57%) 75/131 of respondents felt it was at least slightly likely
that an attacker with average computer skills could recover
their personal data (see Figure 4). With an expert attacker,
(57%) 75/131 respondents felt it was extremely likely that
the attacker could recover their personal data. A Wilcoxon
Signed-Ranks test indicated that likelihood ratings for an
expert attacker were significantly higher than the likelihood
ratings for an average attacker (Z = 8.31, p < 0.001).

6 Semi-Structured Interview

The goal of the semi-structured interview was to explore why
users fail to sanitize their devices properly. All interview par-
ticipants had already completed the survey, and the interview
was treated as an extension to the survey.

6.1 Participants
Respondents who expressed their interest in participating in
the follow-up interview and met the inclusion criteria (i.e.,
had disposed a device across two or more device categories
and were interested in a follow-up) were invited to participate.
66 survey respondents met the inclusion criteria and were
contacted over email to participate in the interviews (of which
two declined, and 29 did not respond).

6.2 Procedure
Due to the pandemic, the interviews were conducted online
(using Google Hangouts or Skype). We chose a platform
that supported video and screen sharing as it allowed us to
share screenshots of common device sanitizing interfaces
(more details to follow). We performed audio recording if the
participant consented. Otherwise, the researcher took notes.
For participating in the interview, participants were paid $20.
The interview questions were broadly categorized into the
following categories and required both categorical and free
form responses (also see questions in Appendix A.3):

• Demographic and background: We sought further de-
mographic information and general questions about their

Table 2: Interview Participant Demographics (*UD = Undis-
closed)

n = 35
Gender

Woman Man Other UD
20 14 0 1

Age (in years)
18–25 26–30 31–35 36–40 41–45 46–50 50+ UD

10 9 4 4 3 4 1 0
Annual Household Income (× $1000)

<$30 $30–74 $75–99 >$100 UD*

5 14 6 8 2
Highest Education Level

High School Undergraduate Graduate
10 20 5

Self-Reported Proficiency in Technology
Basic Intermediate Advanced

4 29 2

electronic devices and the data stored on them.

• Sanitizing methods: We asked participants if and how
they removed their personal data before the following
(when applicable): giving away the device to a friend
or family member, selling the device, donating the de-
vice, recycling the device and returning the device to a
provider, manufacturer, workplace or IT department.

• Sanitizing non-functioning devices: We asked partici-
pants what they do with the devices that they no longer
use that are broken or defective. If they sold, donated,
recycled, or threw away the device, they were asked if
they attempted to remove any personal data and how.

• Finding data: Participants were asked if they ever found
another person’s data on a device they had purchased.

• Challenges and misconceptions in device sanitizing:
We asked participants how difficult they think it is to fully
remove all data from the different device types included
in the study. We also explored the information presented
to them when they were using “Factory Reset” or wipe
procedures offered to them by the device manufacturer.
To refresh their memory, we showed them possible user
interfaces (specific to their device/OS) that are presented
to the user when they are factory resetting their device.
We collected these user interfaces for all common plat-
forms, and they included Disk Format across common
platforms (Windows, Mac, Linux) and “Factory Reset”
interfaces for Windows, iOS, and Android.

• Responsibilities: Finally, we asked participants about
the level of responsibility they feel online marketplaces,
device manufacturers, and consumers themselves should
have when it comes to practices around device sanitizing.
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6.3 Results
For qualitative analysis, two researchers independently per-
formed open coding to identify codes or themes in participant
responses to free-response questions (Q9, 14, 16, 20, 22 in Ap-
pendix A.3). Identified codes were compared and discussed
by reviewers until consensus was reached. For the qualitative
data from interviews, we report quotes from participants when
they represent a theme. In this case, we identify the number
of participants who expressed that theme and provide a repre-
sentative quote. When reporting quotes from participants, the
participant number corresponds to the respondent number in
the survey.

Table 2 summarizes the demographic information for par-
ticipants of the semi-structured interviews. Additionally, an-
nual household income levels and highest education level
achieved are reported for the interview participants. Overall,
our participant pool has good diversity for these demograph-
ics, which is important for our investigation.

6.3.1 Sanitizing Methods when Giving Away

Participants were asked if and how they sanitized devices that
they gave to a friend or family member. 60% (12/21) reported
using a built-in “Factory Reset” option citing its ease, speed,
security, and availability. 24% (5/21) manually deleted all
personal data and stated that they deleted their contacts, text
messages and photos. When asked about certain types of
data, 3/5 indicated that they forgot to remove their browsing
history, saved passwords, or saved passwords.

“I just deleted everything I could find on the phone like
apps, contacts, photos and videos. I didn’t think about any
website passwords or browsing history.” (P89)
For the giving away computers case, 47% (7/15) reported

manually deleting data. 5/7 chose this method because it was
the only method they knew. 2/7 had the knowledge of more
secure methods but did not employ them because they trusted
the recipient. Due to trust, 2/15 and 2/15 participants reported
only deleting some personal data and no data, respectively.
20% (3/15) participants used the Windows "Reset My PC"
function. The last participant manually deleted personal data
before wiping the free space with a commercial tool.

When giving away tablets, one participant did a “Factory
Reset” while one did not remove any data due to trust in the
recipient. For digital cameras, 2/4 formatted the memory card
using the camera’s user interface, 1/4 used the “Select All”
and delete option in the camera, and 1/4 did not remove any-
thing due to trust in the recipient. For drives, 1/4 participants
manually deleted data, 1/4 participants formatted the drive,
and 2/4 participants did not remove any data due to trust.

6.3.2 Sanitizing Methods when Selling

We asked participants how they sanitized devices prior to
selling them (see Figure 5). For smartphones, 93% (14/15) re-

ported using “Factory Reset”. However, 53% (8/15) reported
manually deleting all personal data before selling computers.
5/15 who reported using a manual delete method did so as
they did not know of a better method.

“I backed up files and then deleted them to the recycle bin. I
didn’t know there was anything else to it. I couldn’t take the
hard drive out because then the laptop won’t work.” (P63)

3/15 computer owners considered more secure sanitizing
methods but ultimately chose to delete their data as more
secure methods were too technical or too slow.

[On selling their Windows 7 laptop] “I just deleted all my
documents and photos. I couldn’t find a factory reset button,
so I googled it but wiping it was complicated to do.” (P36)

Only four participants reported selling their tablets —two
used a “Factory Reset” option, one deleted some personal
data manually, and one participant did not delete anything
as they were not concerned about their personal data. With
digital cameras, two participants deleted all photos manually,
and two participants sold the camera without a memory card.
No participants reported selling drives.

Participants were asked on a 7-point Likert scale how likely
they felt it would be for two theoretical attackers, one with av-
erage and one with expert computer skills, to recover any data
from the different device types that they sold (see Figure 6a
and Figure 6b, respectively). Note that, to avoid priming the
participants, we chose not to define the “average” and “expert”
attackers. While participants may attribute impossible abili-
ties to the expert attacker, this question was intended to gauge
the confidence of participants in the security of their chosen
sanitizing method. For smartphones, when participants were
asked about an average attacker, 50% (8/16) participants re-
ported a successful attack to be slightly or extremely unlikely,
whereas the remaining participants reported it to be at least
slightly likely. For an attacker with expert computer skills,
37% (6/16) participants felt it was “extremely likely” that
they could recover data.

More than half of the participants felt data recovery was
likely on computers by both types of attackers (75% (12/16)
perceived likelihood of an expert attacker recovering data
was at least slightly likely). For cameras, the likelihood
of data recovery was reported as “extremely unlikely” or
“moderately unlikely.”

6.3.3 Sanitizing Methods when Recycling or Donating

Participants were asked if and how they sanitized devices that
they had donated or recycled in the past. Participants reported
donating 23 devices in total and at least one device for each
device type. Participants reported using a “Factory Reset”
method on 58% (7/12) smartphones, 1/5 computers, and 1/2
tablets before disposal. 2/5 participants reported removing the
hard drive of a computer before donating, and one participant
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Figure 5: Participants’ responses to “Did you remove any data from the device before selling it?”
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(a) Average attacker.
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(b) Expert attacker.

Figure 6: Participants’ responses to “How likely do you believe it would be for a person with (a) average or (b) expert computer
skills to be able to recover any personal data from the last device you sold?”

reported reinstalling the OS of the tablet before donating. The
rest of the participants either reported using unsafe methods
or were not concerned about threats to personal data. For a
detailed breakdown, see Figure 9 in Appendix A.4.

Unlike when selling, giving away or returning a device,
the device does not have to be functional when donating or
recycling the device. Four participants, two with smartphones
and two with digital cameras, reported not removing any data
from their devices prior to donating or recycling them.

"The battery was dead, and I didn’t have the charger, so I
just donated it as is" (P15)

We further explore users’ sanitizing behaviours with non-
functioning devices in Section 6.3.5.

6.3.4 Sanitizing Methods when Returning

We explored sanitizing practices for devices that are returned
to a service provider, IT department, manufacturer, or retailer.
For smartphones, 3/10 participants reported using a “Factory
Reset” while 1/10 reported wiping the device in the recovery
mode. 3/10 reported manually deleting some or all data. 3/10
also reported not removing any data because either they felt
that it did not have personal data on it or they believed the
store would sanitize the device.

“I returned my iPhone to the store to upgrade to a new
model, like a trade-in. They said they wipe them, so I just
gave it to them without doing anything.” (P67)

Seven participants returned computers to IT departments or
retailers. 5/7 reported not removing any data because removal
was too inconvenient, and they hoped that the retailer would
sanitize the device before reselling them.

[On returning their laptop to the retailer] “I was going to
remove some data, but it got way too inconvenient to try
and delete everything before returning it for a trade-in. I
think they delete everything there.” (P90)

2/7 reported removing all their personal data manually. When
asked about how they manually removed all their personal
data, one participant responded:

“I made a new user account and removed the old one in the
control panel. I had to leave the laptop after an internship,
but I had put a lot of my personal stuff on it, and it was
linked to my phone.” (P21)

This method of removing personal data was a unique one
in this study. For a detailed breakdown, see Figure 10 in
Appendix A.4.

6.3.5 Sanitizing Methods for Non-Functioning Devices

Participants were asked how they disposed of and sanitized
non-functional devices. We defined non-functional devices
as devices that were broken, damaged, or defective in a way
that impacted the usage of the device, including damaged
screens, defects in data storage, battery or input, and devices
that would not power on. Participants’ responses are sum-
marized in Figure 7. Across all device types, the majority of
the participants chose to keep their non-functional devices.
Less popular choices included throwing away the device, sell-
ing the device or destroying the device. Of participants that
chose to keep non-functioning devices, 60% kept them out of
concern for their personal data.

“I kept my broken tablet because I had my kid’s pictures
on it. I kept it for privacy reasons.” (P30)
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Figure 7: Participants’ responses to “What do you do with non-functioning (broken) devices that you no longer use?”

For some participants, keeping non-functioning devices
became impractical due to the space used, resulting in the
devices being recycled without any sanitizing and with the
potential for a personal data breach.

“My wife wanted me to get rid of our pile of old smart-
phones, so I just threw them all out. They wouldn’t turn on
anyway; the batteries were dead. I have no idea what was
left on them; some are my daughter’s and son’s phones, so
I don’t know.” (P129)

Participants that had disposed of a non-functioning device
were asked if they attempted to sanitize the device first. For
smartphones, 4/9 participants attempted to remove data, while
only 2/7 participants attempted to remove data from their
broken smartphone prior to disposing of it. For a detailed
breakdown, see Figure 11 in Appendix A.4.

6.3.6 Data Left on Resold Devices

We ask participants if they had ever bought a device that had
the personal data of the previous owner on it. 12 participants
(34%) reported finding the previous owner’s personal data on
a device that they purchased. Personal data that was reported
to be found included photos, documents, and application lo-
gin credentials. These findings validate previous reports of a
major retailer selling a refurbished laptop with the previous
owner’s personal data [5]. 4/12 participants reported purchas-
ing these devices from major electronics retailers.

“I had bought an open box laptop from [a major retailer]
that had a lot of someone’s files like photos and documents.
Their OneDrive account was also logged in on the laptop.”
(P67)

6.3.7 Participant Views on Device Sanitizing

To further understand participants’ perception of the device
sanitizing process, we asked them the level of difficulty
(“Easy”, “Intermediate”, “Difficult/Impossible”) they faced
when they sanitized a device in the past for all the device
types that they sanitized in the past (see Figure 8). For smart-
phones, 43% (15/35) participants felt it was “Easy”, 46%
(16/35) felt it was “Intermediate” and 11% (4/35) felt it was
“Difficult/Impossible” to securely remove all data. For tablets,

22181410622610141822
Number of Participants

Camera
Computer

Drive
Smartphone

Tablet

                                    ♦ Easy    ♦ Intermediate    ♦ Difficult or impossible

Figure 8: Participants’ responses to “How difficult do you
believe it is to securely remove all data from these devices?”

participants’ responses were similar to those for smartphones.
For computers, only 20% (7/35) found it “Easy,” 31% (11/35)
found it “Intermediate,” and 49% (17/35) found it “Diffi-
cult/Impossible. For digital cameras and drives, 43% (9/21)
and 40% (10/25) participants felt it was easy to securely re-
move all personal data, respectively. However, no participant
previously reported using a secure sanitizing method (exclud-
ing participants that removed the memory card). This indi-
cates that secure sanitizing procedures are not widely known
for digital cameras and drives, and as a result, users falsely be-
lieve that manually deleting all data is adequate for sanitizing.

To assess the impact of usable device sanitizing methods,
we asked participants if the difficulty to securely remove data
has ever made them reluctant to sell or donate a device. 74%
(26/35) participants answered “yes,” and 26% (9/35) answered
“no.” 57% (20/35) strongly agreed that they would be more
likely to purchase a device that they knew had a feature to
securely remove all personal data, compared to one that did
not. Finally, to determine the impact of a secure data removal
feature on the future sale of a used device, participants were
asked if they would be more likely to sell a device if it had
a feature to securely remove all personal data. 77% (27/35)
strongly agreed, and 14% (5/35) somewhat agreed.

Participants were asked whether the information conveyed
by the “Factory Reset” feature assisted them when they were
selling their device. Only 7/30 and 3/23 participants agreed
that it assisted them when selling their smartphones or com-
puters, respectively. For a detailed breakdown, see Figure 12
in Appendix A.4. Participants were asked to determine where
the responsibility lay for their data privacy when selling de-
vices. 94% (33/35) somewhat or strongly agreed that online
marketplaces should explain the risks associated with selling
used devices and how to securely sanitize used devices. 80%
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(28/35) strongly believed that device manufacturers should
make it easier to securely remove all personal data.

7 Discussion

We summarize and apply our results in two ways. First, we
revisit the reasons for poor sanitizing practices among users
hypothesized by Garfinkel and Shelat [9] in light of our find-
ings. Second, we report new reasons for poor device sanitizing.
Finally, we provide suggestions for improvement.

7.1 Revisiting Garfinkel and Shelat
Garfinkel and Shelat propose nine possible reasons why users
frequently fail to sanitize their disk drives. While we cover
devices of different types, their possible reasons may be appli-
cable in a broader sense given the nature of storage mediums.
We use the qualitative and quantitative findings from our study
to validate their explanations (quoted verbatim in headings
and italics).
Lack of knowledge. (“The individual simply fails to consider
the problem.”) We find no evidence to support lack of knowl-
edge as a source of poor device sanitizing practices. While
participants displayed a lack of concern and lack of training
or incompetence, all participants appeared to understand the
problem well. It is plausible that awareness of the problem has
increased due to media coverage or the overall improvement
in the technology proficiency of the population.
Lack of concern for the problem. (“The individual consid-
ers the problem, but does not think the device actually contains
confidential information.”) We find some evidence for this:
2% (3/131) survey respondents reported not removing data
from the last device that they disposed of (to untrusted recipi-
ents) because they were not concerned. Interview participants
were asked this question for each device type, and nine partic-
ipants reported disposing of a device without removing data
for at least one device type because they were not concerned.
The codified responses indicate that 3/9 participants did so be-
cause they did not consider data to be sensitive, for example:

“I bought a new laptop but it broke and I had to return it
for a new one. I only had it for a few weeks so I wasn’t
concerned” (P60)

Lack of concern for the data:. (“The individual is aware
of the problem—that the drive might contain confidential
information—but doesn’t care if the data is revealed.”) Dur-
ing the survey, no participant answered “least concerned” if
an untrusted individual was able to retrieve data off of their
devices and only 3% answered “slightly concerned.” The rest
(97%) answered “moderately” to “very concerned.” However,
the interview responses of participants who disposed of a de-
vice because they were not concerned, suggest otherwise. 3/9
participants indicated that they did so because of the lack of
concern for data. Their responses were similar to:

“I was not concerned with the info on this phone, I just
used it for calls, emails and texts, what would anyone do
with that? ” (P129)

Failure to properly estimate the risk. (“The individual is
aware of the problem, but doesn’t believe that the device’s
future owner will reveal the information”) 3/9 interview par-
ticipants who did not sanitize their device reported not being
concerned partially due to the hope that the future owner will
sanitize it and not reveal their information. Their responses
were similar to:

“I only used it for web browsing and email so I didn’t care
about erasing it. I think the person who bought it will reset
it.” (P23)

Seven participants also reported that they relied on retailers
to sanitize their returned devices. This choice is also influ-
enced by other factors, such as the amount of effort required
to sanitize. Their comments were similar to:

“I was going to remove some data but it got way too in-
convenient to try and delete everything before returning it
for a trade-in. I think they delete everything there." (P90)

Despair. (“The individual is aware of the problem, but doesn’t
think it can be solved.”) The majority of survey participants
(60%) believed that a person with average computer skills
would be able to retrieve data from a sanitized device. Despite
the belief that sanitizing methods were imperfect, participants
still sanitized their devices. During the interview, we asked
participants how difficult they believe it was to fully remove
all personal data from devices (“Easy,” “Intermediate,” “Dif-
ficult/Impossible”). While 4/35, 4/35, and 3/35 participants
reported it to be “Difficult/Impossible” for smartphones, cam-
eras, and drives, respectively, 20 participants reported it to
be “Difficult/Impossible” for computers. This despair may be
driven by a lack of training.
Lack of tools. (“The individual is aware of the problem, but
doesn’t have the tools to properly sanitize the device.”) Since
Garfinkel and Shelat’s work, free disk sanitizing tools have
become widely available. However, these tools may not be
readily accessible to the users and resources and information
about these tools may be difficult to comprehend by non-
expert users. These aspects are more related to the training or
competence of the users and are discussed below.
Lack of training or incompetence. (“The individual at-
tempts to sanitize the device, but the attempts are ineffectual.”)
Even though deleting data does not sanitize disks, 25% of
survey respondents deleted some or all data from their devices
before disposal. 34% of interview participants made the same
mistake and trusted this unsafe method for device sanitizing.
During interviews, five participants reported that deleting files
was the only sanitizing method known to them. Even with
the knowledge that manual data deletion may not be the best
option, one participant reported using it due to their inability
to make a more secure method work:
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[On selling their Windows 7 laptop] “I just deleted all
my documents and photos. I couldn’t find a factory reset
button so I Googled it but wiping it was complicated to do”
(P36)

Tool error. (“The individual uses a tool, but it doesn’t behave
as advertised.”) The wide use of manual delete coupled
with the misunderstanding of participants that it is a secure
device sanitizing choice is due to tool error. Four participants
even reported using manual delete specifically because they
believed it was secure. The prompt shown to users when
emptying the “recycle bin” on Microsoft Windows reads:
“Are you sure you want to permanently delete all of these
items?”(emphasis ours). This seemed to be a source of
confusion for several participants.

“It said it would be permanently deleted if I emptied the
recycle bin” (P104)

Garfinkel and Shelat make this observation as well, noting that
users falsely believed the format command removed all data
from the drive because of the warning that “ALL DATA ON
NON-REMOVABLE DISK DRIVE C: WILL BE LOST”.
Hardware failure. (“...a computer failure might make it seem
that the hard drive has also failed, when in fact it has not”) Six
interview participants reported disposing of devices that no
longer function without attempting to sanitizing them. How-
ever, these participants acknowledged that the device may still
contain data, but believed it would be unlikely for someone
to recover the data on a broken device with comments like:

“I had a laptop with a broken trackpad. I recycled it at
[Major Retailer]. It was too hard for me to delete any-
thing with the keyboard and the battery was dead so I
just recycled it without the charger hoping it wouldn’t be
recovered." (P68)

7.2 Barriers to Secure Sanitizing
Our study shows that the majority of Garfinkel and Shelat’s
plausible explanations contribute to poor device sanitizing
practices. We also note the following contributing factors.
Side effects of sanitizing. During interviews, 2/35 partici-
pants complained that if they were to use an existing tool to
secure erase their computer, they would be left with an un-
bootable computer that would be difficult to sell. Reinstalling
the operating system and drivers is outside the expertise of
most users. Additionally, most computers now ship without
the operating system installation disks and instead rely on
recovery partitions on the computer’s hard drive. Using disk
wiping software would effectively erase this partition requir-
ing the creation of installation media on another computer
(which the user may not have access to) [12]. For example:

“There is a wipe software called DBAN my IT friend said
to use but if I use that the computer won’t boot anymore

because Windows will be wiped out. I wouldn’t have sold
it if it didn’t work.”(P19)

Removing the storage media before disposing of the de-
vice is a secure method. However, three participants reported
issues selling or donating without the storage media, such as
the device no longer being operational or having less resale
value. One participant commented:

“I used the delete all button on a Canon camera before
donating. I donated it with my memory card so someone
could actually use it.”(P109)

Slow sanitizing process. Secure erase requires zero-filling
storage media (the process for SSDs is more complicated
and involved (see Wei et al. [28]). Five interview participants
choose to use a less secure sanitizing method because a more
secure one would take too long. For example:

“It takes way too long to delete everything, even removing
programs took forever so I deleted the “My Documents”
folder then gave it away.” (P68)

Missed data. While manually deleting data is not a secure
erase method, it provides some protection against new own-
ers who are not actively looking for data remnants. During
the interviews, participants who manually deleted data were
asked about their deletion process and how they deleted cer-
tain types of data. Their responses indicate that while they
deleted their personal data, they often forgot about data saved
in applications such as browsing history, saved passwords in
the browser’s password manager, and application credentials.
This oversight was reported by seven participants.

7.3 Improving Device Sanitizing Practices
When discussing potential improvements, we focus on widely
used device types and platforms, specifically: Windows and
macOS for computers and Android and iOS for smartphones.
We discuss potential ways device manufacturers, retailers, and
used marketplaces can help improve sanitizing practices.
Device Manufacturers. Device manufacturers can influence
poor sanitizing practices that are due to the lack of training or
incompetence and tool errors. When emptying the “recycle
bin” or formatting the drive on Windows 10, users are
informed that the “data will be permanently deleted.” iOS
(v14.4) and Android (v10) provide similar messages (“This
photo will be deleted. This action cannot be undone.” and
“Permanently delete 1 image?”, respectively). These messages
warn users so they do not accidentally delete data making
it (possibly) non-recoverable. However, such prompts create
confusion from a sanitizing perspective. Apple’s support
website provides a more informed message saying: “...delet-
ing files makes files inaccessible but does not remove them
from the device” [25]. A message that warns users about their
data being inaccessible without creating confusion regarding
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device sanitizing is much needed. However, more exploration
is needed to ensure that such a message is appropriate for
users with different technology proficiency levels.

The message provided on Apple’s support website is infor-
mative, but it is not presented to users at the right moment.
This message needs to be presented to users when they empty
the “recycle bin” or format devices or operating systems. Per-
haps AI tools could be used to address this gap by detecting
patterns of deletion that characterize device sanitizing and
suggesting secure erase methods. Another possibility is to re-
mind users to sanitize their devices when they unlink accounts
from a device, as this is often done before disposal.

Finally, the information provided for the “Factory Reset”
method needs reconsideration. During interviews, only 7/30
and 3/23 participants agreed that the information provided by
the “Factory Reset” method assisted them when selling their
smartphones or computers, respectively. The support websites
of Android and Samsung only mention that a “Factory Reset”
will remove all data without providing further details [24, 26].
Apple’s iOS support page provides more details about the
secure erase of the decryption key. The “Reset Device” inter-
face of Windows 10 provides an elegant solution. The user
is presented with two options—“Data Erasure on” or “Data
Erasure off”. Between them, it clearly explains the purpose
(device reset due to issues vs. preparing to sell) and advan-
tages (fast vs. making data recovery difficult) of each. Such
options may help users make more informed choices.
Retailers and Used Marketplaces. During the interviews,
several users said that they relied on the retailers to sani-
tize their used devices after they returned or exchanged them.
However, the policies and procedures adopted by retailers to
sanitize the device are not communicated to people and are
imperfect [5]. When accepting used devices, retailers should
provide information regarding how devices will be sanitized,
potentially informing about the data erasure standard that will
be followed (e.g., NIST 800-88 [16]).

Participants were asked to determine where the responsi-
bility lay for their data privacy when selling devices. 94%
(33/35) somewhat or strongly agreed that online marketplaces
should explain the risks associated with selling used devices
and how to sanitize used devices. While arguably these mar-
ketplaces have an ethical responsibility to inform the sellers
about potential risks and ways to sanitize their devices, the
economics of this action needs more investigation. On the
one hand, transparency about such risks may stop sellers from
selling their devices and on the other hand, with the availabil-
ity of information on how to sanitize the devices, more people
may be willing to sell their used devices.

8 Limitations

This study has several reasonable limitations intrinsic to stud-
ies on human participants. First, it relies heavily on self-
reported information, which may be limited by the partic-

ipants’ memory or subjective views. Second, participants may
be inclined to provide biased responses to avoid embarrass-
ment or to provide what they feel are favourable responses.
Furthermore, due to the pandemic, advertising for and partic-
ipation in the study was exclusively online. This may have
reduced the number of older participants or participants with
basic technology proficiency. As these limitations are not eas-
ily preventable, we focus on limitations specific to this study.

During the study, there was a gap of up to a month between
the survey and the interview for some participants. This gap
was introduced since we waited for all surveys to be com-
pleted before the interview. During this gap, participants may
have changed their device sanitizing methods. However, as
the majority of the devices discussed in the interviews were
sold before the survey, this gap is unlikely to have a significant
impact on our findings. Furthermore, participants reported
their disposal methods and experiences that happened sev-
eral months ago. Their recall of the disposal methods may
not have been accurate. While we presented them with “fac-
tory reset" interfaces for specific platforms (if needed), they
likely experienced an interface with some variation. Finally,
the behaviour of some participants may be influenced by the
presence of device encryption, but we did not explore this.
Exploring how device encryption changes users’ behaviour is
a possible future work.

9 Conclusion

We conducted a survey with 131 participants and a semi-
structured interview to understand why users adopt unsafe
practices when disposing of their old devices. Our investiga-
tion provides evidence that the unsafe practices are due to
the lack of knowledge, misleading prompts and descriptions
provided by device manufacturers, time constraints, possi-
ble side effects of sanitizing, and the delegation of sanitizing
to retailers without a clearly defined policy from them. Our
study provides little or no evidence for some of the previously
suggested reasons for improper device sanitizing practices.
Finally, we suggest possible improvements in user prompts
and descriptions that can be adopted by the device manu-
facturers to mitigate the misconceptions of users. With the
more frequent disposal of devices containing personal data,
our findings will help researchers, device manufacturers, and
retailers improve device sanitizing practices for consumers.
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A Appendices

A.1 Recruitment Advertisement

The following text was used to recruit participants from Face-
book Marketplace, Kijiji, and local sub-reddits.
Title: Help with a research study and earn $2 for your partici-
pation
Body: Researchers from the University of Guelph are look-
ing for participants for a study on understanding threats to
personal data in the second-hand economy. You are eligible
to participate in this study if you:

• are 18 years or older

• have currently listed an item for sale on online buying
and selling market place like Facebook Marketplace or
Kijiji

The study will be performed as an online survey that
will take approximately 10 minutes and you will receive $2
for your participation. This research has received ethics ap-
proval (Research Ethics Approval Number 19-06-009). If
you are interested in participating, please send an email to
jceci@uoguelph.ca

A.2 Online Survey

The following multiple choice questions were asked during
the online survey.
Demographic Information.

1 How old are you?
(a) 18-25 years old; (b) 26-30 years old; (c) 31-35 years
old; (d) 36-40 years old; (e) 41-45 years old; (f) 46-
50 years old; (g) Over 50 years old; (h) Choose not to
respond

2 What is your gender?
(a) Woman; (b) Man; (c) My gender identity is not listed
above; (d) Choose not to respond

3 Which of the following best describes your level of pro-
ficiency with technology like smartphones or laptops?
(a) Basic (I can perform basic tasks such as sending
emails or browsing the internet);
(b) Intermediate (I can perform intermediate tasks such
as changing the settings or installing new applications);
(c) Advanced (I am capable of writing source code)

Electronic Device Lifecycle. For this study, electronic de-
vices refers specifically to electronic devices that can hold
personal data such as cell phones, smartphones, laptops, desk-
top computers, tablets, portable hard drives/flash drives, mem-
ory cards and cameras.

4 When you no longer use an old device for any rea-
son, what actions have you taken with your old device?
(choose all that apply) (Each of the following action is
asked for the following device types: Smartphones, Lap-
tops, Tablets, Cameras and memory cards, and Hard
drives/flash drives.)
(a) Sell; (b) Give to friend/family; (c) Return/exchange
to provider/IT department; (d) Recycle; (e) Throw in
garbage; (f) Donate; (g) Keep; (h) Other; (i) I have never
stopped using a device of this type.

5 You have answered other to one or more of the above.
Please list the other actions you have done with old
devices below. (A box for free form text input is provided)

6 On a scale from 1 to 5, how concerned would you be if
someone (who was not a trusted friend or family mem-
ber) was able to retrieve the data off of your old devices?
(5-point Likert scale “Least Concerned” - “Most Con-
cerned”)

Personal Data and Old Devices.

7 [IF sold, donated, recycled or returned an old de-
vice] You previously answered that you have sold, do-
nated, recycled or returned an old device. Did you re-
move or attempt to remove your personal data before
selling it? (If you have sold, donated, recycled or re-
turned multiple devices, answer for the most recent.)
(a) No, I trust the recipient;(b) No, I am not concerned
about the personal data on the device; (c) No, the device
is encrypted so my personal data is safe; (d) Yes, I did a
“factory reset” or “erase all content”; (e) Yes, I did a zero-
fill or secure erase; (f) Yes, I deleted all data manually
(i.e., deleting all files); (g) Yes, I deleted some sensitive
data.

8 [IF disposed a device] How likely do you believe it
would be for a person with AVERAGE computer/IT
skills to be able to recover any personal data from the
device you sold, donated, recycled or returned? (If you
have sold, donated, recycled or returned multiple devices,
answer for the most recent.) (7-point Likert scale “Ex-
tremely Likely” - “Extremely Unlikely”)

9 [IF disposed a device] How likely do you believe it
would be for a person with EXPERT computer/IT skills
to be able to recover any personal data from the device
you sold? (If you have sold, donated, recycled or returned
multiple devices in the same category, answer for the
most recent.) (7-point Likert scale “Extremely Likely” -

“Extremely Unlikely”)

10 [IF kept an old device] You previously answered that
you kept an old device, what was the main reason you
kept the device? (if you have kept multiple devices, an-
swer for the most recent.)
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(a) Not worth the hassle of selling or donating; (b) Pri-
vacy concerns; (c) Kept it as a backup; (d) Other (A box
for free form text input is provided to specify other)

A.3 Semi-Structured Interview
The semi-structured interview contained both multiple choice
questions (an extension of the online survey) and free form
responses to questions that further explored the responses of
the participants.
Additional Demographic Information. First, I am going
to ask you some additional demographic information about
yourself.

1 Which of the following best describes your HIGHEST
level of education?
(a) Some high school; (b) Completed high school; (c)
Some college/university; (e) Apprenticeship training and
trades; (f) Completed college/university; (g) Some grad-
uate education; ; (h) Completed graduate education; (i)
Professional degrees; (j) Choose not to answer

2 Which of the following best represents your annual
household income?
(a) Less than $30,000 ; (b) Between $30,000 and
$74,999; (c) Between $75,000 and $99,999; (d) Over
$100,000; (e) Choose not to answer

3 Which of the following best describes your level of pro-
ficiency with technology like smartphones or laptops?
(a) Basic (I can perform basic tasks such as sending
emails or browsing the internet);
(b) Intermediate (I can perform intermediate tasks such
as changing the settings or installing new applications);
(c) Advanced (I am capable of writing source code)

Electronic Device Lifecycle. Next, I am going to ask you
about what you do with old devices you no longer use. For
this study, electronic devices refers specifically to electronic
devices that can hold personal data such as cell phones, smart-
phones, laptops, desktop computers, tablets, portable hard
drives / flash drives, memory cards and cameras.

4 What type of data do your old devices contain or pre-
viously contained? (choose all that apply) (Each of the
following action is asked for the following device types:
Smartphones, Laptops, Tablets, Cameras and memory
cards, and Hard drives/flash drives.)
(a) N/A; (b) Contacts; (c) Emails; (d) Photos; (e) Adult
Content; (f) Personal adult content (myself or partner);
(g) banking info / credit card; (h) Text and instant mes-
sages; (i) Passwords; (j) Personal videos; (k) Browser
history.

5 On a scale from 1 to 5, how concerned would you be
if someone was able to retrieve the data off of your old

devices? (choose all that apply; choose N/A for devices
you have not owned) (5-point Likert scale “Least Con-
cerned” - “Most Concerned”; User provides answer for
each of the following categories: smartphones, laptops,
tablets, cameras and memory cards, hard drives/flash
drives)

[IF gave a device away] Giving Devices Away.

6 You previously answered that you have given an old
device to a friend or family member. Did you attempt
to remove your personal data before giving it to them?
(If you have given away multiple devices in the same
category, answer for the most recent.) (Each of the fol-
lowing action is asked for the following device types:
Smartphones, Laptops, Tablets, Cameras and memory
cards, and Hard drives/flash drives.)
(a) No, I trust the recipient;(b) No, I am not concerned
about the personal data on the device; (c) No, the device
is encrypted so my personal data is safe; (d) Yes, I did a
“factory reset” or “erase all content”; (e) Yes, I did a zero-
fill or secure erase; (f) Yes, I deleted all data manually
(i.e., deleting all files); (g) Yes, I deleted some sensitive
data; (h) N/A.

7 If response was yes to previous question, researcher
asked how was the data erased or how was the device
wiped or reset. If applicable, researcher asked partici-
pants to tell the steps taken for each device type and ask
why participants used a certain method.

[IF sold a device] Selling Old Devices.

8 You previously answered that you have sold an old de-
vice. Did you remove or attempt to remove your personal
data before selling it? (If you have sold multiple devices
in the same category, answer for the most recent.) (Each
of the following action is asked for the following de-
vice types: Smartphones, Laptops, Tablets, Cameras and
memory cards, and Hard drives/flash drives.)
(a) No, I trust the recipient;(b) No, I am not concerned
about the personal data on the device; (c) No, the device
is encrypted so my personal data is safe; (d) Yes, I did a
“factory reset” or “erase all content”; (e) Yes, I did a zero-
fill or secure erase; (f) Yes, I deleted all data manually
(i.e., deleting all files); (g) Yes, I deleted some sensitive
data; (h) N/A.

9 If response was yes to previous question, researcher
asked how was the data erased or how was the device
wiped or reset. If applicable, researcher asked partici-
pants to tell the steps taken for each device type and ask
why participants used a certain method.

10 How likely do you believe it would be for a person with
AVERAGE computer/IT skills could recover any per-
sonal data from the device you sold? (If you have sold
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multiple devices in the same category, answer for the
most recent.) (7-point Likert scale “Extremely Likely” -

“Extremely Unlikely”)

11 How likely do you believe it would be for a person with
EXPERT computer/IT skills could recover any personal
data from the device you sold? (If you have sold multiple
devices in the same category, answer for the most recent.)
(7-point Likert scale “Extremely Likely” - “Extremely
Unlikely”)

12 You previously answered that you have sold an old de-
vice in the past, which personal data category would you
be most worried about a buyer accessing? (If you have
sold multiple devices in the same category, answer for
the most recent.)
(a) N/A; (b) Contacts; (c) Emails; (d) Photos; (e) Adult
Content; (f) Personal adult content (myself or partner);
(g) banking info / credit card; (h) Text and instant mes-
sages; (i) Passwords; (j) Personal videos; (k) Browser
history.

[IF donated or recycled a device] Donating or Recycling
Devices.

13 You previously answered that you have donated or recy-
cled at least one old device. Did you remove or attempt
to remove your personal data before donating or recy-
cling it? (If you have sold multiple devices in the same
category, answer for the most recent. Answer N/A if
you have not donated or recycled a device of that type.)
(Each of the following action is asked for the following
device types: Smartphones, Laptops, Tablets, Cameras
and memory cards, and Hard drives/flash drives.)
(a) No, I trust the recipient;(b) No, I am not concerned
about the personal data on the device; (c) No, the device
is encrypted so my personal data is safe; (d) Yes, I did a
“factory reset” or “erase all content”; (e) Yes, I did a zero-
fill or secure erase; (f) Yes, I deleted all data manually
(i.e., deleting all files); (g) Yes, I deleted some sensitive
data; (h) N/A.

14 If response was yes to previous question, researcher
asked how was the data erased or how was the device
wiped or reset. If applicable, researcher asked partici-
pants to tell the steps taken for each device type and ask
why participants used a certain method.

[IF returned a device] Returned Devices.

15 You previously answered that you have return at least
one old device to the provides, IT department or man-
ufacturer. Did you remove or attempt to remove your
personal data before returning it? (If you have returned
multiple devices in the same category, answer for the
most recent. Answer N/A if you have not donated or

recycled a device of that type.) (Each of the following
action is asked for the following device types: Smart-
phones, Laptops, Tablets, Cameras and memory cards,
and Hard drives/flash drives.)
(a) No, I trust the recipient;(b) No, I am not concerned
about the personal data on the device; (c) No, the device
is encrypted so my personal data is safe; (d) Yes, I did a
“factory reset” or “erase all content”; (e) Yes, I did a zero-
fill or secure erase; (f) Yes, I deleted all data manually
(i.e., deleting all files); (g) Yes, I deleted some sensitive
data; (h) N/A.

16 If response was yes to previous question, researcher
asked how was the data erased or how was the device
wiped or reset. If applicable, researcher asked partici-
pants to tell the steps taken for each device type and ask
why participants used a certain method.

[IF disposed a non-functioning device] Non-Functioning
Devices.

17 For each device type, which of the following best de-
scribes what you have done with a non-functioning
(broken, damaged) device you no longer use? (If you
have had multiple non-functioning devices in the same
category, answer for the most recent. Answer N/A if you
do not have not had a non-functioning device of that
category.) (Each of the following action is asked for the
following device types: Smartphones, Laptops, Tablets,
Cameras and memory cards, and Hard drives/flash
drives.)
(a) Donate or recycle it; (b) Destroy it; (c) Throw it in
the trash; (d) keep it; (e) Sell or give it away; (f) N/A.

18 You have previously answered that you have donated,
recycled, sold, or given away a non-functioning device
before, did you attempt to remove your personal data
first? (If you have had multiple non-functioning devices
in the same category, answer for the most recent. Answer
N/A if you do not have not had a non-functioning device
of that category.)
(a) No, I believe it would require too much effort for
someone to retrieve my personal data; (b) No, my device
was encrypted; (c) No, I haven’t considered my personal
data privacy in this case; (d) No, I don’t know how to or
it was too difficult to remove my personal data; (e) Yes,
I removed or attempted to remove my personal data.

19 You previously answered that you have thrown away
a non-functioning device before, did you attempt to re-
move your personal data first? (If you have had multiple
non-functioning devices in the same category, answer
for the most recent. Answer N/A if you do not have not
had a non-functioning device of that category.)
(a) No, I believe it would require too much effort for
someone to retrieve my personal data; (b) No, my device
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was encrypted; (c) No, I haven’t considered my personal
data privacy in this case; (d) No, I don’t know how to or
it was too difficult to remove my personal data; (e) Yes,
I removed or attempted to remove my personal data.

20 If response was yes to previous question, researcher
asked how was the data erased.

Personal Data on Purchased Devices.

21 Have you ever purchased an electronic device that had
personal data from the previous owner/user?
(a) Yes; (b) No; (c) Maybe

22 If response to the last question is yes, the researcher
asked what type of data did they find from the previous
owner? What device or device type was it? (iPhone,
laptop, etc.)

Protecting Personal Data.

23 How difficult do you currently believe it is to fully
remove all personal data from the following devices?
(Each of the following action is asked for the following
device types: Smartphones, Laptops, Tablets, Cameras
and memory cards, and Hard drives/flash drives.)
(a) Easy; (b) Intermediate; (c) Difficult or Impossible;
(d) N/A

24 I think the following is true about the "Reset Device"
feature on my laptop or personal computer:
(a) It does not provide information that assists me in sell-
ing the device to a stranger; (b) It provides information
that assists me in selling the device to a stranger; (c) N/A
or Unknown

25 I think the following is true about the "Reset Device"
feature on my smartphone:
(a) It does not provide information that assists me in sell-
ing the device to a stranger; (b) It provides information
that assists me in selling the device to a stranger; (c) N/A
or Unknown

26 When users are selling a used electronic device, I feel it
is the responsibility of the following entities to inform

users about the threats to personal data on the device:
(4-point Likert scale responses“Strong responsibility”,

“Some responsibility”, “No responsibility but should as-
sist”, “No responsibility”)
(a) Online platform/store (e.g., Kijiji or eBay); (b) Sell-
ers themselves; (c) Device manufacturers (e.g., Apple or
Samsung)

27 Has the difficulty to remove data from a device ever
made you reluctant to sell or donate that device?
(a) Yes; (b) No

28 I believe that classifieds/online marketplaces should ex-
plain the risks associated with selling used devices and
how to properly wipe used devices. (5-point Likert scale

“Strong agree” - “Strongly disagree”)

29 I believe that device manufacturers should make it easier
to securely remove all personal data from electronic
devices. (5-point Likert scale “Strong agree” - “Strongly
disagree”)

30 If an electronic device had a feature to securely remove
all personal data, I would be more likely to purchase that
device compared to a device that did not. (5-point Likert
scale “Strong agree” - “Strongly disagree”)

31 If an electronic device had a feature to securely remove
all personal data, I would be more likely to sell the de-
vice when I no longer required it. (5-point Likert scale

“Strong agree” - “Strongly disagree”)

32 The researcher asked participants to rank the following
terms in regards to how effective they are at removing
and preventing recovery of personal data from a com-
puter or electronic device before selling or recycling
it: “Clean the drive”, “Delete all files”, “Erase the hard
drive”, “Secure erase the hard drive”. (If two choices
are equally effective, they were asked to assign them the
same rank. The researchers noted the confusions that
participants had regarding the use of these terms.)

A.4 Detailed Interview Findings
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Figure 9: Participants’ responses to “Did you remove any data from the device before donating or recycling it?"

0 1 2 3 4

Smartphone

0 1 2 3 4 5 6

Computer

Yes, Factory Reset
Yes, Deleted All Data

Yes, Deleted Some Data
Yes, Other Wipe

No, Not Concerned

Figure 10: Participants’ responses to “Did you remove any data from the device before returning it to a provider, IT department,
manufacturer or retailer?"
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Figure 11: Participants’ responses to “Before you sold, gave away, returned, threw away, recycled or donated the broken device,
did you remove any data from it?"
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Figure 12: Participants’ responses to “If you have used the reset feature in the past, did it provide you with any information that
assists you when selling the device to a stranger? For example, if information is recoverable."
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Abstract
Smart home assistants such as Amazon Alexa and Google
Home are primarily used for day-to-day tasks like check-
ing the weather or controlling other IoT devices. Security-
sensitive use cases such as online banking and voice-
controlled door locks are already available and are expected
to become more popular in the future.

However, the current state-of-the-art authentication for
smart home assistants consists of users saying low-security
PINs aloud, which does not meet the security requirements
of security-sensitive tasks. Therefore, we explore the design
space for future authentication mechanisms.

We conducted semi-structured interviews with N = 16
Alexa-users incorporating four high-risk scenarios. Using
these scenarios, we explored perceived risks, mitigation strate-
gies, and design-aspects to create secure experiences. Among
other things, we found that participants are primarily con-
cerned about eavesdropping bystanders, do not trust voice-
based PINs, and would prefer trustworthy voice recognition.
Our results also suggest that they have context-dependent (lo-
cation and bystanders) requirements for smart home assistant
authentication. Based on our findings, we construct design rec-
ommendations to inform the design of future authentication
mechanisms.

1 Introduction

Voice-controlled smart home assistants find their way into
more households every year. Gartner estimates that, by the

Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
without fee.
USENIX Symposium on Usable Privacy and Security (SOUPS) 2021.
August 8–10, 2021, Virtual Conference.

year 2025, half of the knowledge workers will use voice assis-
tants every day [10]. Currently, voice assistants offer entertain-
ment (e.g., playing music, games), information gathering (e.g.,
weather, cooking recipes), and personal planning (e.g., calen-
dar, task list). They are also a control hub for smart home IoT
devices, such as smart light bulbs or heating. However, ven-
dors already work towards new and more security-sensitive
use cases for these assistants. Voice-based online shopping
allows users to order goods without interrupting their current
activity. Compatible locking systems permit users to open
doors via voice commands [7]. Capital One, a technology-
focused bank in the U.S., uses the Amazon Alexa platform
to offer bank services such as retrieving account informa-
tion, including their current balance, or paying credit card
bills [12].

However, as Abdi et al. [2] found, security and privacy
concerns hinder user adoption of these new use cases for
voice assistants. Amazon Alexa, a widespread voice assistant
that supports online shopping, currently only offers an op-
tional voice code to authenticate users before their purchase.
This simplistic authentication method is insufficient for more
security- and privacy-critical tasks. Hence, voice assistants
need more robust protection mechanisms. Our community
already invested a significant effort in developing and im-
proving authentication mechanisms for various tools and use
cases [9, 14, 20]. However, designing authentication for voice
assistants comes with unique challenges since they usually do
not offer I/O methods beyond the voice channel. This limita-
tion makes transferring existing authentication mechanisms to
voice assistants difficult. Hence, we need device-appropriate
authentication mechanisms for voice assistants. Developing
these starts with finding all viable forms of authentication that
users trust.

In this work, we explore the design space of authentication
with voice assistants in a user-centered way. We conducted
semi-structured interviews with N = 16 participants that in-
cluded four scenarios. These scenarios depicted different sit-
uations in which the protagonists perform security-sensitive
tasks with a voice assistant. We evaluated the transcribed in-

USENIX Association Seventeenth Symposium on Usable Privacy and Security    475



terviews using Thematic Analysis [11] to explore the design
space. Our contribution includes findings on: (1) users’ per-
ception of threats, (2) users’ mitigation strategies in security-
sensitive circumstances, (3) users’ expectations for authen-
ticating with voice assistants, and (4) implications for the
design of future authentication mechanisms. Our results show
that users see bystanders in hearing range as a potential
threat to their security and privacy. Their main mitigation
responses focus on limiting their use of security-sensitive
features. Hence, developing alternative user-trusted authenti-
cation mechanisms is crucial to facilitate adoption of security-
sensitive use cases. The participants appreciated the low-effort
interaction with voice assistants and expected similar from au-
thentication. Voice-based biometric authentication fulfills that
criterion and was frequently suggested for authentication. In
social situations, participants reported discomfort with voice
code authentication and privacy-sensitive tasks. Hence, an
additional discreet mode for voice assistants potentially im-
proves adoption rates. Participants described that their trust in
security mechanisms builds with experience. Therefore, we
suggest that voice assistants provide a demonstration mode
for security- and privacy-related features.

2 Related Work

Our work builds on different areas of prior work: security
and privacy of smart home environments as well as voice
assistants, alternative authentication schemes for voice user
interfaces, and users’ risk perceptions and mitigation strate-
gies.

2.1 Security and Privacy of Smart Homes

Zeng et al. [39] studied users’ mental models of smart home
systems and threats. They found incomplete mental models
of how IoT devices, including voice assistants, interact with
each other and with back-end cloud services. Building upon
this work, Zeng and Roesner [40] explored users’ security and
privacy issues in a month-long in-home study. They identified
several open challenges, most importantly incorporating voice
assistants into access control systems so that they can become
effective control hubs for smart homes. In this context, they
highlight the importance of sophisticated voice-based authen-
tication, which motivates our study.

Yao et al. [37] conducted a co-design study with users
and non-users of smart home technologies to investigate their
privacy concerns and needs. They identified key design factors
for smart home privacy controls, including authentication for
multiple users and access control.

Zimmermann et al. [43] studied potential users’ mental
models of smart homes. Their participants had sparse mental
models of smart home systems, and almost all of them were
concerned about their personal data’s security.

Yao et al. [38] used three scenarios to study bystanders’ pri-
vacy perceptions in smart homes, i.e., people living in or visit-
ing smart homes where they are not primary users. Bystanders
were concerned about the video and audio data collection and
demanded privacy controls tailored to them specifically. Fur-
thermore, the authors highlight how the users’ role in smart
homes, e.g., system owners and bystanders, can strain their
relationship.

2.2 Security and Privacy of Voice Assistants

Huang et al. [18] examined privacy perceptions and coping
strategies of users sharing voice assistants. They found that
users with limited mental models did not understand how the
system shares their data with other users. In contrast, partic-
ipants with more advanced mental models were concerned
about the immature technology, e.g., voice recognition to
distinguish users. The authors highlight the need for more so-
phisticated authentication mechanisms to tackle these issues.

Lau et al. [21] conducted a diary study and interviews to
shed light on privacy perceptions and privacy-seeking behav-
iors around voice assistants. They found that voice assistant
users did not entirely understand privacy risks and frequently
traded privacy for increased convenience. Non-users were
concerned about privacy and security, partially because of
their limited trust in voice assistants’ manufacturers.

Chalhoub and Flechais [13] report similar findings from
their qualitative study exploring the effect of user experience
(UX) factors on voice assistant users’ security and privacy.
They found that common security and privacy features, such
as muting, were not user-friendly. As a response, users dis-
abled features or disconnected their devices.

Zhang et al. [41] describe the Dolphin Attack, a novel tech-
nique that utilizes ultrasonic audio signals to inject commands
into smart home voice assistants. These commands are in-
audible to humans and exploit the non-linearity property of
current microphones, which is why they treat high-frequency
sounds similar to genuine human speech. The authors by-
passed the biometric voice authentication of up-to-date smart
home voice assistants by combining this attack with users’
resampled legitimate audio snippets. Roy et al. [29] build
upon this work, extending the attack range from 1.5m to 7.6m
using an array of speakers. Sugawara et al. [34] developed an
attack called LightCommands. By exploiting a vulnerability
in micro-electro-mechanical systems (MEMS) microphones,
this technique allows an attacker to inject commands via a
potent light source. Since these commands are transmitted
by light, attackers can inject them from afar while victims
cannot hear them. The authors report a successful command
injection over a distance of 75m with a laser beam aimed at a
Google Home device behind a glass window. Lei et al. [22]
make use of channel state information in Wi-Fi networks
to detect human presence in a room. Assuming that most
attacks happen during users’ absence, VUI systems only ac-
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cept commands if someone is present at that time. Related
work identified a gap between users’ expectations of potential
threats and technically feasible attacks. Using our study, we
also want to increase our knowledge about this gap and laying
the groundwork to reduce it in the future.

2.3 Authentication for Voice User Interfaces
(VUIs)

Feng et al. [14] designed a wearable-based authentication
scheme for VUI. Their system verifies VUI commands by in-
dependently recording voice commands from skin vibrations.
Hence, this method provides continuous authentication. They
tested different designs for the wearable, such as earbuds,
necklaces, and glasses.

Blue et al. [9] proposed a similar scheme using a second
microphone-equipped device, e.g., a smartphone. By mea-
suring the direction of arrival of each voice command, their
system can detect whether the speaker is closer to the VUI
or the second microphone. Assuming that users carry their
smartphone on them during VUI interaction, the system only
deems nearby commands authentic.

Kwak et al. [20] employed machine learning to differentiate
genuine user commands from malicious input.

Zhang et al. [42] developed a system for speaker liveness
detection. By extracting features in the Doppler shifts, they
can distinguish audio generated by an artificial speaker from
a human voice. Their system enhances voice authentication
by protecting from common threats, e.g., Replay Attacks.

The presented authentication systems build upon assump-
tions about how users interact with VUIs and how they per-
ceive the system. In this work, we use qualitative methods
to explore the underlying design space, thereby laying the
groundwork for future authentication systems taking users’
security and privacy needs into account.

2.4 Users’ Risk Perceptions and Mitigation
Strategies

Several other works used methodological approaches similar
to this paper’s to investigate users’ risk perceptions and mit-
igation strategies outside of the smart home context. Many
of their findings are observable across various systems and
technologies. Hence, they potentially apply to voice assistants
as well.

Harbach et al. [16] studied Internet users’ risk awareness.
The results indicate that most of the 210 participants were
aware of general risks. The authors state that users are aware
of seven risks on average, which significantly vary across
persons, populations, and the interaction’s context. They high-
light that existing security measures often focus on technical
risks of which users are less aware. Since users have a lim-
ited compliance budget, the authors argue that they might not
adopt measures that do not directly address their perceived

relevant risks. Furthermore, the authors propose improving
risk communication and education to support the users’ risk
perception.

Ruoti et al. [30] conducted interviews with middle-aged
suburban parents about their online security posture. They
found that users weigh the trade-offs between gained secu-
rity and necessary effort when choosing security mechanisms.
Due to participants’ perception that complete security is un-
obtainable, they less frequently adopt cost-intensive coping
strategies. They identified a four-step process users pass
through where they first learn about a new security threat
(e.g., by news reports), evaluate their personal risk (ignoring
threats perceived as unlikely), estimate the damage in terms
of the effort they have to invest after a breach, and selecting
an appropriate coping strategy after weighing the costs and
benefits.

Stobert and Biddle [33] studied coping strategies that users
apply when managing passwords. They found that some of
the most prominent mitigation strategies, e.g., writing down
passwords or reusing them, seem to disregard popular security
advice. The authors argue that this behavior is not caused by
users’ insufficient risk perceptions but rather that users make
rational choices based on their personal resources.

3 Methodology

We chose semi-structured interviews building on previous
works [8, 39] to answer the following research questions:

RQ1 Which attackers and threats are users concerned about
when performing high-risk tasks via voice-controlled
assistants in a smart home environment?

RQ2 Which potential mitigation strategies do users apply to
protect themselves?

RQ3 Which properties does an authentication system for voice
assistants need such that users perceive it as secure?

3.1 Procedure

We briefed participants on the topic and purpose of the study
and how data is processed and handled. All participants signed
consent forms that permitted audio recordings. Our interview
guideline (presented in Section A) consists of three parts.
First, we asked a series of warm-up questions regarding our
participants’ general Alexa usage and experiences with the
online shopping feature.

In the second part of our interview guideline, we presented
participants with four scenarios on vignettes. These included
pictures and short textual descriptions of an interaction be-
tween a user and their smart home assistant. Prior work
showed that scenarios are a useful tool for examining users’
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perceptions and mental models of a system [2, 4, 19, 36]. Vi-
gnettes allowed participants to immerse themselves into situ-
ations, which would have been more difficult using interview
questions alone. Vignettes are closer to reality than abstract
questions and might reduce social desirability bias by allow-
ing interviewers to ask questions less directly [26].

Scenarios The scenarios combined four security-sensitive
tasks with different situations. These situations vary in two
aspects: the number of bystanders and the location, namely
inside or outside the house. Most of the presented functions
are currently not available in central Europe. The scenarios
are as follows:

• Dinner. This scenario combined the task of transferring
a small amount of money during a dinner party with
friends. The use of Alexa can be convenient since the
user is sitting at a table. Several bystanders might eaves-
drop on the interaction. However, these people are, to
a certain degree, trustworthy as they are close acquain-
tances. The corresponding image shows a laid table with
several people around, chatting in a light atmosphere.

• TV. This scenario involves users and their partners. We
selected the activity of paying a reoccurring bill since
this is a typical task concerning both partners while also
being less casual and less frequent. The picture associ-
ated with this scenario depicts two people sitting in a
living room on a couch in front of a running TV.

• Door. We combined the task of unlocking the front door
with the scenario of coming back from grocery shopping.
A typical task that users perform while outside the house.
The situation includes the user carrying several bags,
making unlocking doors more difficult. This setting jus-
tifies the use of a voice-controlled smart home assistant.
No other people are immediately present in the scene.
The picture shows a person carrying bags of groceries
next to a car, a blue sky in the background indicates that
the scene takes place outside.

• Hands. We coupled the task of checking a transaction
history with gardening work, making the protagonist’s
hands dirty. We included children as potential bystanders.
We described them as running around and screaming,
meaning they do not pay immediate attention to the user
while still being present. Also, this scenario does not
feature a dialog with Amazon Alexa. In this description,
we do not refer to Alexa nor include a device in the
image to leave room for the interviewee to imagine how
an interaction could play out. At the same time, this
allows us to explore alternative interaction mechanisms,
potentially not involving Alexa.

We presented the scenarios in random order. During on-
site interviews, we presented the vignettes on printed and

laminated cards face-down to participants. For remote inter-
views, we showed participants a website that displayed four
face-down cards. In both cases, we flipped and discussed the
cards in the participants’ chosen order. Section C presents the
full vignettes that we used for the interviews. We provided
pen and paper for note-taking to participants or asked them
to send us their drawings by email during remote interviews
respectively.

After letting them read the description text and look at the
image, we asked participants which problems they think could
arise in such a situation. We did not ask about security-related
problems to avoid priming participants in a specific direc-
tion. If participants mentioned no security-related problems,
we followed up with respective questions, e.g., whether they
thought the voice code included in the scenario was useful
or not. Then, we explored threats that participants identified
and asked them to think of any other actors posing threats
and their potential mitigation strategies. We investigated what
interviewees thought might be useful to them and which miti-
gation strategies they would apply in the given scenario, with
the threats described above in mind. We repeated this pro-
cess for all four scenarios. Afterward, we asked participants
to summarize all four situations and to think about possible
similarities and differences between the scenarios, possibly
applying the insights they gained in a later scenario to an
earlier one. This recapitulation also helps to focus partici-
pants on details they might not have noticed before (e.g., the
number of people present in the scenario) and think about the
consequences introduced by said factors.

In the third and final part of our interview guideline, we in-
cluded some demographic questions, mostly used to describe
our sample. We included two standardized scales in this sec-
tion, namely the ATI scale [15] and the CFIP scale [32].

After each interview, we asked the participant about any
remaining questions, reiterated the study’s purpose, and ex-
plained why we designed the interview guideline and the
vignettes as presented. We also explained the current situation
regarding security, and most of all, authentication, on Amazon
Alexa and comparable VUIs.

Accessibility One blind Alexa user participated in our study.
We adapted our study material to ensure accessibility and ex-
changed the printed vignette cards with two separate audio
recordings: To have a clear distinction between vignette de-
scriptions and interview questions, one author, who was not
the interviewer, narrated the picture displayed on top of the
card. In a separate audio file, the narrator read the correspond-
ing text aloud. We used a computer-generated voice similar
to the one from Alexa to illustrate interactions with the voice
assistant. Providing two recordings allowed the participant to
replay each part separately.

Pilot Interviews We pilot-tested our interview guideline
with two on-site and two remote interviews. Based on the
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findings, we decided how much time to allocate as well as
financial compensation. We dropped one interview question
as it was too ambiguous; we also modified the presentation
of the door vignette to clarify the scenario. We excluded the
pilot interviews from the final dataset.

3.2 Thematic Analysis
We transcribed the data at an orthographic level, including
non-verbal utterances only when we deemed them essential
for the semantic of a phrase (e.g., a participant laughing while
saying something, indicating it was a joke). Afterward, we
read and re-read the data to get an even better understanding,
taking notes of interesting details and basic patterns.

We chose to analyze our data using a thematic analysis ap-
proach, as described by Braun and Clarke [11]. We conducted
the interviews in English and German, coded the resulting
data in German, and later translated the codebook to English.

To construct a codebook, two researchers performed open
and axial coding on a subset of four interviews. First, we
performed open coding, then met to resolve disagreements
and re-coded the data. Krippendorff’s alpha was 0.50 before
and 0.94 after the discussion and re-coding step, indicating
a high agreement. Then, we performed axial coding (on the
same subset of interviews) to identify higher-level themes.
Then, another subset of four interviews was coded with a
Krippendorff’s alpha of 0.83, indicating a strong agreement
between the two coders. At this stage, the existing codebook
covered most of the data’s aspects, so we only sparingly intro-
duced new codes. Finally, one researcher coded the remaining
interviews using the codebook agreed upon in the previous
discussion.

3.3 Recruitment and Participants
We mainly recruited Alexa users because Alexa has the largest
share of the smart speaker market, and its (security-sensitive)
shopping feature is well-developed and widespread. However,
we also welcomed participants who had experience with other
types of voice assistants.

In total, we recruited 16 participants in Germany (9), Aus-
tria (6), and Italy (1); five of them via flyers around our in-
stitution’s campus, three participants over mailing lists; six
via convenience sampling; and two via snowball sampling.
We stopped recruiting new participants after we reached sat-
uration for our target population, i.e., Amazon Alexa users
from Central Europe without computer science background.
Due to the COVID-19 pandemic, we conducted ten interviews
online and six in person at our department. We compensated
all participants with a 15 Euro Amazon voucher, which is in
line with similar studies [19, 39].

In total, we recruited seven women and nine men. Their
average age was 29.31 (σ = 10.69, median = 26.5). Four-
teen participants had at least completed high school, with

seven holding a bachelor’s degree (or equivalent), and two
holding a master’s degree (or equivalent). We also measured
the participants’ affinity for technology interaction using the
seven-point ATI scale [1]. The average ATI score was 4.1
(σ = 0.76, median = 3.83), which is above the population-
wide average of 3.5. To assess people’s privacy concerns we
used the seven-point CFIP scale [17]. The average CFIP score
was 5.76 (σ = 0.71, median = 5.93).

3.4 Ethical Considerations
Our institution’s ethical review board (ERB) reviewed and
approved our study. We followed our principle of minimizing
the collection of personally identifiable information (PII) as
far as possible. We stored and processed data in line with the
GDPR and our institution’s ethical regulations. We collected
informed consent from all participants and informed them
how we would process their data. If participants had further
questions or wished to withdraw their consent afterward, they
could use the provided contact information.

3.5 Positionality Statement and Expectations
In the spirit of constructivism, we assume that our personal
views as researchers shape every part of a study, from study
design to data analysis to reporting. Here, we want to make
our a priori expectations (similar to Krombholz et al. [19]
and Braun and Clarke [11]) transparent. We focus on the
expectations that influenced the design of the four scenarios.

We expect that the presence of bystanders (esp. considering
the familiarity between the user and the bystander), the loca-
tion in which users perform a task, and the task’s perceived
security-sensitivity (esp. considering financial risks or poten-
tial risk of a property’s physical security) are most likely to
influence the participants’ responses.

E.g., we expect users to neglect the threat of other IoT de-
vices listening in on their actions but hypothesize that they
perceive bystanders as potential risks. Furthermore, we expect
that users have incorrect assumptions about the security of
authentication methods and the kind of threats they mitigate.
Regarding mitigation strategies that users employ, we expect
to find that people refrain from using the system entirely or
only use security-critical features when bystanders are not
present. Some users might use Alexa’s whisper mode to pre-
vent other people from overhearing a sensitive conversation.

4 Results

We now present the exploratory findings of the design space
for smart home assistant authentication. When analyzing our
data, we focused on answering our research questions stated
in Section 3. This chapter is structured according to the cate-
gories we developed during the axial coding step. First, we
cover the perceptions of threats. Users were concerned about
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different attackers that could affect them in the presented
scenarios. They also reflected on trust in certain groups of
people or entities. Next, we report mitigation strategies that
participants considered to protect themselves. These mitiga-
tion strategies improve our understanding of how participants
use these systems and which practices they adopt to mitigate
threats. Finally, we present essential properties for secure and
usable smart home assistant authentication we discovered
during our data analysis.

For easier readability, we refer to individual participants
with labels P1-16 throughout this section.

4.1 Concerns about Attackers and Threats
We answer RQ1 by reporting perceptions of threats and at-
tackers that users were concerned about when performing
security-sensitive tasks on a voice assistant. We found that
most users perceived bystanders as potential threats. Both
familiar (e.g., family, friends) and less familiar (e.g., neigh-
bors, casual visitors) bystanders could be present during an
interaction with Alexa, meaning that the voice code used for
authentication could be eavesdropped on by an intentional
attacker or an accidental listener.

Insiders We discovered several conflicting perceptions
about insiders as a threat. Similar to previous work [18, 24],
almost all participants agreed that they trust their friends in
general, however, we found that this does not always extend
to security- and privacy-related affairs. P7 states: “I trust
my friends, but not with my money.” Correspondingly, most
interviewees showed a more extensive amount of trust to-
wards a partner, some of them even willingly sharing their
authentication code. Others, however, expressed concerns that
a partner might become a threat if the relationship were to end
on bad terms. Previous work by Levy et al. [23] and Marques
et al. [25] suggests widespread adversarial behavior between
family members. Lastly, we found the perception that children
are a potential threat, depending on their age. P4 explains that:

“Children are usually quite bright and soak everything up like
a sponge, and I think they could use that somehow, the voice
code, to make transfers or top up their phone.”

When we asked participants about the possible motivation
of insider threat actors, they suspected that friends and chil-
dren would prank them. While such pranks usually do not
cause much harm, they present an inconvenience that most
participants prefer to avoid.

Criminals Participants also considered more serious attack-
ers such as criminals, both on- and offline, which is in line
with results of previous work [2, 16, 18, 30, 43]. In the pre-
sented scenarios, criminals could be especially motivated by
the potential high financial gains. As also reported by other
researchers [39, 43], physical access to their home proved to
be a primary and widespread protection measure within our

sample. In our specific scenarios, interviewees showed aware-
ness of several attack vectors, namely eavesdropping, Replay
Attacks, and brute-force attacks on voice codes. Participants
expected attackers to employ readily available devices such
as microphones to capture a user’s interaction with a voice
assistant. While most thought such an attack would need to
happen in situ, a few interviewees were aware of voice sam-
pling techniques using arbitrary audio of a user to produce
adversarial samples.

In the context of personal finance scenarios, participants
were concerned about remote attackers interfering with their
devices over the Internet. These attackers could exploit
Alexa’s vulnerabilities to eavesdrop on a user’s voice code or
inject malicious commands directly, in both cases bypassing
authentication. Some interviewees also suspected that attack-
ers use other IoT devices to monitor users and interfere with
voice assistants. Similarly, some were aware of malicious
skills as potential attack vector.

Untrustworthy or faulty infrastructure Due to past ex-
periences, interviewees expressed concerns about technical
issues impeding a secure interaction with Alexa. They high-
light that failures of the speech-to-text system might lead to
wrong or unauthorized commands getting executed, marking a
security breach. These findings add to results by related work,
demonstrating how unintended or miss-interpreted voice com-
mands can lead to violations of users’ privacy [24] and frus-
tration during authentication [35]. Schönherr et al. [31] found
over 1000 triggers for Amazon Alexa, Google Assistant, and
other smart home assistants in TV-shows, news, or audio-
books.

Finally, almost all users expressed privacy concerns when
it comes to sharing data with Amazon. High-risk tasks such
as money transfers can involve sensitive data that participants
were uncomfortable sharing with a company they suspected
of employing targeted advertisement or selling data to third
parties. Storing user data renders data leaks on the back-
end of the system possible, potentially due to cyberattacks.
Finally, some users also explained that Amazon or its employ-
ees might eavesdrop on a user’s voice code and use it against
their will.

4.2 Mitigation Strategies
We address RQ2 by reporting the participants’ mitigation
strategies. Users largely agreed they would refrain from using
an authentication system they perceive as insecure, especially
if they consider the use case non-essential. This matches users’
coping strategies in other contexts, e.g., online shopping or
setting up smart home systems [2, 18, 24, 39]. Our findings
suggest that users generally perceive Alexa as a luxury item
that facilitates tasks but does not enable previously unavail-
able features. Hence, using Alexa for security-sensitive tasks
is just an additional attack surface for the participants. As P4
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phrases it: “I wouldn’t use any of the skills described here
because the effort- or the comfort-to-risk ratio is not prof-
itable for me.” We found, similiar to Abdi et al. [2], that users
preferred employing personal computers or smartphones as
fall-back authentication method. Mainly because users have
pre-established trust with these devices.

We found that users employ a trial-and-error strategy to
build up trust and improve their understanding of the protec-
tion provided by authentication systems. By trying out the
system under typical attacking conditions, users could gain
trust in a novel mechanism. We found a go-to attack for this
technique is mimicking a legitimate user’s voice. Users would
test voice biometric authentication by “sit[ting] in front of it
quite often and try[ing] it out while disguising my voice, to
see whether Alexa still recognizes me or not.” (P10). Most
interviewees had not used voice-based authentication before
and did not trust a system without hands-on experience. We
found that both positive past experiences and a lack of nega-
tive ones can give users a sense of security. P1 explains this
as follows: “there may be some [security] issues with the
payment method I’m currently using, but I’ve done it so often
and I’m so familiar with it that I feel safer because of that.”

We found that eavesdropping was the users’ prime concern.
Hence, interviewees presented various mitigation strategies
for this threat. The most prominent one was moving to another
room if several bystanders were present, e.g., in the scenario

“Dinner”. Huang et al. [18] reported similar user concerns and
coping mechanisms in a less security-sensitive task: making
phone calls via voice assistants. We found that there exist
specific situations in which users do not desire voice interac-
tion. Some participants stated that this was due to an awkward
feeling when talking to a computer, which can be perceived
as “admitting to being lazy” (P10) because a user does not
carry out tasks themselves, delegating them to a computer in-
stead. Furthermore, interaction over voice can draw unwanted
attention to the user. Participants expressed a desire for dis-
creet interaction options, especially for money-related tasks;

“money is always a delicate topic and you don’t want to address
that in front of everyone” (P4). Using the whisper mode of
Alexa can be a less obtrusive operation mode. Participants
also stated that this mode potentially mitigates eavesdropping.
However, this input feature was perceived as less elegant and,
consequently, not fitting into “the Alexa lifestyle” (P6).

Another mitigation strategy for eavesdropping was chang-
ing the code regularly. By doing so, participants expected that
a leaked code would no longer be valid during an attack. Sim-
ilarly, interviewees described more complex codes as hard to
remember and, therefore, also difficult for an eavesdropper to
pick-up. We found that users believed they could recognize
on-going attacks against their devices while present. P7 notes:

“Inside the house, no real sound can get through. If someone
stands in your garden and yells: ALEXA! [. . . ] then you prob-
ably hear it too.” Therefore, attacks would mainly occur while
they were away from home. In this case, participants desired

stronger than usual security measures. Our findings suggest
that users are not aware of attacks injecting inaudible voice
commands, possibly from outside the house [34, 41].

While participants did not perceive voice codes as an ade-
quate authentication mechanism for general use cases, some
interviewees talked about its positive effects. A voice code
can be an effective mitigation strategy against accidentally
executed commands since, unlike regular voice commands,
participants did not imagine saying their code in a casual
conversation. Some interviewees perceived the code as a min-
imum security mechanism protecting them from their friends’
or children’s pranks. They preferred using a code over having
no security measures. P9 explains that it “just gives another
layer of security, so my friend couldn’t just come into my house
and be like: Alexa, pay the utility bill!” Several participants
mentioned remote attackers as a concern, though none could
think about mitigation strategies against this threat. Partici-
pants did not talk about preventive measures such as keeping
systems up to date during the interviews. This observation is
in line with Anell et al.’s findings [6].

4.3 Important Properties of Authentication
Systems

We present important aspects of authentication systems for
voice assistants we identified to address RQ3. These prop-
erties showed to be crucial for users’ perception of security
when performing security-sensitive tasks.

Building Trust

Our participants’ perception of security in the context of sen-
sitive tasks on voice assistants was tightly couple with trust
in the system. This matches findings about privacy percep-
tions in shared-user settings by Huang et al. [18] those of
bystanders in smart homes by Yao et al. [38]. Participants
did not trust a new system out-of-the-box. However, they de-
scribed several ways to establish trust, especially towards an
authentication system. One reoccurring theme was that users
transferred trust from a trusted entity to a new system it sup-
ports. Interviewees named mostly banks as an example of
such an entity, but also PayPal and energy providers. Partici-
pants stated they would trust a system more if a trusted third
party provided it directly. In the words of P8: “So if it really
came from the bank, I’d trust the whole thing more, then I’d
be more inclined to use it.” Users apply past experiences to
root their trust in entities and are convinced of these entities’
interest in keeping their systems secure.

We furthermore found that participants who describe them-
selves as “old school” (P4) were skeptical of novel systems
and perceived themselves as less likely to adopt them. In-
terviewees expected younger users to have an easier time
adjusting to a new system. As P10 states: “It is not normal
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for my mom to do banking on her phone. [. . . ] It will perhaps
be normal for the next generation to tell Alexa such things.”

Positive experiences with a system in the past led to a
higher trust in its security. Similarly, users could lose trust by
witnessing security incidents. Applying a trial-and-error strat-
egy to authentication can facilitate experiencing a system in a
shorter period. Similarly, users could establish trust by check-
ing other users’ reviews and ratings. Reading about other
people’s experiences can have a similar effect on users’ trust
as experiencing something first-hand. P1 notes: “If you read
that everything works, you have many people who rated this
if the reviews are consistently positive, that would certainly
build up trust.”

Transparency and Agency

Almost all participants stated that transparency is essential
when it comes to the perception of security. A transparent sys-
tem can enable users to make informed decisions when inter-
acting with such devices. Several participants noted that this
property did not transfer well from computers or smartphones
to smart home assistants. This attitude was partially due to the
fact that voice rendering is difficult to understand for users
as the underlying technical fundamentals and information-
sharing models are complex.Visual interaction enables users
to grasp information much quicker, as stated by P7: “When
I order on the PC, I have several options that I can grasp
directly and it is simply easier for me to take in with my
eyes than to listen with concentration.” This confirms Abdi
et al. [2] who found that visual interaction enables users to
absorb information more easily when shopping online.

Using a computer also conveyed a feeling of being in con-
trol, which we found is an important characteristic when it
comes to security-sensitive tasks. Our findings suggest that
using Alexa, in contrast, is perceived as surrendering agency
over to another party. Users no longer perceived themselves
as the active part and could only hope for the successful ex-
ecution of the process. They attributed this feeling to an in-
transparent control flow. P10 states: “It’s weird if I don’t see
when something happens. Because I say something and it hap-
pens. And then I just can’t understand whether it was done
correctly.”

Our results suggest that the personification of Alexa is a
potential factor for this perceived loss of agency. Interviewees
compared Alexa to a human operator and expressed that voice
commands felt like giving orders to an employee. This per-
ception entailed that Alexa could be affected by human error.
P7 explains: “Suppose I had a butler and I always had to
tell the butler: open the front door. I can’t trust that 100%
either. Clearly, somehow, there is a large basic trust. But even
then it’s kind of uncomfortable when you have in the back of
your mind: what if he didn’t do it, what if he forgot about it?”
Participants wished for a more transparent control flow, which
could lead to an improved understanding of involved entities

and task distribution within a system. Voice assistants could
accommodate for this by explicitly stating control switches
to the back end or third-party services.

Risk Assessment of Authentication

Users’ assessment of risks proved to be an important factor
in various contexts [18, 21, 30, 39]. Based on their personal
assessment, our participants derived variable requirements for
an authentication system. We identified an interaction’s loca-
tion as a major factor. Similar to Yao et al. [37], our findings
suggest that some locations call for stronger security measures.
Most participants agreed that the most distinctive difference
was between interactions occurring in a public space (e.g., in
front of the door) and those taking place in a private space
(e.g., the user’s home). Interactions in locations perceived
as secure could use weaker authentication mechanisms. P9
states: “If you’re inside the house [. . . ] I believe the voice
recognition and the code would suffice plenty.”

Some interviewees also distinguished between different
zones inside a home. Security-sensitive functionality could be
limited to more private areas such as an office or a bedroom.
P3 notes: “Transactions are only allowed from the study,
while for the device hanging in the children’s room, or in
the hallway area where everyone has access, only certain
things work there.” Another factor of the risk assessment is
being at home vs being away. In accordance with previous
work [37], our participants perceived the threat of security
breaches to be more prominent while they were away from
home. Authentication systems could follow this assessment
and apply stronger methods during the vacancy period.

Ruoti et al. [30] highlight how users weigh the perceived
risk against the effort needed to protect their privacy. Simi-
larly, we found that participants were comfortable with using
weaker authentication mechanisms, if they considered an in-
teraction to be low-risk. Several participants stated that they
would prefer having no voice code when checking transac-
tions. In contrast, most participants agreed that an authenti-
cation step should be in place to execute transactions. P14
explains: “I would be fine with using a voice code to see my
transaction history, even my account balance, [. . . ] but to
make a transaction, I don’t think Alexa should be allowed to
do that.” Some participants also expressed having different re-
quirements of protection depending on the amount of money
transferred. Low amounts could be sent without strong au-
thentication. Finally, a few participants explained that, since
absolute security did not exist, there has to be a trade-off. “It
just always depends on how much effort I want to put into it,
there will be no absolute privacy with such a system.” (P16)

Perception of Authentication Methods

We structured our participants’ insights on VUI authentication
according to the following four authentication paradigms.
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Knowledge-Based Authentication Participants thought of
the voice code as a low-level barrier that could primarily
mitigate casual attacks and pranks by familiar people. Similar
to classic knowledge-based authentication, interviewees were
concerned about confusing or forgetting the voice codes for
different skills. We found that users could, therefore, revert
to code reuse, also across platforms. P9 notes: “I guarantee
you if you have the voice code to open your front door that’s
gonna be your four-digit PIN for your debit card, it could be
for plenty of things in your life.” Similarly, some participants
described they would apply coping mechanisms transferred
from passwords, e.g., modifying only the last digit between
codes. This behavior entails potentially drastic consequences
for voice code leaks as they could compromise the security of
other systems as well. One participant stated that, while the
voice code was not an acceptable authentication method for
high-risk tasks, it could serve as duress mitigation. By setting
up a code for threatening situations, a user could say that code
instead of their usual authentication code, upon which the
system would initiate an emergency routine.

Possession-Based Authentication Several participants
stated that they would favor token-based authentication with
Alexa. Tokens would not be susceptible to the openness of the
voice input channel. Hardware tokens could detect the users’
physical presence, which should match the Alexa device’s
location. A close-by token would then lead to the assumption
that a legitimate user issued the voice command. P2 gives
an example of using a smartphone as a token: “Alexa can
connect to my mobile phone, it’s in the same location as I
am communicating, then I guess it’s fine.” P9 suggested that
a microphone-equipped hardware token, such as a “Fitbit”,
could be used as an authentication token. Devices carried by
the user could be marked as trusted, which allows for weaker
authentication mechanisms.

Another way how authentication with Alexa could facilitate
smartphones would be push-notifications. Some participants
expressed that getting a notification requiring confirmation
whenever a security-sensitive voice command was executed
could be a secure authentication mechanism. Similarly, OTP
devices could replace a static voice code. In contrast, some
participants stated that using an additional device for authenti-
cation would be “defeating the point of the Alexa, being able
to talk to a virtual assistant, now that you have to involve
physical things to actually pay, so at that point, you just log
into your phone and do it.” (P9)

Biometric Authentication We found that most users pre-
ferred biometric authentication due to the natural and effort-
less interaction with them. However, interviewees expressed
concerns regarding the current state of voice recognition on
Alexa. P16 states: “It recognizes you by your voice, but this
recognition sometimes doesn’t work, and I think that’s very
rudimentary.” As some participants were aware of possible

Replay Attacks, they expected future voice biometrics to dis-
tinguish live human speech from machine emitted sounds.
Interviewees highlighted annoyance caused by false negatives
as another drawback of voice recognition. Most participants
reported past experiences where voice recognition did not
function as expected, possibly due to natural variances in a
user’s voice. P12 explains: The voice is often different, let’s
say when you have a cold, for example. Voice sounds different
in the morning than in the evening. In the context of the sce-
nario “Door”, some users also brought up face recognition
as a potential authentication mechanism used in combination
with a smart home assistant.

Multi-Factor Authentication Some participants proposed
combining some of the above-described methods to form
stronger multi-factor authentication. Participants perceived
that there is a direct relationship between more authentica-
tion factors and better security. We found that the preferred
combination of authentication methods amongst participants
is knowledge-based passcodes with voice biometrics. Other
well-known high-risk systems that employ multi-factor au-
thentication, such as bank accounts, probably influenced users’
perception.

5 Discussion and Implications for Design

We discuss our main findings (i.e., the themes we identified
during the analysis) along with our recommendations for
design. We focus on aspects that were perceived as crucial for
participants to feel protected during security-sensitive tasks.

Voice Recognition as an Intuitive and Trustworthy Au-
thentication Method

In accordance with previous work [2], our participants found
that voice recognition was the most convenient authentica-
tion mechanism for voice assistants. It was perceived as a
natural way of authentication, as it resembles the human ap-
proach to identifying a familiar person, for instance, when
talking on the phone. Complementary to known results, we
found that this also holds when users perform high-sensitive
tasks such as online-banking. Some smart home assistants cur-
rently employ a form of voice recognition to distinguish users.
However, manufacturers, such as Amazon, do not yet recom-
mend it as an authentication mechanism [5]. Participants were
aware of potential shortcomings of voice recognition that re-
searchers and developers need to address before users trust
such a system. The most prominently expected feature was
liveness detection which distinguishes human voices from
speaker playback.
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Users want to Test and Experience the Effectiveness of
the Authentication Method

We observed that users initially mistrust new authentication
mechanisms they had not used before. Some users tried to
mimic other users’ voice to test voice-based authentication.
For novel biometric authentication schemes, we recommend
including a demonstration mode which participants can use
to try out the authentication process. Most state-of-the-art
systems will block access once a user reaches a threshold
of unsuccessful authentication attempts. Such systems are,
therefore, not suitable for users to test different adversarial
techniques. By including a separate sand-boxed mode that al-
lows unlimited authentication attempts, users might build trust
faster and understand novel interaction mechanisms better.
Any such demonstration mode must have the same look-and-
feel as the standard authentication process, the only difference
being that upon successfully authenticating, no real user data
is accessible. In this mode, the system should still inform
users whether their authentication attempt was successful or
not. Reynolds et al. [27] suggested a similar demonstration
mode allowing users to verify the functionality of 2FA-tokens
immediately after setup.

Users Want Unobtrusive Authentication for Social Situa-
tions

We found that participants felt uncomfortable using conspic-
uous authentication mechanisms in certain social situations.
Hence, designs of authentication mechanisms for tasks in so-
cial settings need a discreet mode. This mode would replace
the regular authentication mechanism with an unobtrusive
alternative, allowing users to perform security-sensitive tasks
without drawing attention to them. While conventional voice
recognition has shown to be a desirable option, it might not
work for settings that include several bystanders. Situations
with considerable background noise make voice recognition
inconspicuous, which, however, impedes the correct func-
tioning of the smart home assistant’s speech-to-text system,
leading to failed authentication attempts. Participants reported
having experienced such erroneous behavior before. An imple-
mentation of a new system could also automatically identify
the current social situation a user is a part of during authenti-
cation by, e.g., detecting other persons nearby or measuring
the level of background noise. The system could then dynami-
cally adapt the authentication process according to predefined
rules for different situations.

Low-Effort Interactions

We identified that effortless and straightforward user inter-
action are crucial adoption factors. Users reported that their
main reason for using a smart home assistant was the low
effort interaction with these devices, compared to computers
or smartphones. If novel authentication mechanisms diminish

the benefit of voice interaction by requiring interaction with
other devices, users were no longer willing to use them since
the perceived additional risk outweighed the benefits. Also,
participants felt that if authentication with a smart home as-
sistant required interaction with a smartphone, they could use
the smartphone to perform the task instead. Therefore, the
design of new authentication systems for use cases that are
already possible with conventional platforms has to consider
this risk-benefit analysis made by the users and reduce the
effort needed to authenticate to an adequate amount. Such
low-effort interaction could be provided by continuous authen-
tication mechanisms, as described, e.g., by Feng et al. [14].

Transparent Authentication Processes

We found that participants were unsure about the informa-
tion flow of an authentication process. Previous work [2, 38]
suggests this is also the case for the general flow of privacy-
related data in voice assistant ecosystems. In particular, which
party performed the verification of the presented authentica-
tion information in scenarios involving third parties (e.g.,
banks) was not clear to all users. While some believed Ama-
zon would authenticate the user and then get permission to
access their account, others perceived Alexa as a literal assis-
tant that takes a user’s credentials and uses them to log into
an application on the user’s behalf. Two factors reinforce the
users’ perception that Alexa uses third-party systems in the
same way a human user would: Alexa’s output does not ex-
plain whether it came from Amazon or a third party, and users
attribute human characteristics to conversational agents. To
enhance transparency and make control flow transfers from
the Alexa back-end to third-party skills easier to detect, we
propose using different voices for each subsystem. This way,
a user could instantly notice once the third-party takes over,
resolving the aforementioned uncertainty. A similar mecha-
nism to provide transparency could be having Alexa announce
handing over control to a skill and reporting back once a re-
quest has gone through. This practice could improve users’
understanding of the data flow and, consequently, result in
more informed security decisions.

Account for Varying Requirements

In line with previous work [21, 38], we found that users have
varying security and privacy requirements. In the authenti-
cation settings we studied, the two main factors were loca-
tion and bystanders. In contrast to interactions inside the
home, users were concerned about more threats for outside
scenarios. In general, users were confident that they could
detect malicious behavior from nearby bystanders. Therefore,
fewer threats were relevant for such circumstances. Also, the
security-sensitivity of the performed task affected the users’
security requirements. Most participants agreed that informa-
tion requests were less security-sensitive compared to tasks
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involving money or physical access.
If the principal user was away from home, the smart home

assistant should still be accessible or remain turned on. How-
ever, security mechanisms should become more restrictive,
especially when it comes to authentication. A possible feature
accounting for these varying requirements could be a guard
mode that, if turned on, requires stronger authentication to
turn back off. A real-life example would be an alarm sys-
tem that only the correct code can disarm. A user could turn
on the guard mode if they leave the house or go to bed at
night. Upon their return, they authenticate once using a strong
and perhaps a multi-factor authentication mechanism to turn
guard mode off and switch back to the default authentication
method, which could be weaker and less intrusive.

5.1 Limitations

Our sample included almost equal numbers of men and
women. We also managed to recruit participants with a variety
of educational backgrounds. However, the age distribution
of participants skewed towards younger participants. I.e., our
study underrepresents older users of smart home assistants.
Our sample participants score slightly above average [15]
when it comes to the affinity for technology interaction (ATI).
CFIP scores indicate that our participants were highly con-
cerned about their information privacy, indicating a further po-
tential under-representation [28]. As this study is exploratory,
we targeted users who already have experience with using
Alexa. We recruited participants from Central Europe, in part
via convenience and snowball sampling. This approach pro-
vided us with a potentially limited sample of participants.
Hence, our sample might impact how our results generalize
to other users. Future work should expand the sample to in-
clude different populations, especially underrepresented user
groups, such as people with limited visual capabilities or dif-
ficulties using conventional keyboards (e.g., upper extremity
impairment). Additionally, users of other smart home assistant
systems, such as Google Home, might be worthy of further
investigation.

We designed our scenarios around a subset of security-
sensitive tasks on smart home assistants, namely online bank-
ing and smart door locks. As these tasks are currently avail-
able in certain markets, we hoped participants might have
made some experiences with them. Abdi et al. [3] identi-
fied additional security-sensitive tasks, which future work
should investigate upon, considering the different circum-
stances users might experience during the interaction. The
most noteworthy tasks, that we did not investigate in our study,
are healthcare and home surveillance, as users perceived them
as most sensitive.

Some of our scenarios, such as the “Dinner” scenario,
might not depict real-world use cases that users would want
to engage in of their own accord. We deliberately chose edge
cases for our study to provoke a stronger reaction from the par-

ticipants and get richer data. Some of our scenarios include 4-
digit PIN authentication, as this is the current standard method
on the Alexa platform. However, as other voice assistants in-
clude different default settings (see Abdi et al. [2]), future
work might benefit from investigating how these different
authentication settings impact users’ perceptions.

We cope with potential bias introduced by our personal
expectations by making our them explicit in Section 3.5.

6 Conclusion

Our interviews explored the design space of authentication for
smart home voice assistants. As security-sensitive tasks gain
traction on this platform, developers and users call for appro-
priate authentication measures that enable privacy-preserving
functionality and protect data from unauthorized access. Cur-
rently used authentication methods such as voice codes and
biometric voice recognition proved insufficient considering
both casual and targeted attackers. Prior work has already
proposed some authentication schemes. However, no previ-
ous work has investigated the requirements for authentication
systems from a users’ perspective.

We closed this gap in the literature by reporting the results
of a qualitative user study focusing on security-sensitive tasks
on Amazon Alexa. We conducted 16 semi-structured inter-
views that included four scenarios involving high-risk tasks
with Alexa users about (1) their perceptions of threats, (2)
mitigation strategies, and (3) design factors that impact secure
interaction experience. By performing a thematic analysis,
we found that users are primarily concerned about bystanders
that can eavesdrop on their interaction with Alexa. Our par-
ticipants strongly favored biometric voice recognition as they
perceived it as a natural and unobtrusive form of authentica-
tion. However, most users noted that current systems were not
satisfying their security requirements due to being vulnerable
to familiar attacks such as the Replay Attack.

Based on the insights gained from our user study, we pro-
vided design recommendations for future authentication sys-
tems. One such recommendation is based on a key finding
that users have context-dependent requirements for authen-
tication on smart home assistants. Users perceived levels of
risk depending on the location of the interaction (e.g., inside
the home vs. outside) and the type of bystanders (e.g., fam-
ily members vs. casual acquaintances). Participants valued
effortless and straightforward interaction with smart home
voice assistants. Hence, authentication methods should strictly
avoid distracting from primary tasks.

As this study is exploratory, future work can evaluate the
findings on a broader basis. Users who have difficulties using
traditional computing devices, such as users who can not read
well, or users with visual impairment, rely on smart home
voice assistants for their daily computing needs. The security
and privacy needs and perceptions of this understudied group
should be considered in future work.
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A Interview Guideline

The guideline we used for our interviews looked as follows,
note that italic text indicates actions taken by the interviewer.

Introduction
Greet participant and introduce topic: “Hi, thank you for
taking part in this interview.” Present interviewee with consent
sheet, explaining purpose of the study. “In the following, I will
ask you some questions where I’m interested in your personal
opinions and experiences, so keep in mind there are no wrong
answers. If you feel like drawing anything throughout the

interview, feel free to use this pen and paper here. Do you
have any questions?” Answer questions of interviewee, if any.
“So let’s start with the first question!”

• How long are you using Alexa already?

– Alternative: When was your first contact with
Alexa?

• What devices are you using Alexa on?

• Where are those devices usually located?

• What are some typical tasks you perform with Alexa?

• Did you ever use Alexa for online shopping?

– If yes: Did you encounter any issues while doing
so?

– If no: Where there specific reasons for you not to
use this feature?

Scenarios

Lead over to scenarios: “Thank you for your answers so far.
Now I would like you to have a look at some scenarios. For
this interview, let’s assume that all of the following features
are implemented in Alexa, even though some of them are not
currently available.”

“Now I would like you to please take one of the scenario
cards, have a look at it and read it aloud.” Let interviewee
choose a card and flip it over.

For each scenario:

• Please identify any issues that could arise in such a situ-
ation?

– Follow up: Why do you think that is problematic?

• Can you identify threats for the user in such a scenario?

• Who could be the source of such a threat?

• What would you do to protect yourself?

Transition to next scenario: “Great, let’s continue with
the next scenario. However, we can always come back to
a previous scenario if you want to add something.” Repeat
process for all four scenarios.

After all four scenarios:

• Now that you have seen all four scenarios, what do you
think they have in common?
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Demographics
Conclude scenario part and retrieve demographic data:
“Thank you for the collaboration so far. Please take the tablet
and fill out the questionnaire there.” Hand tablet to intervie-
wee to complete the questionnaire.

• ATI scale [1]

• CFIP scale [17]

• How old are you? [free response]

• What is your gender? [free response]

• What is the highest education you have completed?
[Single-select]

– Elementary school

– Junior High school

– High school

– Bachelor’s degree or equivalent

– Master’s degree or equivalent

– PhD

– Other: [free response]

• How many people live in your household? [free re-
sponse]

• How many of them use Alexa? [free response]

Debriefing
• Do you have any final questions or marks you would like

to make?

Thank interviewee for their collaboration and bid farewell:
“Thank you again for your participation and have a nice day!”

B Codebook

The following list shows all codes and their categories we
used for analysis. The brackets next to the code signify the
overall number of occurrences in the interviews.

• Attackers and Threats

– Accidents as threat (49)

– Amazon listening in on conversations (8)

– Bystanders as threat (51)

– Criminals as threat (42)

– Cyberattacks as threat (40)

– Insiders as threat (39)

– Malicious skills as threat (2)

– Pranks as threat (19)

– Sharing data with Amazon undesirable (95)

• Biometric Authentication

– Annoyance of false negatives when using biomet-
rics (3)

– Authentication via voice recognition desirable (50)

– Risk of false positives when using biometrics (16)

– Uncertainty about security of voice recognition
(16)

– User wants Alexa in combination with face recog-
nition (17)

– Voice recognition should distinguish live voice
from replays (4)

• Building Trust

– Build/Lose trust through interaction experience
(51)

– Build trust in security mechanism via trial-and-
error (6)

– Trust from reviews (5)

– Trust in familiar people (41)

– Trust in system is transferred from trustworthy en-
tity (39)

• Knowledge-based Authentication

– Enter voice code via smartphone rather than Alexa
(25)

– High number of voice codes difficult to remember
and distinguish (30)

– User wishes for duress code (2)

– Voice code protects against unauthorized access
(27)

– Whispering the voice code protects against eaves-
dropping (3)

• Optimistic Authentication

– Optimistic authentication does not protect from
physical access (1)

– Optimistic authentication via delayed verification
(35)

• Perceptions of Alexa

– Insufficient mental model (17)

– Personification of Alexa (15)

– Uncertainty about security of Alexa ecosystem (22)

• Perceptions of Authentication
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– Properties of authentication method are transferred
from other systems (86)

• Possessions-based Authentication

– Risk of Replay Attacks when using tokens (2)

– User wishes for Alexa in combination with OTP
(25)

– User wishes for Alexa in combination with token-
based authentication (39)

• Public Sphere of Alexa Interaction

– Openness of voice interaction security/privacy rel-
evant (85)

– Reconnaissance of Alexa easily possible (4)

• Requirements of Authentication

– Multiple users use Alexa in parallel (10)

• Risk Assessment of Alexa Authentication

– Minimal protection by law (8)

– Users notice acoustic attacks on their Alexa if they
are present (3)

– User wishes for multiple authentication steps (37)

– Variable security requirements depending on loca-
tion (42)

– Variable security requirements depending on pres-
ence of user (9)

– Weighing up risks and effort of authentication ( 65)

• Risk-Benefit Analysis of Alexa

– Alexa needs justification to exist (117)

– Refrain from using the system due to security rea-
sons (37)

– Weighing up use against increased exposure to risk
(30)

• Social Aspects of Alexa Use

– Hierarchy among Alexa users (1)

– Take time for important actions (6)

– Using Alexa means being lazy (24)

– Voice interaction inappropriate in specific social
situations (31)

• Transparency and Agency

– User wishes for agency over transparent processes
(86)

• Users’ Mitigation Strategies
– Build trust in security mechanism via trial-and-

error (6)

– Change voice code regularly (11)

– Move to another room to use Alexa (30)

– Refrain from using the system due to security rea-
sons (37)

– Take time for important actions (6)

– Users notice acoustic attacks on their Alexa if they
are present (3)

– Voice code protects against unauthorized access
(27)

– Voice interaction inappropriate in specific social
situations (31)

– Whispering the voice code protects against eaves-
dropping (3)

C Scenarios

Figure 1 shows the scenarios used in all our semi-structured in-
terviews. We printed these for in-person meetings, we showed
them on a website for online meetings, and made an audio
version that included image descriptions for a blind partici-
pant.
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You gathered some friends for a dinner party at 

your place. In the middle of eating you remember 

that you owe Kim 20€ for the lunch she paid the 

other day. You want to settle this right away. 

You say: „Alexa, transfer 20€ to Kim!“ 

Alexa responds with: „OK, to transfer money, tell 

me your voice code!“ 

You: „My code is 8915.“ 

Alexa accepts the  code and the transaction 

succeeds.

(a) Dinner

  

You are in your living room watching TV when 

your partner asks, if you have already paid the 

utility  bill this month. Since you have in fact not 

done so yet, you decided to do it right away using 

your Alexa device.

You say: “Alexa, pay the utility bill!”

Alexa answers: “OK, to pay it, tell me your code!”

You: “6858”

Alexa accepts the code and the payment is 

processed.

(b) TV

  

You have just taken all your groceries out of the 

car and are about to take them inside. The front 

door is locked. Your hands are full and you don‘t 

want to put everything down again so you ask 

Alexa to do open it for you.

You say: “Alexa, unlock the front door!”

Alexa answers: “OK, to unlock the door, tell me 

your voice code!”

You: “3071”

Alexa confirms the code and the door is unlocked.

(c) Door

  

You just came back from working in the garden. 

Your kids run around the house screaming. They 

are already very excited for the upcoming school 

trip. That‘s when the question comes to your 

mind: have you already paid for that? You want to 

check if the transaction is there in your online-

banking. 

(d) Hands

Figure 1: Scenarios used in the semi-structured interview
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Abstract
Many consumer Internet-of-Things (IoT) devices are, and

will remain, subject to compromise, often without the owner’s
knowledge. Internet Service Providers (ISPs) are among the
actors best-placed to coordinate the remediation of these prob-
lems. They receive infection data and can notify customers of
recommended remediation actions. There is insufficient under-
standing of what happens in peoples’ homes and businesses
during attempts to remediate infected IoT devices. We coordi-
nate with an ISP and conduct remote think-aloud observations
with 17 customers who have an infected device, capturing
their initial efforts to follow best-practice remediation steps.
We identify real, personal consequences from wide-scale in-
terventions which lack situated guidance for applying advice.
Combining observations and thematic analysis, we synthesize
the personal stories of the successes and struggles of these
customers. Most participants think they were able to pinpoint
the infected device; however, there were common issues such
as not knowing how to comply with the recommended actions,
remediations regarded as requiring excessive effort, a lack of
feedback on success, and a perceived lack of support from
device manufacturers. Only 4 of 17 participants were able
to successfully complete all remediation steps. We provide
recommendations relevant to various stakeholders, to focus
where emergent interventions can be improved.

1 Introduction

The use of “smart” Internet-of-Things (IoT) home devices
amongst consumers is growing, where this can include

Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
without fee.
USENIX Symposium on Usable Privacy and Security (SOUPS) 2021.
August 8–10, 2021, Virtual Conference.

internet-connected home appliances, entertainment systems,
and home fittings such as smart doorbells or locks. The con-
nectivity of these devices has historically lacked sufficient
security [1, 23]. Many commonly-used IoT devices have not
only technical vulnerabilities, but also ineffective configu-
ration options for password and access permissions [3, 17].
This means that a range of consumer IoT devices continue
to be susceptible to malware infections, facilitating various
forms of abuse, from recruiting them into botnets to personal
stalking and harassment [51].

There is a direction of travel to ensure that consumers
purchase secure devices, e.g., increased awareness [48], labels
indicating security properties [22,47], and improved standards
of device design [11]. However, for the foreseeable future,
insufficiently secure devices continue to enter the consumer
market. The brunt of the efforts to clean up infected IoT
falls on both the end-users who own the devices and Internet
Service Providers (ISPs), where more than 80% of the devices
are located [14].

RFC6561 states that ISPs should notify users and ask them
to remediate the threat [44]. Helping users protect their com-
puter systems and remove infections has proven to be difficult
for PC-based malware, even where users are more likely to
have workable, effective tools available to them (for instance,
automatic OS update mechanisms [74]). In the consumer IoT
space, the conditions for user advice and remediation can be
much more constrained when it is an ISP contacting a cus-
tomer with advice; it is usually unclear what exact device, or
even general device type, has been infected, forcing the advice
to be highly generic. The lack of accessible user interfaces
makes it difficult for users to perform the required security
actions on the device they suspect is infected.

Prior work has found that notifying a user about an IoT
infection can lead to cleanup [14]. Much less is known about
the processes which take place in end-users’ homes after
receiving a message with remediation advice. When technical
experts are approached to clean a ‘smart’ personal device of
suspected malware or unwanted code, they may not be able
to confirm it is infected or prove removal of malware [33].
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We conduct our study by partnering with an ISP which
has sent notifications with remediation advice to customers
infected with Mirai malware. We specifically report on the
experiences of 17 ISP customers in their efforts to apply the
advice. Mirai is a malware family that came to prominence
in late 2016 [6], and has been referred to as the “king of
IoT malware” [49]. It continues to be the leading malware
family [39]. Following the notifications, we approached cus-
tomers to conduct remote think-aloud observations of their
attempts to follow the advice in their home, surrounded by a
variety of potentially affected devices.

We focus on the following question: How do end-users act
on remediation advice about their infected Internet of Things
device(s)? To answer this question, we documented the end-
to-end story of botnet remediation which included network
measurements to identify affected users, and device owner
engagement. Infection data received by the ISP allows us to
identify users with an infection, but also to gauge the reme-
diation success after the intervention. We combine this with
qualitative data collected during the think-aloud observations.
We make the following contributions:

• We report on the real-world, in situ experiences of 17
customers acting on advice for IoT devices suspected
to be infected with malware. We step out of controlled
lab conditions where advice that has a known outcome
is directly provided to participants. This allows us to
collect data with higher ecological validity.

• We show that users are motivated, yet the advice is con-
strained by what can be known about the location of
the infection on a home network. Many recommended
actions are in practice outcomes which users must find
a way to reach based on behaviours familiar to them.
This adds detail to the shortfalls in the last part of advice
communication for smart home users – the implications
of the best-placed stakeholders (the ISP) intervening to
communicate advice which is the best-available practice
or which has been consolidated from manufacturers, to
context-expert end-users.

• We capture the importance of advice signal design for
effective behaviour change relating to smart home secu-
rity hygiene. For this we relate our results to the Fogg
Behaviour Model [27]. We find that where the Activation
Threshold for supporting an individual to reach a target
behaviour is often treated as if it were a line to cross,
with home IoT it is more akin to an ‘Action Diffraction’.
The user is not able to do enough in a direct path to
the goal, due to limitations inherent in the environment,
such that advocated best-practice behaviours are non-
deterministic. Participants applied a range of behaviours
in an approach that appeared to have a good chance of
working but which were not definitely going to be suc-
cessful, or be confirmed as having been successful.

The context of malware infections of consumer IoT devices
is discussed in the Background (Section 2), including how
users are typically engaged to remedy consumer IoT infec-
tions. We describe our Methodology in Section 3, and Results
from our in situ sessions with participants in Section 4. The
implications of our participants’ experiences are discussed
in Section 5 and contrasted with Related Work in Section 6.
Concluding remarks and directions for future work close the
paper in Section 7.

2 Background

Many devices enter the market that lack even basic secu-
rity precautions [3]. The existence of a botnet such as Mirai
starts with the manufacturing of IoT devices, which are then
shipped, bought by retailers and later by consumers. Once
a device has been infected, it is also unclear which of these
stakeholders carries the responsibility for cleaning the device,
but manufacturers generally lack incentives to prevent and
remediate this problem [65].

2.1 Attacks on consumer IoT devices
Different malware families use different vectors to infect
vulnerable devices (such as routers, cameras and digital video
recorders) [6, 14]. In the case of Mirai, there are four stages
[6, 19, 38, 45, 68]. The first stage is to perform a brute-force
attempt to access the device using a sequence of entries from
a list of standard known username/password combinations. If
this brute-force succeeds, the newly infected device sends its
IP and username/password combination to the attacker. In the
third stage, the report server informs the loader, which loads
the malware binaries onto the device. After the binaries have
been executed successfully, they are deleted, and the device
is now part of the botnet.

Many IoT devices do not support standard user interfaces,
which makes it difficult for customers to change the standard
passwords (assuming a device has such a feature to begin
with, which may not be the case [26]). Even where a device
has an adequate interface, many users prefer having a working
device as soon as possible over going through security-related
installation steps (such as replacing the standard password)
thoroughly [40] (where the inter-connected nature of smart
homes means this may include securing the entire home net-
work). End-users who do care about security may lack knowl-
edge to perform the right actions, due to the heterogeneity of
IoT devices [5, 78].

2.2 Improving consumer IoT security
Information about the security qualities of IoT devices can
potentially be difficult to find. One avenue of research focuses
on supporting consumers to make informed choices about the
smart home devices they buy in the first instance (e.g., security
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labels [22, 47] and consumer guides [48]) Another area of
focus has been to ensure that device design matches user
needs; this has been noted regarding specific requirements for
access control [34] and privacy in a shared environment [77],
for instance.

Most vendors of IoT devices do not deliver a comprehen-
sive manual or support page with their product. Where in-
formation is provided, details relating to security are often
absent or not adequate [8, 30]. This means that even for those
consumers who do care about security [9, 50, 64], the ‘trans-
action costs’ of ensuring purchase of the most secure device
are simply too high [2, 8].

As the Internet increasingly connects end-users and their
devices globally, it becomes complex for governments across
the world to organise clear responsibilities and liabilities for
security. As the IoT is still relatively new and evolving, it
could take some time before governments are able to clean
the market of insufficiently secure devices and exert pressure
on responsible parties. Simple improvements such as labelling
the level of security of devices could improve the purchas-
ing environment [37], but even for such small improvements,
incentives are lacking. As present, the most viable mitiga-
tion techniques mostly come from Internet Service Providers
(ISPs) intervening when customers’ devices are compromised,
or information campaigns to realise prevention through con-
sumer awareness. However, levels of remediation are far from
perfect. The content of a notification should be understand-
able and clear for target users, but there is a balance to be
struck. Research has found that detailed steps can strengthen
the effect of the notification [21, 43, 72]. On the other hand,
messages should be plain and simple [29].

Even where users are aware of a security problem and
activated to act, there can be uncertainty about which device
is infected, or how to take the required action [60]. Users
may instead rely on familiar techniques to solve problems on
‘unfamiliar’ devices, which often is not the correct approach
for new types of devices and infections [76].

For structuring interventions, identifying critical points in
life cycle of devices is useful [41]. Opportune moments for
intervention then emerge [27], which are important for fo-
cusing resources toward enacting a behaviour at a specific
point where it is more viable. Where purchase of new de-
vices is one such point [22, 54], the notification to a customer
of a suspected malware infection is another opportune mo-
ment. However, There are challenges inherent to deploying
behaviour interventions where the ‘influencer’ does not man-
age the environment. In managed environments (including
the artificial/controlled environment of a lab study), the in-
fluencer can know who the target is and how to reach them.
Here, we study an environment where that knowledge is not
immediately available. We then leverage technical tools to
approximate where the intervention is needed, by triangulat-
ing across datasets to identify devices which are vulnerable.
Simply put, we have to find a way to go to the participant,

Figure 1: Approach and data collection.

whereas normally in a study the participant comes to us.

3 Methodology

In this section we describe our approach to answering the
main research question. This involved partnering with an In-
ternet Service Provider (ISP) and studying customer responses
to remediation instructions.

3.1 Overall approach

Our study starts with identifying ISP customers who suffer
from an active Mirai malware infection. For this, we used
two data sources. One was the Shadowserver drone report
[67]. The ISP receives from Shadowserver a daily list of
IP addresses of customers that match the Mirai fingerprint.
Mirai scans have a particular signature, where an artefact of
the malware’s stateless scanning approach is that each probe
includes a TCP sequence number equal to the destination IP
address that the malware is targeting to attack [6]. This is
conventionally used to detect the malware.

A network telescope was then employed. This is a set of
unused IP addresses [46], where the traffic targeting this IP
set is usually unsolicited. The network telescope of 300K IP
addresses logs the IP addresses of hosts that were scanning
with the Mirai fingerprint, as described in [6].

This is Phase 1 in the overall approach (as in Figure 1).
The ISP is in a unique position to know which customer is
associated with an IP address, so that we could identify which
customers were suffering from a Mirai infection.

If the identified owner had not yet been notified, the ISP
would notify the user about the infection via email (Phase
2, Figure 1). Included in this email would be an explanation
of the research, and an invitation to participate in a call to
understand better the process that users follow to execute the
steps, as part of the standard service. It is also mentioned
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that users are free to execute the steps themselves (see Ap-
pendix A for more details on the notification) without opting
in to the study. During the call, each customer was asked
explicit consent to participate in the research and record the
call (see Appendix B). Minimal data of customers who did
not consent to be part of this research was received in advance
to be able to contact the customer, but it was not included in
the results of this research.

To further ensure that the email notification could be un-
derstood by those end-users who received it, several commu-
nication experts from the communication department of the
ISP transcribed the text to B1 level of the Common European
Framework of Reference of Languages (CEFR) [25]. This is
an international standard to describe language proficiency, in
which B1 indicates basic level. The email notification was
written in both English and Dutch (as the main language
where the study was carried out).

A day after the email notification, users would be called
(Phase 3, Figure 1). Three users did not answer during three
attempts to call them and were left out of the study. Our
protocol has a check at the beginning to ensure we talk to the
device owner. We then asked users whether they wanted to
opt into participating in the study, asked for explicit consent to
record the interview, and explained that the participant could
end the call at any moment (Appendix B, part 1).

After concluding a call, a transcript was created. We used
thematic analysis (Phase 4, Figure 1) to code transcribed
copies of the interactions (from audio recordings). For per-
forming the thematic analysis, the step-wise approach listed
by [4] is used. Two of the researchers coded the transcripts
to identify themes. Dedicated code review discussions took
place between coders (to address emergent themes and con-
flicts), which happened in stages before arriving at the final set
of themes. A balance in themes was found through iterative
merging and splitting existing themes until convergence was
reached into the most important themes (where the subsection
in our Results represent theme families, Section 4). Saturation
of themes was reached after 17 calls.

3.2 Think-aloud protocol

Originally we had planned to visit customers’
homes/premises, to interact with them in an a natural
and comfortable environment, and be physically present
when users execute the recommended remediation advice.
There was a need to instead develop a novel phone-based
protocol for interacting with the customers of the partner ISP,
foremost due to social distancing measures (Section 3.6). A
positive aspect of this was that all participants were at the
appropriate location when they were contacted.

To prepare, experience was gained in managing cases
where remediation was not possible. One of the researchers
accompanied a senior mechanic from the ISP for a day, and
gained insights from the ISP customer support staff regarding

how to build trust with customers. In cases where the engineer
is not successful in helping users, the most important step was
seen as informing the consumer of the situation and to let
them know about the possible ways forward. In such cases,
also a supervisor should be informed about the issue. It can
reach a point where informing the customer of an issue is the
best one can do. This reflects the reality that the ISP is not
technically responsible for the device, even though it has the
opportunity to intervene.

The think-aloud protocol (Phase 3, Figure 1) consisted of
three stages:

• Stage 1: Consent and notification: First, we obtained
consent to conduct the study, asking then for approval
to record the interview. Next, we checked whether par-
ticipants received the notification and, if not, we sent it
again and provided the participant time to read it.

• Stage 2: Acting on the advice: We allowed the partici-
pants opportunity to perform the actions and verbalize
their thoughts, without direct input from the researcher.
This think-aloud activity was transcribed and analysed.

• Stage 3: Demographics and support: We collected de-
mographics and, if the researcher saw an action during
Stage 2 as incomplete or incorrect, suggestions were
offered for performing actions correctly, to the extent
that this was possible (see 3.7). Last, we thanked the
customer for their participation as well as provide e-mail
details for future contact with the researcher in case they
had any questions.

See Appendix A for complete details on the think-aloud
protocol. The technical advice provided to customers (in the
email and in the second step of the protocol) are steps used by
the partner ISP, so it is what the ISP considered best advice.
For comparison/reference, these steps are comparable to what
is advised in online sources, as found on the Krebs on Security
blog1 and Symantec/Norton website2.

During a call with a participant, they would try to imple-
ment the 5 recommended actions from the email: (1) deter-
mine which devices are connected to the internet that could
potentially be infected with Mirai; (2) change the password of
these devices; (3) restart the devices by turning them off and
on; (4) reset the modem/router to the factory settings, and;
(5) change the password of the modem/router (Appendix A
contains the message in full).

3.3 Pilot
The study protocol was tested with 7 customers. These pilot
sessions were especially important for refining the protocol,

1https://krebsonsecurity.com/2018/01/some-basic-rules-
for-securing-your-iot-stuff/

2https://us.norton.com/internetsecurity-iot-smart-home-
security-core.html
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Table 1: Summary of participants demographics, devices, actions, and outcomes. No. of users refers to the number of people in the
household of the participant. Some connections were part of a small business rather than a home. Steps 1-5 refer respectively to
actions relating to Device Identification, Device Password, Device Reset, Router Reset, and Router Password. Boxes highlighted
in gray refer to an outcome classed as a failure to complete the associated Step, otherwise the action was a variation on a
successful outcome. The letter-specific codes for each step are detailed in Figure 2.

Index Age Gender No. Users Suspected device Step 1 Step 2 Step 3 Step 4 Step 5 Remediated? Reinfection?

1 53 M 6 Router 1B n.a. n.a. 4A 5A Yes No
2 55 F 1 IP camera 1A 2D 3A 4C 5C Yes No
3 43 M 2 IP camera 1A 2D 3A 4C 5A Yes No
4 49 M 3 IP camera 1A 2D 3A 4C 5A No Yes
5 65 M 2 IP camera 1A 2C 3A 4D 5D Yes No
6 21 M Business IP camera 1A 2B 3C 4C 5A Yes No
7 45 M 4 Router 1B n.a. n.a. 4C 5C Yes No
8 65 M 2 NAS 1A 2C 3A 4C 5A No Yes
9 61 M 2 Smart printer 1A 2C 3A 4C 5A Yes Yes

10 34 M Business IP camera 1A 2A 3B 4A 5A Yes No
11 55 M Business NAS 1A 2A 3A 4A 5A Yes No
12 80 M 2 Doorbell 1A 2A 3A 4C 5A Yes Yes
13 49 M 1 IP camera 1A 2D 3A 4A 5A Yes No
14 43 M 2 - 1C 2E 3D 4A 5A Yes Yes
15 53 M 5 Router 1B n.a. n.a. 4B 5B Yes No
16 41 M 3 IP camera 1A 2B 3C 4C 5A Yes No
17 42 M 4 Smart TV 1A 2C 3A 4A 5A No No

as the main study would also involve interacting with real
customers of the ISP and an intervention that has not been
studied directly in a real-world setting. We could also evaluate
the think-aloud protocol, accounting for not being present in
the room with the users.

Similar to the insights from the ISP customer support staff,
trust was found to be important: 5 of 7 customers were cau-
tious about the call, 4 wanted a more detailed explanation
of the research, and one called back to the service desk to
confirm the authenticity of the research and email.

The pilot resulted in a check being added at the beginning
of the protocol to talk to the person who takes care of security
issues (as pilots included cases where the person who set up
the devices did note live in the household); issues of delega-
tion to informal technical support are discussed in [56]. The
most significant change in the protocol was the inclusion of
more upfront information about the purpose of both the call
and research, to bolster trust.

3.4 Participants
All customers with a diagnosed Mirai infection in the period
between May and July 2020 were notified by email about the
infection and the study. If they did not opt out of the ISP’s
support process, they were called the next day. During the
experiment period, 37 unique IP addresses corresponded to 37
customers with Mirai infections. 12 were observed during the
weekend, where the helpdesk at the ISP does not notify these
users as they cannot provide support over the weekend. Of
the 25 remaining IP addresses, 3 could not be notified due to

technical issues within the ISP, 2 did not respond to attempts
to contact them after being notified, and 3 were not willing
to take part in the experiment (did not opt-in to the study).
There were think-aloud observations with 17 customers. The
age of the participants was between 21 and 80 years old with
a median age of 49. We interviewed 16 males and 1 female,
and from the 17 participants, 3 used their internet connection
to run their own businesses. Table 1 shows the participants’
demographics. As was also the case during the study pilot,
sessions each took approximately 30 minutes in total (15
minutes of which was the think-aloud protocol).

No incentive was provided to users to participate, beyond
the possibility of providing the technical support detailed in
the participant-facing study materials (see Appendix).

3.5 Measuring cleanup
From the two data sources described in subsection 3.1, we
received daily lists of IP addresses where infected Mirai hosts
were located. This led to the initial identification of the cus-
tomers and the recruitment of participants. We kept monitor-
ing this data for an additional two weeks after the call.

Mirai reinfection can occur within a few minutes, or for
some devices within 48 hours [14]. We chose a conservative
4-day window to determine remediation. Since Mirai attacks
involve aggressively scanning the IP space for devices, we pre-
sumed a two-week window to measure reinfections as related
to the state of participants’ home network. We illustrate this
way of measuring outcomes in Table 1. We should note that
this observation method is not perfect. While false positives
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are highly unlikely, because of the specific Mirai fingerprint,
false negatives might occur (an infected host might not show
up in the data, even though it is still infected).

3.6 Ethics
The study protocol was approved by our institution’s human
research ethics committee (TPM project 1083). The study
design followed the principles for ICT human research as
detailed in the Menlo Report [20] (as indicated also in the
design of the think-aloud protocol). To make sure the end-
users feel that they are in a safe environment, the think-aloud
protocol is built around ensuring that the participant feels they
are in a safe space and have not done anything wrong, and
can state their feelings and actions without any judgement.

The first part of the call is about informed consent. This con-
sent involves both taking part in this research anonymously,
as well as the call taking place and the recording of it. Users
were reminded that they could stop the study at any time. If
they did not wish to participate, they were informed that they
would be processed as usual by the partner ISP.

3.7 Limitations
In adherence with national social distancing measures re-
lated to the Covid-19 pandemic, in-person data collection was
avoided. In-person home visits may have allowed for oppor-
tunistic observation of relevant details outside of our protocol,
or differences between stated and actual behaviour. We com-
pensated for this with a think-aloud protocol. We cannot rule
out, however, that users may not have accurately described
what they did via the call. Even though the researcher is trying
to stay at the side-line, their presence influences the partici-
pants [36, 42, 71], who will typically pay more attention and
effort to the tasks within the study. This does not detract from
the context of the interaction, which would naturally require
the individual to focus on the instructions regardless.

The research may have engaged with device owners who
were unable to knowingly secure their devices. In such cases,
at the end of the protocol they were helped to execute the steps
they missed properly (after the think-aloud protocol). Also,
an e-mail for future questions or contact was provided. The
researcher helped the participants with any unsuccessful steps
in accordance with the study protocol. Although infections
could have plausibly been remediated, participants were car-
rying out actions themselves within the online ‘interview call’
format, and outcomes were based on customers’ reported ac-
tions. For instance, users may have changed passwords though
we may not have been able to corroborate the outcome, or
whether the advice absolutely caused the outcome.

Our work is based on users’ data from a single ISP. Hence,
more research will be necessary to validate these results across
multiple ISPs and different countries. Similarly, we focus
our design and analysis on a single malware family, Mirai.

The recommended steps might differ from those for other
malware families. We see trends of advice only becoming
more complicated, see Section 5.2).

A final point is that our measurements of remediation and
reinfection is not perfect. The infection data suffers from a
small rate of false negatives. We compensate for this by work-
ing with longer time windows. Only when participant’s IP
addresses are not seen in the infection data for four consecu-
tive days, do we conclude they successfully remediated.

4 Results

Participant sessions were transcribed and analyzed to under-
stand the ‘journey’ of remediation, following the steps of
advice. We present our findings by following this journey.
No participants reported having attempted to apply the steps
before the session. We describe how participants attempted
to: first, identify the infected device (Step 1, subsection 4.1);
implement the recommended actions on that device and on
their router (Step 2-5, subsection 4.2); infer the success of
their actions (subsection 4.3), including their motivation to
work through what transpired to be an arduous process for al-
most all participants (subsection 4.4). Finally, we connect the
customer experiences with our measurement data on whether
the infection was remediated (subsection 4.5).

Figure 2 provides an overview of reported participant ac-
tions. Each labelled box represents a particular action. To
illustrate: 13 users took action 1A and identified a specific
device as infected. White boxes indicate a successful action
in terms of enacting advice, grey indicates no success.

4.1 Identifying suspect devices in the home
The first remediation action is to identify which devices are
connected to the internet and could be infected with Mirai.
The notification email informed participants that Mirai would
not be present on a regular PC, laptop, tablet or phone. The
subsequent actions (changing the password and turning the
device off and on) are meant to be applied to all the devices
that could potentially contain Mirai. A cautious approach is
then to remediate and secure all potential victim devices.

Thinking aloud, four participants immediately focused on
the device that they thought was the most likely culprit. All
other participants started enumerating their devices, e.g., P12:
“I have 22 devices connected to the internet. Cameras, a gar-
den sprinkler, a doorbell, the list goes on.”

Whether multiple devices were enumerated or not, all par-
ticipants focused on identifying one suspect – no participant
ended up identifying multiple suspect devices. We observed
participants using three heuristics to reason about the likely
culprit. The first heuristic, used by the majority of participants,
was a process of elimination, as with P04: “I have a laptop,
two mobile phones, no three mobile phones. I have a camera,
a security cam, and the solar energy is also connected to the

498    Seventeenth Symposium on Usable Privacy and Security USENIX Association



13 identified a spe-
cific device as infected 1A

1 reported they were
unaware of which de-
vice could be infected

1C

3 identified their
router as infected 1B

3 reported they successfully
changed the password of the

device through a browser
2A

4 reported the device did
not have a password 2C

2 reported they discon-
nected the device completely 2B

4 reported they did not
know how to reset the
password of the device

2D

1 reported they did not
know what device to reset 2E

10 reported they were able to
power off and on the device 3A 1 reported they did not

know what device to reset 3D

1 reported they pressed the
reset button on the device 3B

2 reported they discon-
nected the device completely 3C

6 reported they were able to
reset their router to factory
settings through a browser

4A
9 reported they turned the

router off and on again 4C

1 reported they dis-
connected the router 4B

1 reported they did not
know how to reset the

router to factory settings
4D

13 reported they were able
to reset the password of the

router through a browser
5A

2 reported they did not
know how to reset the
password of the router

5C

1 reported they dis-
connected the router 5B

1 reported they did not want to
reset the password of the router 5D

Step 1

Step 2

Step 3

Step 4

Step 5

17 participants in total

Figure 2: Overview of outcomes of actions by participants,
while attempting to execute the remediation advice. Steps
correspond to those found in Appendix B.

internet. I run anti-virus on everything. I just bought that for
five devices, also for my wife’s iPad. According to that email,
it would have to be the security camera.”

This first heuristic might not lead to a confident identifi-
cation, as seen with P01: “OK, in the email you write that
it can’t be phones, laptops, or really anything with Android
on it. That leaves us with printers and cameras and the like.
But I don’t have those. Yeah, I have a printer, one of those
all-in-one types, but that isn’t even switched on at the moment
[...] So that doesn’t make sense.”

The second heuristic, used by eight participants, was honing

in on a device that the person recently experienced problems
with. This occurred for instance with P02: “I think it is the
camera. [...] It says there is a system error and it needs a
restart. But only the company can do this remotely.”, and P06:
“There are 4 phones connected to the wifi and a computer. And
the security camera, but that doesn’t work properly anymore.
It actually seems likely that this camera is misbehaving.”

A third heuristic was only employed by one person: con-
ducting an Internet search. P15: “I have one all-in-one printer,
that is never turned on, a beamer connected to the internet, an
Xbox, Nintendo Switch, a smart TV, 2 laptops with Windows
10, a laptop with Windows 8 and a [routerModel] [...] Now, I
saw in the email that it can’t really be one of these devices,
so I searched on Google for all my devices [...] then I found
that [routerModel] has been having problems in [another
country], so that was really the only clue I could find.”

In one case, the participant enumerated the devices they
owned, but felt uncertainty around finding the offending de-
vice made the whole process meaningless. It is interesting to
note that all participants experienced this kind of uncertainty,
but only P14, who indicated they had technical expertise, felt
it invalidated the remediation path: “Can you see something
useful, like an IP or MAC address or something? [...] I have
no idea [what device could be the problem], so half of these
steps I can’t execute. That makes this process kind of useless.”

4.2 Taking action with a suspect device

Only three participants reported that they were able to change
the password of the suspect device (Fig 2). In these cases,
the device either had an associated app or an interface on the
device itself that allowed the user to initiate the password
change. For, P11, who owned a Network Accessible Storage
device (NAS): “Yeah, resetting the password, you can do that
via a small screen [...]. It worked, now with a slightly more
difficult password.”

Four other participants indicated that they thought the de-
vice did not have a password, e.g., P09: “This [printer] has
no password, does it? I can search on the internet, but I think
the printer just appears on screen when I want to print. Other
than that, there isn’t much to it. I don’t get any hits when I
search for something related to passwords.”

Four participants said they did not know how to change the
password, as with P03: “Well, I really have no idea how to do
this. I do not have a booklet or anything. And the thing has no
name, I think. So you tell me how to do this. A friend of mine
helped me with installing this thing, but he got killed in a car
accident, so I can’t ask him.” One participant consulted the
manual, P17: “There is really nothing useful in the booklet
that comes with it. I only see things that prevent us from suing
them.” Two participants reported visiting the manufacturer
website, to no avail, as for P13: “Yeah, I searched for this and
I found a website that belongs to the device. But the site is
totally unhelpful. I already know it is a camera, can’t they put
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something more useful on the site?”
Two participants ‘solved’ the problem by completely dis-

connecting the device, e.g., P06: “You know what, I will just
disconnect it. I have no idea how to change the password, but
it is broken anyway, so I will take it offline and then we will
buy a better one [. . . ] I don’t want a virus in my network.”.
P16 followed a similar behaviour: “Well, I thought that [the
camera] would hang there as a deterrent. But then I got your
email. I threw out the device right away, because I definitely
do not want a virus.” Chalhoub & Flechais [15] considered
disconnecting a smart device as a compensatory behaviour
that owners apply to address security and privacy concerns,
regardless of whether it directly addressed the concern.

When it comes to restarting the suspected device, two par-
ticipants looked for a dedicated reset button. P10: “I am press-
ing the reset button for a long time [. . . ] OK, it is turning off
and on again.” The second person looked for such a button
but ended up, like nine other participants, disconnecting the
power cable: P02: “I don’t really see a button or anything on
the camera. Perhaps just pulling the plug then?”

The last two steps concerned the modem/router. At least
six participants had the standard router issued by the ISP.
The email from the ISP contained a link to a help page that
described two actions: how to restart the device by discon-
necting the power, and how to factory reset the device via a
web interface. While the email asked users to factory-reset the
router, the presence of both actions on the help page led some
participants to take the first listed action: only disconnecting
the power. Strengthened by the presence of this action on the
help page, participants were convinced their efforts were the
requested ones, P02: “It says here to pull the plug and wait for
10 seconds, I can do that, great”. Moreover, participants tend
to copy the actions they took for earlier steps and implement
those for their router, P08: “Reset? So I will do the same as
with the camera. I have disconnected it for 5 seconds and it is
back in. I see a green light so I guess that worked”. Overall,
6 participants reported having enacted a factory reset, while 9
participants removed the power cable to reset the device.

P05, who was running a small business, said they did not
want to execute a factory reset: “The problem is that I would
have to set up all port forwarding again and I don’t really
want to do that [...] Then I have to let IT come again. [...] Were
the previous steps not enough to make the virus disappear?”

For the final step, 13 participants reported that they suc-
cessfully set a new password via the ISP web interface of
the device, while two said they did not know how to do this.
For this step, six participants made use of the URL in the
notification (see Appendix A).

4.3 Inferring the success of remediation

When users manage to complete an action on the suspect
device, they receive almost no feedback on the success of
their efforts. The exception was when setting a new password

was supported via an interface that the participants are famil-
iar with. The users who managed to reach a web interface
for their router, for example, would get a clear confirmation
when they successfully completed a password change. Still,
all participants experienced actions that lacked feedback on
whether they were successfully completed. More importantly,
all participants lacked feedback on the success of their ac-
tions in terms of the main outcome: removal of the malware.
These observations are of interest when compared to Forget
et al. [29], and the examination of whether ‘engaged’ or ‘dis-
engaged’ users arrive at secure outcomes to their (in)action
to secure a computer – here the problem is that the outcome,
secure or not, is not visible.

During the calls, we witnessed a clear desire by many par-
ticipants to receive confirmation of whether they were doing
the right things, as with P02: “Shall I wait a few seconds?
[...] OK, I think 10 seconds is enough, I am putting the plug
back in [...] I am waiting for the lights to turn on again. It is
supposed to be orange, right? Or green?”

Some remediation actions were surrounded by uncertainty,
while others were more clearly unsuccessful to the partici-
pants. In either case, participants regularly requested confir-
mation that they were successfully removing the virus. For
instance, P04: “Could it be enough if we do not change the
password. That we do all other steps?”, and P08: “The device
is already disconnected. Does that count as a reset if I now
reconnect it again? I am really curious whether the virus is
really gone. Can I reconnect it now?”.

4.4 Motivation under uncertainty

All participants were willing, in some cases eager, to under-
take the recommended actions, e.g., P09: ‘‘I am now putting
the plug of the router back in. What is the next step of this
adventure?” Participant motivation was illustrated by the de-
gree to which they tolerated their uncertainty about what was
asked of them, and whether they conducted the actions cor-
rectly. Motivation was also visible through the effort that was
made. For example, the device or router might be in another
part of the house or access to it might be blocked. This was
the case for P03: “You ask quite a bit from me, because then I
have to make quite a mess. [...] Let me put the phone down,
I need to move a few boxes... OK. What do I do now?”, and
P07: “Then I will walk to the utility closet [...] I see the cable
already, I will pull it out completely.”

In addition, the factory reset of the router means that users
lose their configuration, which might not be trivial to set up
again. P10 debated this, “Ah, so then I have to set up all port-
forwarding and port assignments again. Well, I think that is
the right thing to do, otherwise the virus will hang around.”,
as did P04: “Oh, that is complicated. I did the same thing a
while ago, but then I need to reconfigure all port forwarding
again. But OK, if that helps, then we will do it again.”

Only a few participants expressed doubts about the effort,
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in all cases because they were not clear what problem Mirai
posed, as with P01: “Eh, let’s take a step back. I have no idea
whatsoever about how that Mirai virus actually works. I mean,
I do not experience any issues, right? So what is the problem?”
After an explanation about how Mirai-infected devices are
used for criminal activity against other users and organizations
on the internet, P01 concluded: “Ah, right. That is understand-
able, I am happy to cooperate.”. Renaud & Goucher [63] note
that the ‘gulf of evaluation’ differentiates between the sense
of being able to enact a security behaviour, and the ‘response
efficacy’ of whether the behaviour is appropriate.

No participants dropped out before completing the steps.
The only case where a participant did not want to conduct
a specific step was P14, who felt none of their devices were
plausible suspects, and as such did not want to implement a
reset and password change on any of those devices. They did,
however, proceed with subsequent steps involving the router.

Regarding the evidence for users’ seemingly high motiva-
tion , one potential source of bias here (as discussed in Sec-
tion 3.7) could be an observer effect (a.k.a. the ‘Hawthorne
effect’), where the fact that the participants know their actions
are being ‘observed’ makes them more motivated than they
might have been without the presence of the researcher.

4.5 The end: remediation, and reinfections

Table 1 presents an overview of participant-level actions and
outcomes. Again, the coding used in the columns for the
remediation steps relate to the boxes in Figure 2. After the
intervention, 14 of the 17 participants were observed to be
remediated, as measured by the absence of their IP address in
the daily data feed of Mirai infections received by the ISP in
the four days after the call. This may count as good news. The
cumbersome non-deterministic remediation process seems at
least probabilistically related to the desired outcome. Three
participants remained infected. It is true that they did not
fully execute the recommended steps, but the same holds
for other participants who were regarded as having managed
to remediate. Only four participants could be said to have
fully executed the recommended actions (P01, P10, P11, P15).
We include P15, because this person took the suspect device
permanently offline, so in that sense ‘secured’ it from further
harm. We monitored the presence of the IP address in the daily
data feed for two more weeks after the remediation period.
In 5 cases, we observed a re-infection with Mirai; there was
a gap of three consecutive days where the user’s IP address
was not reported in the daily data feed, and then it reappeared.
Two of these reinfections were non-remediated users, three
were users who did manage to remediate at first.

For the two non-remediated cases, the infection disap-
peared by an unknown cause five or more days after the call.
This is consistent with the relatively high ‘natural’ cleanup
rate seen elsewhere [14]. One explanation is that the Mirai
malware is not persistent on the device, at least not at the time

of the study. This means that a power cycle may have removed
the infection, although the device is still in a vulnerable state.
It might be discovered and reinfected soon thereafter, because
of the aggressive scanning conducted by Mirai bots.

The three cases where we observed an initial remediation,
and a later reinfection, can have various explanations, and as
such are indicative of avenues for future work. One explana-
tion is that the detection of infections via the daily data feed
is not perfect, potentially including false negatives. Another
explanation is that these users did manage to get rid of the
infections by power cycling the devices, but did not remediate
the underlying vulnerability (i.e., set a secure password). This
is consistent with our observations, because all three users did
not fully execute the recommended actions. As noted from the
observations, users may have otherwise had multiple infected
devices and only focused on one, or focused their attention
on the wrong device.

In the end, the gap we observed between advice and user
actions cannot be blamed wholly on either the user or the
advice-giver the ISP. It points to the responsibilities of a third
actor: the manufacturer. Even when users went online and
tried to find manufacturer information about solving security
problems, there were complications. This was certainly the
case for P16, who was not able to even identify the manufac-
turer: “Well, there is no brand name on the device, haha, only
IP-camera is printed on the side of it.”

5 Discussion

Returning to our overarching research question, we provide
real-world evidence of the gap between advice and outcomes
in IoT [7], but also the impact this gap can have on smart
home users. There are two sides to this story – the quality of
advice, and the characteristics of the response to that advice.

Successful behaviour for our participants was often un-
confirmed and unconfirmable, and neither the users nor the
advice-giver can resolve this at present, given the constraints
inherent in the situation (in home infection, limited device
visibility, etc). This unbridgable gap points to the responsibil-
ities of other actors, notably the manufacturer [32]. We could
argue users lack capability, but it is not a lack of user capa-
bility, but a design flaw, pointing to the relationship between
behaviour support and interface design to provide situational
feedback (as highlighted elsewhere for user access control
guidance [76]). The lack of ‘normal’ computing interfaces on
IoT devices creates an environment fraught with confusion
and uncertainty for applying standard security advice.

What we have for network-connected smart home devices
is also a multi-party intervention. Participants had to wait
for their efforts to be confirmed as worth it (that remedia-
tion will be confirmed at some point afterwards via network
scans, and a lack of capacity for the ISP to follow up). Par-
ticipants demonstrated despair over not knowing what to do
and whether their effort was successful. Remediation is then
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Figure 3: Action Diffraction for resetting a smart home device.
Users may vary in Motivation, and rely on their Motivation to
enumerate over possible solutions (standing in for a lack of
knowing the precise Ability they need to apply). The target
behaviour may be deterministic (the small circle, top right),
but plausible variations surround it, informed in part by In-
structions. It can be unclear if the applied Ability has achieved
the intentions of the Prompt, even if it has been successful.

non-deterministic (very likely to work, but not definitely go-
ing to work). The lack of feedback stands in contrast to, say,
removing Windows malware, where a removal tool—such as
an anti-virus client—will typically report on what it found and
whether it was effective in removing it. This limits the poten-
tial of checklists, for instance, if instructions cannot be made
specific enough to a particular user’s set of network-connected
devices (and are as such, ‘sub-optimally targeted’).

Participants applied one of the heuristics identified in our re-
sults, to navigate the gap in specificity, and attempt to identify
the target of an advocated behaviour. Applying advice then
leans on motivation, in that most participants were willing to
try quite convoluted steps (going to another room to unplug
the router, coming back to the phone, then back to the router,
etc.). Where Redmiles et al. [59] isolate ‘bad advice’, we step
back from this to identify ‘ecosystem factors which limit the
capacity to construct good advice’. We regard this then as
also exploring the limitations of emergent interventions for
smart home security.

What is remarkable and worthy of further exploration is that
our participants demonstrated somewhat correct reasoning in
identifying suspect devices, consistent with actual properties
of these devices. Mostly the heuristic is to eliminate suspect
devices. This further highlights the important of local context
to instantiating security advice for the smart home [76], but
also making advice specific enough to be actionable [62].

5.1 Informing effective interventions

Where participants felt a need to enumerate over familiar be-
haviours, many would push back if they did not know how to
enact the advocated behaviour. This points to self-efficacy, im-
portant for prompting action within various behaviour change
approaches [24]. To put our findings in the context of enact-
ing (what appeared to our participants as) a new behaviour,
acting on notification of a malware infection is an opportune
moment or prompt to enact a new behaviour, so we refer to the
Fogg Behaviour Model (or B=MAP / B=MAT model [27]). In
this model, Behaviour = Motivation + Ability + Prompt. The
model has been used extensively across areas such as persua-
sive design and personal development, but also to understand
social interventions for security [18], and opportunities for
security interventions in a retail environment [54].

A Prompt can be a Facilitator, Spark, or Signal – here it is
a Signal, that a device in the home is infected and that actions
must be taken to resolve the issue, as a call to Motivation and
upon an Ability to act. The ISP carries the Signal to the user
(highlighting that ISPs are the best-placed party to intervene,
but that this does not mean they are the most appropriate) –
this relies on sufficient Motivation and Ability already being
present. We found that participants were over-investing Moti-
vation to make up for an insufficient definition of the target
behaviour or outcome (a lack of capability to identify or con-
firm the appropriate Ability). Among our participants, there
was uncertainty as to what was right to do, to the extent that
a user may enact a behaviour which removes malware, but
continue with further actions for lack of indication that they
had already succeeded. This even includes where some of our
participants chose to permanently disconnect or dispose of a
suspect device (representing an unintended harm of unclear
advice [16]). ‘Actionable choices’, with clear outcomes, are
regarded as feasible in areas such as smart home privacy [66],
and in supporting a user-defined ‘recovery state’ [35].

We show the gulf where these harms manifest as what we
refer to here as ‘Action Diffraction’ (Figure 3). Where Renaud
& Goucher refer to the ‘Gulf of Execution’ [63] (including
knowing what needs to be done, but not how to do it), here
we find a gulf created by restrictions in the vehicle of the
intervention itself which makes the target behaviour indistinct.
This applies to both knowing what the target behaviour is, and
knowing whether it has been reached. Where the Activation
Threshold is the point of realising a target Behaviour, and a
user being activated to try to get over the Threshold, our results
show efforts being ‘diffracted’, splitting off in many directions
as participants find themselves exploring non-deterministic
and potentially inapplicable behaviours (this includes where
they have Ability to do something, but are not willing to try
everything unless they can be Motivated to do so).

Renaud & Goucher [63] frame a ‘Gulf of Evaluation’ in
formulating an intention to adopt a secure behaviour, and
Redmiles et al. [61] identify dimensions of advice quality.
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We note in reference to the latter that the specificity – and
actionability – of advice, including the capacity to evaluate
the efficacy of the behaviour [63], are also impacted by the
specificity of the target behaviour and its confirmation. Our
findings showed also that, as with other forms of security
advice [62], multiple sources of instructions can potentially
confuse users further.

One contributory factor to this problem is best articulated
through the Behaviour Wizard of Fogg & Hreha [28]. The
best-practice advice seen by smart home users is an ‘unfamil-
iar’ task (requiring a link to existing practices), but framed
more like a ‘familiar’ task (one that does not need expla-
nation), and so we saw participants replacing an unfamiliar
action with familiar behaviour(s). This is a complex world
of Things, where enacting the wrong behaviour can result
in ‘proxy changes’ [53], regardless of whether the intended
outcome is reached. A user may turn on and off many devices,
or the wrong one and not the right one, or achieve the goal
but lose tailored configuration settings in the effort , all while
not knowing in the moment whether they have succeeded.

5.2 Implications for evolving IoT threats

If users only apply some of the advice they are given, or de-
vices have inherent security weaknesses, they may continue
to be vulnerable and require regular intervention. Users can
follow advice but still suffer the same consequences again, if
IoT infrastructure does not help them to stay recovered, or
malware evolves. There are parallels to the Transtheoretical
Model [57], where understanding specific stages of behaviour
can identify security improvements [55]. Inherent weaknesses
in the design of many smart home devices put a user back
into an ‘unhealthy’ situation (e.g., a device repeatedly falling
back into an insecure state), requiring repeated cycles of con-
templating and acting on advice, to maintain secure devices.

New malware variants are moving away from short-lived
infections, and becoming persistent and resistant to current
interventions [12]. More efforts of the type we have observed
for Mirai infections would be required where, for instance,
thousands of QNAP network access storage devices have
been targeted by persistent malware [75], and the direction
of travel shows that advice from manufacturers is requiring
users to follow 20 or more steps completely and successfully
to resolve these issues [58]. Moreover, some of these variants
are also starting to include countermeasures to make detec-
tion difficult. For instance, malware leveraging blockchain
DNS or TOR makes it even harder for the interveners to
assess the efficacy of the user’s actions [10, 69, 73]. This
is all within the context of increasing use of smart home
devices, which itself already increases the complexity of reme-
diation when there are problems (as we saw evidence of here).

5.3 Recommendations

Here we describe recommendations emerging from our Re-
sults and consideration of behaviour change approaches, as-
sociating recommendations to specific stakeholders.

• Confirmation of settings changes. Visibility of
changes to system status is a crucial design principle [52].
Here this applies to both Apps and Interfaces, as cre-
ated and maintained by the manufacturer. This was seen
among our participants as already happening for some
devices and interfaces, but should be enshrined as a con-
sistent design choice, to reduce the ‘diffraction’ of reme-
diation efforts. This would then serve as a visible ‘secu-
rity outcome’ [29], to then be able to consider whether
the visible outcome was the correct step to follow. This
may be necessary for future security issues if resetting /
unplugging a device actually runs the risk of reinstating
default credentials, for instance. This would complement
efforts to standardise smart home device functionality
(as in e.g., the UK [70] and US [26]) which aim to have
manufacturers reduce the scope for misconfiguration
as a vector for device compromise (as with e.g., easily-
guessed ‘default’ settings).

• Settings logs. A log of settings changes can help both
users and ISPs (or indeed anyone ‘helping’ users) to
see and refer to a clear record of changes. This could
also include notifying users of security settings which
need to be changed at setup but have not been, or which
have been changed but not by a registered user. Ideally,
there would be some signalling to users when a security
issue is suspected, where there is a general lack of event
logging related to security [26].

• Assisted remediation. Our study showed that not all
participants were able to follow the advice, or needed
confirmation that they had followed it. For lack of being
able to move incrementally toward a clearly focused
outcome (Figure 3), having a helper on-call or on-site
would increase chances of a successful outcome, if the
previous steps cannot be achieved. This would be a low-
bar in terms of ensuring that there is an intervention
for all levels of Motivation and Ability – if users are as
keen to follow advice as our participants, they cannot
be blamed if they are trapped in a cycle of trying advice
without confirmation of actions or visible evidence of
success. This relates to having actionable choices to
begin with. It also aligns with the incentives of ISPs,
which could commercially offer such services, though
this brings the risk of users distrusting notifications as a
ploy to sell a service – ISPs might only offer the service
if the user asks for it.
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6 Related Work

Chalhoub & Flechais [15] studied real-world users of smart
home devices, where limitations in device features and trans-
parency were seen to frustrate privacy-related decisions. The
authors characterised compensatory behaviours in response
to concerns (such as disconnecting a device). We saw par-
ticipants defaulting to ‘familiar’ behaviours as a strategy to
approach the uncertain process of situating generic advice.
Geeng & Roesner [31] studied multi-user smart homes, noting
that when devices fail to function properly, alternative paths
to using a device are needed. We saw a parallel, where partic-
ipants sought a viable solution to critical security issues, but
were at times reluctant to dismantle their smart home device
configurations to achieve it.

In terms of supporting behaviour change, Forget et al. [29]
studied the security attitudes, behaviours, and understanding
of active computer users from device activity and interviews.
The authors characterised ineffectively proactive users, who
exerted too much effort for security or regularly performed
familiar behaviours even if they did not match the security con-
cern. Where the authors saw information-seeking behaviours,
our participants felt challenged in determining what to seek
information about (lacking both clarity as to what was the
target device, and available diagnostic information). Crucially,
Forget et al. highlighted the importance of tangible outcomes
to user actions, where here there was a lack of clear outcomes;
the authors identified ‘problematic knowledge gaps’, where
for consumer IoT environments these gaps are constraints in
advice and user support.

Reeder et al. [62] identify a range of criteria for good home
security advice, including that it must be actionable. We iden-
tify a gap that requires the recipient of smart home security
advice to be able to complete advice and relate advice re-
ceived from others to their personal context. The authors also
discuss the potential need to enumerate over possible versions
of generic advice to reach specific advice, considering “of-
fering the generic advice followed by specific instructions
on how to implement it” – similarly, our participants applied
strategies to do this themselves.

Redmiles et al. [61] identify ‘perceived efficacy’ of advice
as important, where here there is an element of efficacy in
being able to localise advice received from others. The advice
the authors reviewed was regarded as mostly ‘actionable’,
where here we explore the implications of advice which, at
least for our participants, was not immediately actionable.
Redmiles et al. regard network security as amongst the least
actionable and most general security advice (e.g., “Secure
your router”), raising questions of whether non-actionable
advice should be given to users in the first place, and we
provide real-world evidence informing this discussion.

Çetin et al. [13] studied a ‘walled garden’ approach of
limiting users’ capacity to access the Internet while a device
is infected. Here we learned about the remediation journey

while users were acting on suggested remediation actions
locally themselves, rather than checking the effectiveness of
the notification method alone.

7 Conclusion

Here we studied user efforts to apply advice provided to them
by their ISP. We found that the advice was not specific enough
to ensure that it was applicable to participants’ own smart
home context. Critically, constraints to the specificity of ad-
vice limited how it was produced, communicated, and put
into practice in a real-world setting. Only 4 of 17 participants
completed all applicable advice steps successfully. Action
typically went wrong at the second step (changing the pass-
word of the suspected device), or at the fourth step (resetting
the router to its factory settings). 16 participants were able
to pinpoint a plausible infected device, using one of three
strategies we identified (including by process of elimination).

Our work informs the understanding of interventions for
real-world IoT settings. The construction, communication,
and enactment of technical advice to home users is both com-
plex and collaborative. It involves end-users, their ISPs, device
manufacturers, and technical experts to support successful
outcomes. Putting our findings into perspective with the con-
tinuing need for technical support for home computers and
mobile devices, the need to fix security issues of smart home
devices can be expected to persist. Given the complexity and
role of local context, this can be expected to require analy-
sis of the smart home in situ, including return visits to users
of reinfected devices. Future work will explore the capacity
of intervention approaches which include multiple relevant
stakeholders. For instance, a list of known vulnerable device
models could aid both ISPs in informing end-users, and end-
users themselves in identifying problematic devices which
they use or are considering for purchase.
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[68] H. Sinanović and S. Mrdovic. Analysis of Mirai mali-
cious software. In 2017 25th International Conference
on Software, Telecommunications and Computer Net-
works (SoftCOM), pages 1–5, 2017.

[69] Alex Turing, Hui Wang, and Liu Yang. New threat:
Matryosh botnet is spreading. https://blog.netlab.
360.com/matryosh-botnet-is-spreading-en/,
2021. Accessed: 2021-05-25.

[70] UK Department for Digital, Culture, Media & Sport
(DCMS). Code of practice for consumer IoT security.
https://www.gov.uk/government/publications/
code-of-practice-for-consumer-iot-security,
2018.

[71] Maaike Van Den Haak, Menno De Jong, and Peter
Jan Schellens. Retrospective vs. concurrent think-aloud
protocols: testing the usability of an online library cata-
logue. Behaviour & information technology, 22(5):339–
351, 2003.

[72] Marie Vasek and Tyler Moore. Do malware reports ex-
pedite cleanup? an experimental study. In 5th Workshop

on Cyber Security Experimentation and Test (CSET ‘12),
2012.

[73] Hui Wang. Fbot, a Satori related botnet
using block-chain DNS system. https:
//blog.netlab.360.com/threat-alert-a-new-
worm-fbot-cleaning-adbminer-is-using-a-
blockchain-based-dns-en/, 2018.

[74] Rick Wash, Emilee Rader, Kami Vaniea, and Michelle
Rizor. Out of the loop: How automated software up-
dates cause unintended security consequences. In 10th
Symposium On Usable Privacy and Security (SOUPS
2014), pages 89–104, 2014.

[75] ZDNet. Thousands of QNAP NAS devices have
been infected with the QSnatch malware | ZDNet.
https://www.zdnet.com/article/thousands-
of-qnap-nas-devices-have-been-infected-
with-the-qsnatch-malware/, 2019. Accessed:
2021-05-25.

[76] Eric Zeng, Shrirang Mare, and Franziska Roesner. End
user security and privacy concerns with smart homes.
In thirteenth symposium on usable privacy and security
(SOUPS 2017), pages 65–80, 2017.

[77] Eric Zeng and Franziska Roesner. Understanding and
improving security and privacy in multi-user smart
homes: a design exploration and in-home user study.
In 28th USENIX Security Symposium (USENIX Security

‘19), pages 159–176, 2019.

[78] Verena Zimmermann, Paul Gerber, Karola Marky, Leon
Böck, and Florian Kirchbuchner. Assessing users’ pri-
vacy and security concerns of smart home technologies.
i-com, 18(3):197–216, 2019.

508    Seventeenth Symposium on Usable Privacy and Security USENIX Association

https://www.shadowserver.org/what-we-do/network-reporting/drone-botnet-drone-report/
https://www.shadowserver.org/what-we-do/network-reporting/drone-botnet-drone-report/
https://www.shadowserver.org/what-we-do/network-reporting/drone-botnet-drone-report/
https://blog.netlab.360.com/matryosh-botnet-is-spreading-en/
https://blog.netlab.360.com/matryosh-botnet-is-spreading-en/
https://www.gov.uk/government/publications/code-of-practice-for-consumer-iot-security
https://www.gov.uk/government/publications/code-of-practice-for-consumer-iot-security
https://blog.netlab.360.com/threat-alert-a-new-worm-fbot-cleaning-adbminer-is-using-a-blockchain-based-dns-en/
https://blog.netlab.360.com/threat-alert-a-new-worm-fbot-cleaning-adbminer-is-using-a-blockchain-based-dns-en/
https://blog.netlab.360.com/threat-alert-a-new-worm-fbot-cleaning-adbminer-is-using-a-blockchain-based-dns-en/
https://blog.netlab.360.com/threat-alert-a-new-worm-fbot-cleaning-adbminer-is-using-a-blockchain-based-dns-en/
https://www.zdnet.com/article/thousands-of-qnap-nas-devices-have-been-infected-with-the-qsnatch-malware/
https://www.zdnet.com/article/thousands-of-qnap-nas-devices-have-been-infected-with-the-qsnatch-malware/
https://www.zdnet.com/article/thousands-of-qnap-nas-devices-have-been-infected-with-the-qsnatch-malware/


A Appendix A – Notification Message and Instructions

Figure 4: Notification and opt-out invitation
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B Appendix B – Think-Aloud Protocol

Good morning/afternoon Mr./Ms.[name], Yesterday you have received an email from the
Abuse Team about a virus that has infected one or more of your internet-connected devices.

The email also stated that we would call you today, which is why I am calling you right now

Are you the person
taking care of the
security of your
computer and
other devices?

Is this person
available and can
I speak to them?

Do you have some
time right now?

What moment would
suit you (the person
responsible for the
clean-up) better??

Thank you for your
effort,I will call you
back at [date+time]

We notice that customers can have difficulties with understanding the email we send and with performing the steps
requested in the email. Even for technical people, the right course of action is not clear. To improve our services to
our customers in the future, I would like to go along with you while you perform the requested steps. I am here
with you and we will walk through the process together.
These calls will also be used for my research, in which we are figuring out how companies can improve their
services to make sure that infected networks are cleaned more successfully.
Next to us performing the steps together, we need some characteristics such as the size of your household and your
age. Together, this information can help us understand what happens at customers’ homes and how to improve the
information so infections are cleaned more successfully. The results of this call will be processed anonymously
and we will delete all data after it has met its purpose. It will take approximately 30 minutes. Do you want to be
part of this research? Do you give us permission to record this call? You can step out at any time during the call.

Did you receive the
e-mail notification?

Okay, I will send
it again right now,

what is your correct
email address?

Please read the
notification carefully,
I will be waiting here.

Do you have any
questions about
the notification?

"Answer questions
consistently over

virtual visits"

Start Part 2

No

Yes

Yes

No Pos

Yes

No

Yes Yes

No

Figure 5: Think-aloud protocol - Part 1
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I would like to go along with you through the steps that are described in the notifica-
tion. Could you look them up? We will do this step by step, and I would like to ask
you to share with me clearly what actions you are taking. The idea is that you will
perform the steps as if we were not calling, except that you continuously think aloud
while you take actions.

Note: At the end of each step users were told "Just tell me every
thought, that goes through your mind, there are no wrong thoughts"

Have you
already
taken

actions?

Could you please
execute the first

step: "identify the
infected device(s)?"

Could you please
execute the second
step: "change the

password of device(s)?"

Could you please
execute the third step:
"reset the device(s)?"

Could you please
execute the fourth

step: "reset the
modem/router)?"

Could you please
execute the fifth step:
"change the password
of the modem/router?"

What actions did you
perform to execute the
first step: "identify the

infected device(s)?"

What actions did
you perform to

execute the second
step: "change the

password of device(s)?"

What actions did you
perform to execute

the third step: "reset
the device(s)?"

What actions did you
perform to execute

the fourth step: "reset
the modem/router?"

What actions did you
perform to execute

the fifth step: "change
the password of the

modem/router?"

Did the
customer

perform all
the

actions?

I want to thank you for
your great efforts and
time. This can really

help us. I noticed than
in step [unsuccessful
step(s)]. We should

have taken some
additional actions

I want to thank you for
your great efforts and
time. This can really

help us. The infection
should now be gone
from your network.

no
yes

no
yes

Figure 6: Think-aloud protocol - Part 2
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Before we end this call, I would like to record
some of your demographics. Also, we would like

to have some info about the infected device. These
can give insights in our customers who get in-

fected. How many people live in your household?

May I ask you,
what is your age?

What is the brand of
the infected device?

Thank you! One last thing: do you give us permis-
sion to use the network mapping tool which an show
us the connected device in your network? This can

help in research to give an overview of what devices
are connected and if certain devices become infected
more often than others. If you want to contact me in

the future send an email to [e-mail] . Have a nice day.

Figure 7: Think-aloud protocol - Part 3
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Evaluating and Redefining Smartphone Permissions with Contextualized
Justifications for Mobile Augmented Reality Apps
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Abstract

Augmented reality (AR), and specifically mobile augmented
reality (MAR) gained much public attention after the success
of Pokémon Go in 2016, and since then has found applica-
tion in online games, social media, entertainment, real estate,
interior design, and other services. MAR apps are highly de-
pendent on real time context-specific information provided
by the different sensors and data processing capabilities of
smartphones (e.g., LiDAR, gyroscope or object recognition).
This dependency raises crucial privacy issues for end users.
We evaluate whether the existing access permission systems,
initially developed for non-AR apps, as well as proposed new
permissions, relevant for MAR apps, provide sufficient and
clear information to the users. We address this research goal
in two online survey-based experiments with a total of 581
participants. Based on our results, we argue that it is neces-
sary to increase transparency about MAR apps’ data practices
by requesting users’ permissions to access certain novel and
privacy invasive resources and functionalities commonly used
in MAR apps, such as speech and face recognition. We also
find that adding justifications, contextualized to the data col-
lection practices of the app, improves transparency and can
mitigate privacy concerns, at least in the context of data uti-
lized to the users’ benefit. Better understanding of the app’s
practices and lower concerns, in turn, increase the intentions
to grant permissions. We provide recommendations for better
transparency in MAR apps.

Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
without fee.
USENIX Symposium on Usable Privacy and Security (SOUPS) 2021.
August 8–10, 2021, Virtual Conference.

1 Introduction

The release of Pokémon Go in 2016 increased the public
awareness about augmented reality (AR) [41]. AR is defined
as a technology which “combines real and virtual objects in
a real environment; runs interactively, and in real time; and
registers (aligns) real and virtual objects with each other” [4,
p.34]. The AR market in general was worth $1.8 billion in
2018, $3.5 billion in 2019 and is expected to increase in
value to $18 billion by 2023 [10]. Almost a quarter of the US
population, 72.8 million people, used AR at least once a month
in 2019. It was projected to increase to 83.1 million people in
2020 (representing 25.3% of the US population) [43].

Currently, the two most popular types of AR are smart
glasses and mobile AR (MAR) apps. AR glasses such as the
Microsoft Hololens [38] are not yet mature enough products
for the end consumer market due to the large weight and
size, and high price. This type of AR is primarily used in the
Business-to-Business (B2B) environment in which AR could
successfully demonstrate its value by saving time and money
in numerous processes [28]. However, recent news reveal that
Apple is planning to release AR glasses in the near future,
which could lead to a major breakthrough of AR smart glasses
in the end consumer market [29]. In contrast, MAR apps and
AR features within regular mobile apps are already widely
available and used within the smartphone ecosystem. One
of the most famous examples is the aforementioned MAR
game Pokémon Go — one of the most successful mobile apps
ever introduced, which generated $1.8 billion revenue in two
years [40]. Other popular apps like Snapchat and Instagram
integrate AR filters as well, which became even more popular
during the COVID-19 pandemic’s lockdown among users
now spending more of their time in smartphones [52].

In order to create engaging interactive experience, MAR
apps require large amounts of data from a variety of sensors,
processed using machine learning and artificial intelligence
algorithms (e.g., for object recognition, and geometry track-
ing). Such data-intensive processes inevitably raise concerns
about user privacy and security. Based on the analysis of prior
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literature, we identify five major differences between MAR
apps and non-MAR apps, which amplify privacy and security
risks for MAR app users [9, 21]:

1. heavy reliance on the camera input but limited feedback
regarding what data is captured by the camera and used
by the MAR app;

2. malicious apps can realistically alter digital objects and
information presented to the user and deceive them;

3. increased data aggregation capabilities of MAR apps
when combining the output of multiple sensors (e.g.,
location, visual/camera, accelerometer data, etc.), and
the opacity of potential inferences and risks associated
with such aggregation to the user;

4. privacy breaches in collaborative and shared MAR en-
vironments when two or more users work on the same
digital objects using separate devices [32];

5. bystanders of MAR systems who are in the field of view
and get filmed by the systems without awareness or pos-
sibility to control [11].

Therefore, users of MAR apps are exposed to more severe
and novel types of privacy risks compared to the ones re-
lated to regular, non-MAR, smartphones apps. However, there
is a lack of user studies investigating MAR related privacy
concerns of users [12,19]. We contribute research in that field.

While in general data flows in the apps are not transparent
to the users [5, 13, 24], a few most common ways in which
apps’ data collection practices are revealed to the user is
through the permission systems and privacy policies. How-
ever, not all apps provide privacy policies [47, 49], and even
when they do, they are hard to understand for non-expert
users which decreases the likelihood that they read the poli-
cies [7, 44]. Thus, despite criticism related to a partially
ineffective design [17, 26, 56], permissions remain an inte-
gral and mandatory element for collecting app user’s data.
Therefore, we decided to start our analysis of MAR app users’
privacy concerns with an investigation of their opinions about
the existing permission systems in order to provide recom-
mendations for increased transparency.

Our study addresses the following research questions:
RQ1: How does information provided in smartphone per-

missions affect users’ understanding of what resources and
data are accessed by an MAR app? And what are users’ ex-
pectations about the impact of these permissions on the app’s
performance?

RQ2: How does information provided in permissions affect
users’ privacy concerns regarding MAR apps?

RQ3: How do the justifications for requesting smartphone
permissions affect users’ choices regarding whether to grant
such permissions and whether to download an MAR app?

RQ4: How can the transparency of smartphone permis-
sions in MAR apps be improved?

To address these research questions, we conducted two on-
line survey-based experiments with a total of 581 participants
(both studies were approved by the university’s ethics board).
We explored their understanding of a hypothetical MAR app’s
data practices based on the permissions it requests. We tested
both the existing permissions (e.g., to access contacts and
camera) and the proposed new ones that are currently not re-
quested in mobile apps, but are commonly accessed by MAR
apps without permission, despite having serious privacy im-
plications (e.g., LiDAR, accelerometer and gyroscope, object
recognition, etc.). We also added the justifications about how
the app will use the data should the permission be granted.
In this study, we limited the purposes of data use to the ones
relevant to the app’s functionalities and overall beneficial to
the users (as opposed to malicious or non beneficial data use).
We tested whether in addition to the currently used permission
labels, the inclusion of such justifications affect participants’
understanding of the app’s data practices, privacy concerns,
and intentions to grant the permission and download the app.
Finally, we compared the impact of justifications contextual-
ized to the app’s specific functionalities and how it will use the
collected data with non-contextualized generic justifications
explaining only what data the app will be able to access.

Overall, we find that adding to the existing permission
labels the contextualized justifications about app’s data prac-
tices improves transparency (in Study 1 and 2) and can miti-
gate privacy concerns (in Study 2), but does not directly affect
the willingness to grant the permissions or download the app.
In turn, because privacy concerns negatively affect the inten-
tions to grant permissions, while perceived informativeness
of the permissions about app’s data practices increases such
intentions, eventually, the improved transparency and lower
perceived privacy danger increase the willingness to grant
permissions. Participants said they generally understand what
resources and data will be used by the MAR app based on
the given permissions. However, in conditions without justi-
fications, they requested more clarifications about what data
is collected by the app, how it is used, whether it is possible
to decline the permission, and how it would affect the app’s
performance. Finally, we find that participants are especially
concerned about face and speech recognition, but current sys-
tems don’t request permissions to run such analysis. Based
on the results, we provide recommendations for the improved
data transparency in MAR apps’ mobile permission systems.
Our results hold in the context of data utilized to the users’
benefit, and future work is needed to explore other contexts.

2 Related Work

There are two main streams of literature relevant to this work.
The first one explores user privacy concerns regarding mo-
bile permissions, and the second one explores user privacy
concerns regarding Augmented Reality (AR) technologies.
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2.1 Privacy Concerns with Permissions

A plethora of prior research on mobile permissions and
privacy-related user perceptions about them confirm that the
existing permission systems are not fully transparent and
clear to the users [15, 27]. Provision of permissions to users
in app stores without any contextual information results in
users forgetting about permissions later [6]. Moreover, when
apps require more sensitive permissions, it increases users’
privacy concerns [18] and decreases the ratings and number
of downloads of such apps [30]. Thus, these factors have an
immediate economic impact and relevance for app developers
and the respective companies [18].

Providing participants with relevant information in run-
time permissions is shown to increase transparency for the
users [57,58]. However, besides the general question of when
to request permissions [14] and how to simplify them [37],
it is still unclear whether the communication of apps’ data
collection practices in the permission systems can and should
be presented in more detail. Particularly, users find it hard
to identify the reasons why an app uses a specific resource
at all [34]. While requesting app permissions helps users be-
come aware of what data is being accessed by the app, users
also want to better understand why applications need certain
information [27]. By by providing the appropriate justifica-
tions and meeting users’ expectations regarding the reasons
for accessing sensitive resources, apps can increase users’
trust [34] and alleviate privacy concerns [18]. However, some
research shows that meaningless justifications (that pretend to
clarify the purpose of data use, but essentially don’t provide
any meaningful information) also alleviate user concerns, and
therefore can be deceptive for the users [51]. Thus, it is impor-
tant that permission justifications provide accurate and useful
information.

2.2 User Privacy Concerns with AR

Research on privacy in MAR apps is important since context-
specific privacy concerns can differ greatly from general pri-
vacy concerns towards mobile apps [1, 42]. Although there is
a large body of technical research about privacy and security
in augmented reality technologies [9], there is little research
on end user perceptions and privacy concerns regarding AR
technologies, especially, among research focused on mobile
AR [19]. The limited empirical evidence suggests that AR
raises privacy concerns among users, for instance, about being
filmed by AR devices (as bystanders [11]), surveillance, and
distributing data involuntarily [8, 20, 22, 23, 46].

The analysis of permissions in 19 most downloaded MAR
apps in Google Play Store shows that they violate users’ pri-
vacy and do not follow the principle of least privilege, i.e.,
apps oftentimes require access to more permissions than they
actually need for their stated functionalities [21]. Besides the
consumer protection concerns, privacy threats can be a hin-

dering factor for technology adoption [3, 48], which could
prevent useful AR applications to be accepted by potential
users (e.g., for medical purposes like helping Parkinson’s dis-
ease patients [36,54]). Therefore, it is important to understand
and address MAR apps’ users’ privacy concerns.

While prior research has investigated user concerns with
mobile permissions and AR technologies separately, to the
best of our knowledge no prior work has examined users’
privacy concerns regarding the permissions of MAR apps,
the impact of permission justifications on these concerns, and
intentions to grant permissions to such apps and download
them. In this study, we attempt at closing this gap.

3 Study 1

3.1 Method
To answer the research questions, we designed an online
survey-based experiment with a between-subject design and
three conditions. We presented participants with a scenario
describing a fictional mobile augmented reality (MAR) app
that can help to redesign a room or outdoor space. We told
participants that, by using augmented reality, the app can take
and save measurements, or display 3D models of the furniture
over the image of the real environment. Also, we told them
that users can share the new design ideas and measurements
with friends, family, designers, or contractors, via email or in
social networks. Then we presented participants with a list of
permissions this app requires.

In the Control group, participants were presented only with
the labels of the permissions without any justifications (e.g.
Microphone, Contacts). In the Contextualized Justification
(CJ) condition, along with the label, we showed participants
the explanation of what data or device’s sensors will the app
access or what data processing approaches will it use (e.g.,
face or speech recognition) and how it is related to the app’s
specific functionalities, to help participants understand the
purpose of data collection in the context of this particular app.
For example, the contextualized justification for the Micro-
phone permission mentioned that access to the microphone is
required to add voice notes to the measurement photos. In the
Non-Contextualized Justification (NCJ) condition, the expla-
nation was generic, without adding much to the information
in the permission label and without adding context to how the
requested permission is related to the app’s functionalities and
data collection needs. For example, the non-contextualized
justification for the Microphone permission mentioned that
access to the microphone is required to record audio, without
explaining why a measurement app would need it. Table 6 in
Appendix B provides the text of permission justifications.

We included 7 permissions that are commonly requested
in MAR and non-MAR apps: Storage/Photos/Media Library,
Contacts, Network/Internet Access, Microphone, Camera, Lo-
cation Services, and Notifications. To account for the customs
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of iOS and Android device users, when different, we included
labels from both operating systems, e.g., Network/Internet
Access. Additionally, we included 9 categories of resources
and data processing approaches that are often used in MAR
apps, but for which MAR apps currently do not explicitly re-
quest user permission (except for Speech Recognition on iOS):
Accelerometer, Gyroscope, Magnetometer, LiDAR Scanner,
Geometry Tracking, Raw Camera Output, Object Recognition,
Face Recognition, and Speech Recognition. For simplicity, in
this paper we refer to all 16 resources and data processing
approaches as permissions.

After showing the list of permissions, we asked participants,
based on that list, to what extent they understand what data
and resources on their device the app will be able to use. We
also collected open-ended responses about what additional
information would help to improve that understanding. Then
we asked whether participants would allow or deny our fic-
tional app access to those permissions on their device, how
denying that permission would affect the app’s performance,
and how granting the permission would affect users’ privacy.
Finally, we asked about demographics, experience with MAR
apps and features, and definition of AR. We also included
several attention check questions. See survey in Appendix A.

Quantitative Analysis We used an ordered random-effects
logistic regression model to analyze participants’ choices
regarding granting permissions. The “I am not sure” answers
were treated as missing. We calculated the model with three
specifications. Model 1 is the base model that includes only
the main independent variables about the permissions. Model
2 adds control variables like demographics and AR knowledge
to the base model. Model 3 adds further variables based on the
five most relevant codes from the qualitative analysis (equals
1 if the participant mentioned the code) to model 2.

We used Shapiro-Wilk tests to assess the normality of
data distribution, Wilcoxon rank sum tests for pairwise
comparisons, and ANOVA and Kruskal-Wallis equality-of-
populations rank tests to assess the differences between the
treatment groups. We applied Holm’s and Hochberg correc-
tions to all pairwise statistical tests and regressions, and report
only the significant results.

Qualitative Analysis To analyze the open-text survey re-
sponses we used thematic analysis. Two coders independently
developed initial codebooks, merged them, discussed and
agreed on the final codebook (Appendix D). They indepen-
dently applied the codes to all the responses, allowing for
multiple attributes per response. Kupper-Hafner interrater
agreement rate was 0.84 [31]. Finally, the coders discussed
and resolved all the disagreements.

3.2 Participants

We recruited 300 participants using Prolific in June 2020.
We restricted participation to US residents, over 18 years
old, who use mobile devices on a regular basis, and have ap-
proval rates on Prolific over 95%. We excluded 6 responses in
which participants failed the attention checks, and 2 responses
that were fully identical. The resulting sample consists of
292 participants, which are randomly distributed among three
groups: Control (N = 96), CJ group (N = 104) and NCJ group
(N = 92). Our sample is sufficient, as power analysis sug-
gested to recruit 85 participants per group to achieve 90%
power, with 5% error rate and 0.5 effect size.

The resulting sample has diverse demographics. The partic-
ipants are 18-74 years old (mean = 29,SD = 11.40), 48.63%
female and 2.4% prefer to self-identify their gender. About
34% have Bachelor’s degree, 31% have done some college
but no degree, and 14% have only finished high school; and
31.51% of the participants reported to have a technical back-
ground in computer science. ANOVA test confirms no differ-
ence in age, gender, and education among the three groups.

Slightly more than half (57.19%) of the participants use an
iPhone, and the rest use Android smartphones. The majority
of participants choose the correct definition of AR (74.66%)
and have experienced AR features (79.45%) like photo masks
(e.g., bunny ears in messaging apps) or placing digital objects
in the real environment (e.g., AR furniture apps).

3.3 Results

The majority of participants (86.30%) agreed that based on the
provided list of permissions they understand what resources
and data the app will be able to use (Q3 in Appendix A). On
average, compared to the Control group, participants in the CJ
group expressed better understanding of what functionalities
and data on their device the app will be able to use based on
the list of permissions (Wilcoxon rank sum test: p = 0.0012).
However, there was no difference between NCJ and Control,
and between CJ and Non-CJ groups. This means that provid-
ing contextualized justification about why the app requires
a certain permission and what data it will use significantly
improves users’ understanding of the app’s data practices
compared to showing just the permission labels. In contrast,
providing the explanations that are not put in context of the
specific app do not yield better users’ understanding of the
app’s data practices compared to using just permission labels.

To understand the relative impact of different factors on
users’ intentions to grant permissions, we conducted regres-
sion analysis (Table 7 in Appendix C). Despite significant
impact on the ability to understand app’s practices (based on
the test results), after controlling for other effects, we find
no significant treatment effects of justifications on the will-
ingness to grant the permissions. In other words, on average,
providing justifications, contextualized or not, does not affect
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participants’ willingness to grant the permissions when other
factors are taken in consideration.

On the other hand, participants are 43% less likely to allow
the permission when they believe it will negatively affect
app’s performance or ability to function (Q8), and 33% less
likely to grant the permission when they are concerned about
the privacy implications of granting the permission (Q9). In
contrast, when participants find the permissions informative,
i.e., helpful in understanding what resources and data the app
will be able to access (Q11), the odds of granting access to the
permissions are 1.245 times higher, given all other variables
are held constant.

Other controls like the prior use of AR features, familiarity
with the definition of AR, gender, age, education, prior tech-
nical experience, smartphone use frequency and mobile OS
do not have an effect.

3.3.1 Analysis of Individual Permissions

Willingness to grant the permissions Most participants
are willing to allow the permissions (Q7) while the app is
in foreground and only few participants would allow the per-
missions at all times (Figure 1). The majority of participants
prefers to deny such permissions as Contacts, Microphone
and Face Recognition.

Figure 1: Willingness to grant the permissions (Study 1).

Based on the regression results, we estimated the probabil-
ities for each individual permission to be granted (Table 1).
Participants prefer to allow most permissions while in the
foreground. However, the likelihood of denying or allowing
while in foreground is almost equally split for the following
permissions: Contacts, Microphone, Location, Face Recogni-
tion and Speech Recognition.

We also conducted 16 regressions for each of the 16 per-
missions with the demographic and control variables (same
regression model as in Table 7). We did not find any interest-
ing patterns in the results of the individual regressions.

Table 1: Estimated probabilities to deny, allow while in fore-
ground, and allow at all times the permissions (Study 1).

Permissions Prdeny Pr f oreground Pralways
Storage/Photos/Media Lib. .239 .707 .054
Contacts .453 .530 .017
Network/Internet Access .195 .728 .077
Microphone .451 .533 .016
Camera .105 .772 .123
Location .403 .575 .022
Notifications .295 .669 .036
Accelerometer .161 .739 .100
Gyroscope .131 .746 .123
Magnetometer .199 .733 .068
LiDAR Scanner .144 .755 .101
Geometry Tracking .111 .771 .118
Raw Camera Output .166 .750 .084
Object Recognition .128 .759 .113
Face Recognition .506 .481 .013
Speech Recognition .433 .548 .019
Total .257 .675 .068

Perceived privacy implications of the permissions To get
detailed insights on a permission-specific level, we plot the
perceived privacy dangerousness (Q9) of each permission in
Figure 2. Participants believe that permissions allowing access
to Face Recognition, Contacts, Location, Microphone, Stor-
age and Speech Recognition have the biggest negative impact
on their privacy. In contrast, Magnetometer, Accelerometer
and Gyroscope are perceived as least privacy invasive.

Participants in the CJ group have, on average, the highest
privacy concerns regarding the permissions (mean=4.25 out
of 7), followed by the Control group (mean=4.18) and the NCJ
group (mean=3.96). The differences between CJ and NCJ as
well as Control and NCJ are statistically significant (Wilcoxon
rank sum tests: p= 0.0001 and p= 0.0029, respectively). The
difference in the perceived privacy dangerousness between
the Control and CJ group is not significant.

Perceived impact on app’s performance Overall, partici-
pants believe that denying the permission would not drasti-
cally affect the way the app functions (Q8) (mean=4.03 out of
7). Participants in the NCJ group expected the larger decrease
in the app’s performance if they deny the permissions, com-
pared to the CJ group (Wilcoxon rank sum tests: p = 0.0393;
means are 3.95 and 4.12, respectively).

Regarding the effect of granting permissions on the de-
vice’s normal operations (Q10), participants perceive that
there is no such negative effect (mean=2.93). There are sta-
tistically significant differences between the CJ (mean=3.06)
and NCJ (mean=2.72) groups (p < 0.0001) and between the
Control (mean=2.99) and NCJ groups (p < 0.0001).
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Figure 2: Privacy concerns regarding permissions (Study 1).

Perceived informativeness of the permissions Overall,
participants said that they understand what resources and data
the app will be able to access if they grant the permissions
(Q11) (mean=5.23 out of 7). For example, Magnetometer and
LiDAR are perceived as least informative (means are 3.95 and
4.32, respectively). For all other permissions the means range
from 4.95 (Geometry Tracking) to 6.22 (Camera).

There are statistically significant differences in the partic-
ipants’ perceptions of informativeness (i.e., helpfulness of
individual permissions in understanding app’s data practices)
between the Control (mean=4.78), CJ (mean=5.64) and NCJ
(mean=5.25) groups (Wilcoxon rank sum tests p < 0.0001
for all three comparisons).

Then, we evaluated the informativeness of the added justi-
fications (compared to solely labels provided in the Control
group) according to the following two criteria: 1a) Contextu-
alized justifications should be perceived statistically signifi-
cantly more informative than the labels alone in the Control
group, and 1b) non-contextualized justifications should not.
2) Contextualized justifications should be perceived statisti-
cally significantly more informative than non-contextualized
ones. We compare the CJ and NCJ group because prior work
suggests that practically “meaningless” justifications for the
permissions that do not add clarity still may alleviate user
concerns [51] as they create a false sense of legitimacy.

We identified that all permissions met Criterion 1, but sev-
eral permissions did not fulfill Criterion 2. Specifically, our
manipulation in the CJ group was effective: compared to
the Control group, adding contextualized justifications in-
creases their perceived informativeness, or helpfulness in un-
derstanding app’s data practices, while non-contextualized
justifications do not. Thus, our study provides contrasting evi-
dence compared to the prior work on permission justifications
(e.g. [51]).

Criterion 2 is only met by several contextualized justifica-
tions: Face Recognition, Speech Recognition, Contacts, Mi-

crophone, Storage, Network, and Accelerometer. We hypothe-
sized that linguistic complexity [50] might potentially explain
that result: some of our contextualized justifications were
relatively long and used complex terms in order to provide
an informative explanation for the purposes of permission
requests.

Thus, it is possible that while contextualized justifications
provided more information, this information was harder for
the participants to understand than non-contextualized justifi-
cations, leading to their reduced perception of informativeness.
To address this, in Study 2 we modified the wording of jus-
tifications to ensure the equal linguistic complexity so that
contextualized and non-contextualized justifications are simi-
lar in the required grade level and reading skills to understand
them (see Section 4).

3.3.2 Qualitative Results

We asked participants what additional information would help
them understand what resources and data on their devices
the app will be able to use (Q4). Appendix D provides the
codebook, and Table 2 summarizes the most common themes
identified in the qualitative analysis of responses. Many par-
ticipants (74/292), especially in the treatment groups where
justifications were provided, said that they do not need any ad-
ditional information as permission descriptions were already
clear enough. However, many other participants said they
would like to know more about why the permission is needed
and how the data is going to be used (86/292), or requested
general clarifications about sensors and features (42/292).
Some participants specifically mentioned that they would
like the clarifications be concise (17/292), or recommended
improving visual representations of the permissions and justi-
fications (11/292), for example, by using demos, screenshots,
images, expandable explanations, or grouping the information
by topic. Some participants would like to know whether it is
possible to deny or restrict individual permissions (18/292)
and when the specific data is collected and accessed (13/292).

ANOVA test results indicate that more participants said
they do not need additional information in the CJ group
(p < 0.001) and NCJ group (p = 0.007) compared to the
Control group. Similarly, the clarifications about sensors or
resources were significantly less often requested in the CJ
group (p = 0.023) and Non-CJ group (p = 0.031) than in the
Control group. Participants in the CJ group were more often
interested to know whether they can deny individual permis-
sions than people in the Control and NCJ group (p < 0.001).
Participants in the Control group requested information about
the purpose of data collection more often than in the CJ
(p < 0.001) and NCJ group (p = 0.002), and they requested
this information in NCJ group more often than in CJ group.
This result further supports the informativeness of permission
justifications, especially the contextualized ones.

In summary, we observed that contextualized justifications
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Table 2: Common themes about the additional information
needed in the permission justifications, and the ANOVA re-
sults of differences between three groups (Study 1, N = 292).

Code Freq., % ANOVA
Why/how data is used 29.45 F(2)=22.44,

p < 0.001
No information needed 25.34 F(2)=8.35,

p < 0.001
N/a 15.75 -
Clarifications needed 14.38 F(2)=3.30,

p < 0.05
Possibility to deny/
restrict permissions

6.16 F(2)=7.97,
p < 0.001

Should be brief / shorter 5.82 F(2)=8.13,
p < 0.001

When data is
collected/accessed

4.45 -

Visual 3.77 -
Frequency of specifically mentioned permissions
Microphone 6.51 -
Face recognition 6.51 -
LiDAR 6.16 -
Contacts 5.48 -
Location 3.42 -
Speech recognition 3.42 -

improve the informativeness of the permissions about app’s
data practices, but do not affect participants’ privacy concerns
or willingness to grant the permissions, compared to the Con-
trol group. However, we observed the need to modify the
wording of our justifications to ensure similar linguistic com-
plexity between treatment groups. We also were curious if
permissions affect the willingness to download the app. Thus,
in Study 2 we modified the wording of our justifications, and
added a question about the intention to download the MAR
app.

4 Study 2

4.1 Method

The design of Study 2 and its survey (Appendix A) was the
same as in Study 1, except several changes. First, to rule out
the potential confounding effects due to the difficulty in under-
standing the justifications’ wording, we assessed the linguistic
complexity of the contextualized and non-contextualized jus-
tifications with the Python library Textstat [45]. This library
offers the possibility to measure seven different metrics of a
text’s readability and complexity levels, and obtain an over-
all readability score, which combines all seven metrics in
one to provide an estimated school grade level required to
understand a given text. We used this combined measure to

evaluate the complexity of our justifications as it adjusts for
biases from single measures such as Flesch-Kincaid or Gun-
ning Fog [45, 49, 55]. Based on the assessment of linguistic
complexity, we slightly modified the wording of justifications
to simplify and make them similarly easy to understand in the
CJ and NCJ conditions (see Table 3).

Second, we added a question about the willingness to down-
load our hypothetical app (Q20) and evaluated factors influ-
encing this download intent using an ordered logistic regres-
sion. Finally, we excluded the open-response questions about
the participants’ suggestions for improving the permissions
(Q4-6) as we have already gained enough insights in Study 1
and wanted to keep the survey short.

4.2 Participants

We recruited 306 participants using Prolific in October 2020.
We restricted participation to US residents, over 18 years old,
who use mobile devices on a regular basis, have approval
rates on Prolific over 95%, and have not participated in Study
1. We excluded 16 responses in which participants failed
the attention checks, and 1 participant who reported to use
a smartphone only about once a year. The resulting sample
consists of 289 participants, which are randomly distributed
among three groups: Control (N = 95), Contextualized Justifi-
cations (CJ) (N = 99) and Non-Contextualized Justifications
(NCJ) (N = 95).

The sample composition is similar to Study 1. The partici-
pants are 18-69 years old (mean=28.53, SD= 9.59), 57.09%
female and 3.81% prefer to self-identify their gender. About
a third (30.45%) have a Bachelor’s degree, 31.14% have done
some college but no degree, and 15.57% have only finished
high school; and 29.07% of the participants reported to have a
technical background in computer science. ANOVA test con-
firms that there is no difference in age, gender, and education
among the three experimental groups.

Slightly over half of the participants (53%) use Android
smartphones, and the rest use Apple’s iPhones. The majority
of participants choose the correct definition of AR (75.43%)
and have experienced AR features (76.12%) like photo masks
(e.g., bunny ears in messaging apps) or placing digital objects
in the real environment (e.g., AR furniture apps).

4.3 Results

The majority of participants (86.16%) agreed that based on the
provided list of permissions they understand what resources
and data the app will be able to use (Q3, Appendix A). Par-
ticipants in the CJ group expressed better understanding than
participants in the Control group (Wilcoxon rank sum test:
p = 0.0165), while there was no significant difference be-
tween the NCJ and Control groups, and between the CJ and
NCJ groups. These results confirm our findings in Study 1.
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Table 3: Permission labels and justifications in Study 2.

Label Non-Contextualized justification Contextualized justification

Storage / Photos
/ Media Library

Access to the smartphone’s storage is required to store
data processed by the app.

Access to the smartphone’s storage is required to save, check,
and delete your measurements or furniture ideas.

Contacts Access to the contacts is required to reach out to your
contacts.

Access to the contacts is required to share measurements
with your contacts.

Network / Inter-
net Access

Internet access is required to connect the app with the
Internet.

Internet access is required to download the images of furni-
ture.

Microphone Access to the microphone is required to record audio. Access to the microphone is required to add voice notes to
your measurement photos.

Camera Access to the camera is required to take pictures and
videos.

Access to the camera is required to take pictures and videos
of the room you are measuring and show the furniture ideas
in it.

Location
services

Access to location is required to find out where you are. Access to location is required to filter furniture ideas for
those that deliver to your area.

Notifications Access to notifications is required to send you notifica-
tions.

Access to notifications is required to inform you about con-
tacts’ comments on furniture ideas.

Accelerometer Access to the accelerometer is required to improve image
stabilization.

Access to the accelerometer is required to improve the image
quality and measurements of your room.

Gyroscope Access to the gyroscope is required to improve image
stabilization.

Access to the gyroscope is required to improve the image
quality and measurements of your room.

Magnetometer Access to the magnetometer is required to improve im-
age stabilization.

Access to the magnetometer is required to improve the image
quality and measurements of your room.

LiDAR Scanner Access to the LiDAR scanner is required to illuminate
the target with laser light and measure the reflection with
a sensor.

Access to the LiDAR scanner is required to measure your
room more accurately in low light.

Geometry
Tracking

Allowing the app to use geometry tracking is required to
create a schematic outline of the environment.

Allowing the app to use geometry tracking is required to
measure a schematic outline of a room instead of a real
image of it.

Raw Camera
Output

Allowing the app to use raw camera output is required
to gather and process the real images captured by the
camera.

Allowing the app to use raw camera output is required to
measure a real image of a room instead of a schematic outline
of it.

Object Recogni-
tion

Allowing the app to use object recognition is required to
detect physical objects.

Allowing the app to use object recognition is required to
check if the new furniture (e.g. chairs) would fit with the
existing furniture (e.g. table).

Face Recogni-
tion

Allowing the app to use face recognition is required to
detect faces.

Allowing the app to use face recognition is required for you
to log into the app without a password.

Speech Recog-
nition

Allowing the app to use speech recognition is required
to identify words and phrases in spoken language.

Allowing the app to use speech recognition is required to
turn your voice notes about furniture ideas into text.

The regression analysis (Table 8 in Appendix C) confirms
the results from Study 1 as well. We find no treatment effects.
Based on the calculations of odds ratios, we find that partici-
pants are 40% less likely to grant the permissions when they
believe it will negatively affect the app’s performance and
ability to function (Q8) and 33% less likely when they are con-
cerned about the impact of granting the permissions on their
privacy (Q9). Furthermore, they are 1.15 times more likely to
grant the permissions when they find them informative (Q11).
Moreover, frequent use of the smartphone is negatively asso-
ciated with the intention to grant the permission (odds ratio =
0.29). Other controls do not have an effect.

4.3.1 Analysis of Individual Permissions

Willingness to grant the permissions As in Study 1, most
participants are willing to allow the permissions (Q7) while
the app is in foreground and only few participants would al-
low the permissions at all times (Figure 3). The majority of
participants are willing to deny such permissions as Contacts,
Microphone, Location, Face Recognition and Speech Recog-
nition (Table 4). We also find statistically significant negative
effects of perceived privacy dangerousness on the intention to
grant permissions for several permissions: Location, Contacts,
Microphone, Storage, Face Recognition and Speech Recog-
nition, and Raw Camera Output. This is not surprising as
most of these permissions are perceived especially invasive
(Figure 4).
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Figure 3: Willingness to grant the permissions (Study 2).

Table 4: Estimated probabilities to deny, allow while in fore-
ground, and allow at all times the permissions (Study 2).

Permissions Prdeny Pr f oreground Pralways
Storage/Photos/Media Lib. .229 .701 .070
Contacts .445 .534 .021
Network/Internet access .169 .732 .099
Microphone .411 .562 .027
Camera .114 .754 .132
Location .407 .564 .029
Notifications .272 .682 .046
Accelerometer .146 .738 .116
Gyroscope .126 .737 .137
Magnetometer .166 .734 .100
LiDAR Scanner .153 .738 .109
Geometry Tracking .120 .740 .140
Raw Camera Output .156 .743 .101
Object Recognition .119 .747 .134
Face Recognition .438 .536 .026
Speech Recognition .408 .562 .030
Total .242 .675 .082

Perceived privacy implications of the permissions Over-
all, participants believe that the permissions have a moderate
effect on their privacy (Q9) (mean=3.94 out of 7). In contrast
to Study 1, participants in the CJ group have on average the
lowest privacy concerns (mean=3.75), followed by the NCJ
group (mean=3.99) and the Control group (mean=4.095). The
differences between CJ and NCJ (p = 0.0031) as well as Con-
trol and CJ (p < 0.0001) are statistically significant, while
the difference between the Control and NCJ group is not. In
other words, while privacy perceptions elicited in the NCJ
and Control groups are similar between Study 1 and 2, the
modified contextualized justifications in Study 2 elicited less
privacy concerns than in the CJ group in Study 1 and than in
NCJ and Control groups in Study 2. This suggests that the

privacy perceptions regarding permissions can be sensitive to
the wording of contextualized justifications.

In line with Study 1, Figure 4 shows that participants per-
ceive permissions allowing access to Location Services, Con-
tacts, Face Recognition, Microphone, Speech Recognition and
Storage to have the biggest negative impact on their privacy.
Magnetometer, Accelerometer, Gyroscope and Notifications
are perceived as least privacy invasive. We discuss whether our
findings match the categorization of the Android Developer
Guide into normal and dangerous permissions in Section 5.

Figure 4: Privacy concerns about the permissions (Study 2).

Perceived impact on app’s performance Overall, partici-
pants believe that denying the permission would not drasti-
cally affect the way the app functions (Q8) (mean=3.94 out of
7). As in Study 1, after denying the permission, participants
expect the app to function better in the CJ group (mean=4.13)
than in the NCJ group (mean=3.82, p = 0.0001) and the Con-
trol group (mean=3.86, p = 0.0014).

Participants perceive that there is no negative effect
(mean=2.75) of granting permissions on the device’s normal
operations (Q10). In contrast to Study 1, participants in the CJ
condition expected the least negative effect (mean=2.58) com-
pared to the NCJ group (mean=2.7, p = 0.0492) and the Con-
trol group (mean=2.97, p < 0.0001). The difference between
the Control and NCJ groups is also significant (p < 0.0001).
The difference with Study 1 is likely related to the modifica-
tions in the wording of justifications in Study 2.

Perceived informativeness of the permissions Overall,
participants said that they understand what resources and data
the app will be able to access if they grant the permissions
(Q11) (mean=5.35 out of 7). Magnetometer and LiDAR are
perceived as least informative (means are 4.22 and 4.49, re-
spectively). For all other permissions the means range from
4.82 (Accelerometer) to 6.26 (Camera).
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We also evaluated to what extent participants’ perceptions
of informativeness (i.e., helpfulness of individual permissions
in understanding app’s data practices) differ between treat-
ment and control groups. In line with Study 1, there are statisti-
cally significant differences between the Control (mean=4.93),
CJ (mean=5.74) and NCJ (mean=5.37) groups (Wilcoxon
rank sum tests are p < 0.0001 for all three comparisons).

In the next step, we evaluate whether our changes in the
wording of justifications based on the insights from Study 1 re-
sulted in any changes in the perceived informativeness of the
individual permissions. As in Study 1, all permissions with
contextualized justifications are perceived as significantly
more informative than using only labels (Control group) and
there are no statistically significant differences between per-
missions with non-contextualized justifications and labels
only. Contextualized justifications are perceived as signifi-
cantly more informative than non-contextualized ones only
for several permissions: Network, Microphone, and Notifica-
tions (Kruskal-Wallis test, p<0.05).

4.3.2 Analysis of Willingness to Download the App

Slightly more than a third of participants (37.72%) said they
would be willing to download the app based on the list of
permissions. As we assessed the impact of the entire list of
permissions, instead of the individual permissions, on the will-
ingness to download the app, there was only one response per
participant (i.e. it is not a permission-specific dependent vari-
able). Thus, we could not use the panel structure of the data as
in the regressions on the willingness to grant the permissions.
Therefore, we created indices for the permission-specific cate-
gorical variables Q8-Q11, to estimate the participants’ overall
perspectives on those variables across all permissions. We
calculated a polychoric correlation matrix for each variable
and predicted the number of factors for each variable based
on the eigenvalues larger than 1, similarly to the procedures
of the exploratory factor analysis. The resulting indices and
values for Cronbach’s α (0.80−0.94) are shown in Table 5.
We then included those indices in the ordered logistic regres-
sion models on the willingness to download the app as the
dependent variable (see Table 9 in Appendix C).

The only significant variable after the Holm’s and Hochberg
corrections is the general understanding of the app’s data
practices. It has a significant positive effect, increasing the
intentions to download the app by 1.54 times.

5 Discussion and Conclusions

Overall, prior research suggests that justifications are useful
in helping users understand permissions in regular mobile
apps [18, 27, 34, 51]. While our work confirms that it is also
useful in the MAR apps, it illustrates that justifications are
not equally useful, and that they are most effective when ex-
plained in the context of a particular app. In addition to the

interest in knowing the purpose of data collection, also found
in [27], our participants wanted to know which permissions
they can restrict/deny and how it would affect the functional-
ity. In contrast to [51], our study finds that non-contextualised
justifications do not significantly improve users’ understand-
ing of the app’s practices. Therefore, justifications should be
meaningful and tailored to the context of a particular app to
be truly helpful and increase transparency. The share of our
participants who chose to deny permissions were similar to
prior work conducted in the wild [57, 58], confirming that the
intentions observed in our study are likely to be representative
of actual users’ decisions (however, future work is needed
to validate it). Moreover, we explore users’ opinions about
permissions that are currently not requested in either regular
or MAR apps, yet raise significant concerns (e.g. face and
speech recognition). In conclusion, our findings have impor-
tant contributions and practical implications for MAR app
developers and permission system design.

5.1 Users’ Understanding of and Expectations
about Permissions

With respect to our first research question (RQ1), we found
that, overall, based on the list of permissions, participants
were confident that they understand what resources and data
the MAR app will be able to access. However, participants
expressed the willingness to know why the MAR app re-
quires certain permissions, and how it is going to use them.
We also find that contextualized justifications can increase
users’ understanding of the app’s data practices compared to
using just permission labels and could be a useful tool for
increasing app transparency. This is especially true for the
new permissions that we suggest to add to cover advanced
sensors, resources, and functionalities especially common in
MAR apps, currently absent in mobile permission systems
(e.g., Magnetometer, LiDAR, Geometry Tracking or Object
Recognition). In other words, adding contextualized justifica-
tions to these permissions resulted in the biggest increase in
participants’ understanding of the app’s data practices, com-
pared to the group where only permission labels were used.
Open-ended responses confirmed that participants expressed
the need for more clarifications about these advanced or novel
sensors and data processing approaches (especially Magne-
tometer, Geometry Tracking and LiDAR).

Participants believed that refusing to grant certain non-
essential permissions (e.g., send notifications) would not im-
pair the app’s ability to perform its primary functionalities.
In the open-text responses, participants also said that they
would like to know whether they can decline some of the
permissions. Thus, we recommend to have a clear labeling
of which permissions are required and which permissions are
optional, and how declining of such permissions would affect
the app’s functionalities (e.g., if users were to decline the
Notifications permissions, they would not be able to receive
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Table 5: Indices created from variables Q8-Q11 and Cronbach’s α

Variable Index Permissions Alpha

Q8: App functioning w/o
accessing permission X

1
Storage, network, camera, accelerometer, gyroscope, magnetometer, LiDAR,
geometry tracking, raw camera tracking, object recognition

0.8442

2 Contacts, microphone, location, notifications, face recognition, speech recognition 0.7977

Q9: Privacy dangerousness
of permission X

1
Notifications, accelerometer, gyroscope, magnetometer, LiDAR, geometry tracking,
raw camera output, object recognition

0.8890

2
Storage, contacts, network, microphone, camera, location, face recognition,
speech recognition

0.8852

Q10: Negative effects on
performance of permission X

1 All 16 permissions 0.9438

Q11: Perceived informativeness
of permission X

1
Storage, contacts, network, microphone, camera, location, notifications,
face recognition, speech recognition

0.8569

2
Accelerometer, gyroscope, magnetometer, LiDAR, geometry tracking,
raw camera output, object recognition

0.8934

notifications about the comments that the designer has left
about their measurements in the MAR app).

Similarly, participants did not believe that granting the per-
missions could negatively affect the device’s normal opera-
tions. This question was inspired by the Android Developer
Guide, which classifies dangerous permissions as those that
have an impact on user’s privacy and the device’s normal
operations [2]. As we discuss in Section 5.2, participants ex-
pressed privacy concerns about certain permissions, but did
not expect a negative impact on device’s normal operations.
However, it is possible that the assessment of the impact on
the device’s normal operations may require more advanced
technical knowledge than the assessment of privacy implica-
tions. Without proper guidance on how to evaluate the impact
of permissions on the device’s normal operations, it would be
hard to decide whether the new permissions, such as LiDAR
and Geometry Tracking, should be categorized as dangerous
or not. Thus, we recommend the Android Developer Guide
(and other similar documentations) to include more details
about the metrics used to make such assessments, and how
to reconcile the contradictions between negative impact on
user’s privacy and no impact on device’s normal operations.

5.2 Privacy Concerns about Permissions
Regarding our second research question (RQ2), some permis-
sions (e.g., Location, Contacts, Microphone, Speech and Face
Recognition) raise substantial privacy concerns among users.
Prior work found that users are concerned about access to
location and microphone in non-AR apps as well [15, 39, 59].
However, most apps do not request the permissions to use
Speech and Face Recognition, although users in our study find
it concerning. It is possible that participants are especially
concerned about Speech and Face Recognition due to the gen-
eral lack of understanding of what information is collected
for it, at what point in time, and how it is processed. Media
coverage of the privacy invasions by companies relying on

face recognition technologies such as Clearview AI [25] could
also trigger privacy concerns among our participants.

In contrast, other permissions, such as Accelerometer, Mag-
netometer, Gyroscope, Notifications, LiDAR, and Geometry
Tracking, did not raise high privacy concerns. However, it has
been shown that accelerometer data, which is collected by
several MAR apps like Pokémon Go, can be used to infer the
phone’s password [16] or to eavesdrop on the audio output of
the device [35]. This findings indicates a gap between users’
understanding of the threat models and actual privacy and
security risks. This kind of knowledge-concern gap is critical
for MAR apps. The variety of sensors required by MAR apps
and the technical possibilities to exploit these sensors make
it important to inform the users about the potential privacy
implications, and request the permissions to access those re-
sources. Clarifications and justifications for the sensors could
further help to bridge this gap. The accuracy and informative-
ness of these justifications should be enforced and monitored,
for example, by the app stores and regulators.

We also checked if users’ privacy perceptions align with
the Android Developer Guide classification of permission
dangerousness [2]. We only considered the responses of par-
ticipants in the Control groups (in both Studies 1 and 2), as
currently the permission systems use only the labels, without
justifications. We categorized participants’ responses based
on the median values for the individual permissions into two
groups: (1) Dangerous permissions, if they are perceived on
average as privacy invasive (median value larger than 4 out of
7), and (2) Non-Dangerous permissions, if they are perceived
on average as not privacy invasive or neutral (median value
less than or equal to 4 out of 7). The results indicate that
the Android’s classifications match the participants’ evalu-
ations for the currently used permissions. However, it also
suggests that if new permissions were added, some of them
(such as Face and Speech Recognition) would be considered
dangerous and would need to be requested in the run time.
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5.3 The Impact of Justifications

Regarding the third research question (RQ3), our results in-
dicate that contextualized justifications, which describe what
information the app will be able to access and how it will
use it if the user grants the permission, improve users’ under-
standing of the app’s data practices, and reduce their privacy
concerns, but do not impact users’ intentions to grant such
permissions or download the app. In turn, privacy concerns
reduce the intentions to grant the permissions, but not to down-
load the app. This might be due to the fact that users’ decisions
to download an app are more dependent on other factors, such
as app’s functionalities and utility. We find that main results
are similar in Study 1 and 2, indicating the robustness of
the effects against the modifications in the wording of the
permission justifications. Thus, we recommend app develop-
ers and platforms to include contextualized justifications to
the existing permission systems to improve the transparency
about MAR apps’ data practices. As discussed in Section 5.5,
while our study explores the opinions about only one type of
MAR apps, future work is encouraged to validate the results
with other categories of MAR apps, and different levels of
invasiveness of their data practices.

5.4 Suggestions for Improved Transparency

Regarding our fourth research questions (RQ4), we provide
a number of recommendations for improved transparency in
the permission systems of MAR apps based on all our results.
First, we recommend app platforms to require developers to
provide justifications for the permissions requested by their
apps. Second, we encourage app developers to contextualize
those justifications to the specific practices and functionalities
of their apps. For example, instead of using vague statements
about the app’s need to access the Microphone in order to
transmit audio input, we suggest explaining how it will be
used by the app (e.g., to record voice messages).

Third, we recommend requesting user permissions to ac-
cess the resources and sensors that are commonly used in
MAR apps and often raise privacy concerns, but are not cur-
rently included in the mobile permission systems, such as
Face and Speech Recognition. Similarly, as technology ad-
vances very fast, we recommend including a short descrip-
tion of the novel functionalities and sensors, such as LiDAR,
Geometry Tracking and Object Tracking, avoiding technical
terminology that can be hard to understand for the people
with limited technological background or experience. We also
recommend testing the linguistic complexity of the justifica-
tions (e.g., by using the library we used in this study [45]),
and the overall comprehension and informativeness of the
justifications in user studies.

Fourth, based on the participants’ comments, we recom-
mend improving the visual appearance of the permission sys-
tems. For instance, we suggest:

• Group the permissions by the type of information they
access or by the purpose of use;

• Avoid permission fatigue and allow customisation of the
level of detail in permission justifications, for example,
by using expandable clarifications text boxes, larger or
higher-contrast text for labels and less prominent justifi-
cation text to allow users to quickly scan the permissions
and easily read the additional information where they
need more clarifications;

• Include images, videos, or animations to demonstrate
how advanced or novel sensors work;

• Make it clear when certain functionalities, sensors or
data are being accessed;

• Clearly indicate whether a certain permission can be
denied or restricted, and how the restrictions of certain
permissions can affect the performance of the app;

• Clarify privacy implications of the permissions.

5.5 Limitations and Future Work

Our study has several limitations. First, while our sample is
diverse in terms of demographics, it only includes US citizens.
Incorporating cultural factors can provide additional insights
for privacy-related predictions [33, 53]. In the future work,
we would like to expand the diversity of the sample and con-
duct a cross-country comparison of users’ perceptions and
understanding of MAR apps’ mobile permissions.

Second, to keep high internal validity, we tested only one
treatment dimension related to the permission justifications
(contextualized and non-contextualized), while keeping other
parameters constant. Future work can experiment with other
dimensions, such as the number and composition of requested
permissions, their relevance or importance to the app’s func-
tionalities, purposes of data use (including the purposes that
primarily benefit the companies more than users, such as tar-
geted advertising), or visual design of the permission menus.

Finally, we used a hypothetical scenario about a MAR app
in our study. However, the use of hypothetical scenario in
a controlled experiment allowed us to achieve high internal
validity, and future work can test the generalizability and eco-
logical validity of the results in a field experiment. Moreover,
the app we used in our scenario can be categorized as a utili-
tarian app with primarily utilitarian incentives for individuals
to use it. In contrast, hedonic (or pleasure and entertainment
oriented) MAR apps, such as games, could be judged differ-
ently by participants regarding their privacy implications, will-
ingness to grant permissions, or download intentions. Thus,
future work can explore the differences in users’ opinions and
intentions regarding various categories of MAR apps.
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A Questionnaires

All questions are the same in both studies, except: Q4-6 are
included only in Study 1, Q20 are included only in Study 2.

Part I. AR Knowledge

Q1. What is the definition of Augmented Reality? [if an-
swered incorrectly, participants get the correct definition of
AR] 1. Augmented Reality is the perception of a completely
virtual environment in which the user is fully immersed. 2.
Augmented Reality is the real environment enhanced by vir-
tual information and objects in which the user is able to per-
ceive the real environment. 3. Augmented Reality combines
controlled steering of laser beams with a laser rangefinder in
order to measure surfaces or bodies to generate a picture.
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Q2. Some mobile applications (apps) have Augmented Real-
ity features, which augment the real environment by virtual
information and objects, like photo masks. These features
may be required for the app to function (e.g. an AR game
which is impossible to play without using AR features), or
may be optional (e.g. a photo filter in a messaging app). What
Augmented Reality features do you use in the apps installed
on your phone? Choose all that apply: 1. Photo masks which
add digital objects to the photo (e.g. bunny ears to your face,
stars, special effects). 2. Digital representations of objects
in real environments (e.g. furniture added into existing view
of a room). 3. Displaying digital game characters and game
worlds’ objects in the real environments (e.g. Pokémon Go’s).
4. Other (please specify).

AC1. Please choose the answer option ‘always’ here. (1.
Never. 2. Sometimes. 3. About half of the time. 4. Most of
the time. 5. Always.)

Part II. Permission Overview

We would appreciate your feedback on an Augmented Reality
app that we are developing for mobile devices. Please read
the description of the app carefully before answering the
following questions.

The new ‘Measure it! Augmented Reality App’ allows you
to redesign a room or outdoor space. Using Augmented Real-
ity it can take and save measurements, or try out new furniture
by displaying its 3D models over the image of the real envi-
ronment. Plus, with just a few clicks, you can easily share the
new design ideas and measurements with friends, family, your
designer, or contractors, via email or in social networks! The
app requires access to the following functionalities and data
on your device: (See the list of permissions in Appendix B
and Table 3.)
Q3. Based on the list of permissions above, to what extent do
you understand what functionalities and data on your device
the app will be able to use? (7pt Likert scale from “I don’t
understand at all” to “I fully understand”)
Q4.* What additional information would help you to under-
stand what functionalities and data on your device the app
will be able to use? (open text)
Q5.* What other functionalities of your device do you think
the app may be using that are not included in the listed per-
missions? (open text)
Q6.* What other data do you think the app may be using that
are not included in the listed permissions? (open text)

Part III. Evaluating Individual Permissions

AC2. This question is not part of the survey and just helps
us to detect bots and automated scripts. To confirm that you
are a human, please choose ‘strongly agree’ here. (7pt Likert
scale from “Strongly disagree” to “Strongly agree”)

The following questions are iterated for each permission.

Imagine that you received the following notification on your
phone: “The app Measure it! Augmented Reality needs to
access [permission] on your device.”
Q7. Would you allow or deny the app to access your device’s
[permission]? 1. Deny. 2. Allow while app is in foreground.
3. Allow. 4. I’m not sure (if this is selected: “Under what
circumstances would you allow or deny this permission?”).
Q8. How well do you think the app can function without
accessing [permission] on your device? (Consider that 1 star
is when the app cannot function without it at all, and 7 starts
is when the app can function perfectly without it.)
Q9. To what extent do you think that granting permission
to access [permission] on your device can potentially affect
your privacy? (7pt Likert scale from “No effect” to “Very big
effect”)
Q10. To what extent do you think that granting permission to
access [permission] on your device can potentially affect your
device’s normal operations (i.e. performance)? (7pt Likert
scale from “No effect” to “Very big effect”)
Q11. To what extent do you understand what functionalities
and data the app will be able to use, if you allow it to access
[permission] on your device? (7pt Likert scale from “I don’t
understand at all” to “I fully understand”)
Q20.* How likely are you to download this app? (7pt Likert
scale from “Extremely unlikely” to “Extremely likely”).

Part IV. Demographics

Q12. What is your gender? 1. Male. 2. Female. 3. Prefer to
self-identify. 4. Prefer not to say.
Q13. What is your age? (numeric entry field)
Q14. What is your country of residence (US or other)
Q15. What is the highest level of school you have completed
or the highest degree you have received? 1. Less than high
school degree. 2. High school graduate (high school diploma
or equivalent including GED). 3. Some college but no degree.
4. Associate degree in college (2-year). 5. Bachelor’s degree
in college (4-year). 6. Master’s degree. 7. Doctoral degree. 8.
Professional degree (JD, MD).
Q16. Do you have experience in any of the following (choose
all that apply)? 1. Computer science education / work experi-
ence2. 2. Software engineering education / work experience.
3. App development education / work experience. 4. Other
technical education / work experience (please specify). 5.
None of the above.
Q17. How often do you use a smartphone? (from “Never” to
“Once or several times a day”)
Q18. Which operating system do you use on your smart-
phone? (Android, iOS, other)
Q19. Do you have any feedback regarding the questionnaire
or the study? (open text)

B Permissions and Justifications (Study 1)
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Table 6: Permission labels and justifications in Study 1.

Label Non-Contextualized justification Contextualized justification

Storage / Photos
/ Media Library

Access to the smartphone’s storage is required
to store data processed by the app.

Access to the smartphone’s storage is required to browse and edit
(save, erase) the photographs of the taken measurements.

Contacts Access to the contacts is required to enable so-
cial features of the app.

Access to the contacts is required to share photos of the measure-
ments with the contacts via email or messages (for example, with
your designer, contractors, partner, or friends).

Network / Inter-
net Access

Internet access is required to connect the app
with the Internet.

Internet access is required to share your measurement photos via
email, messengers, or in social networks (for example, with your
designer, clients, contractors, partner, or friends).

Microphone Access to the microphone is required to record
audio.

Access to the microphone is required to add voice notes to your
measurement photos.

Camera Access to the camera is required to take pictures
and videos.

Access to the camera is required to take photos and videos of the envi-
ronments you are measuring. These photos and videos allow the app
to visualize your furniture and other objects in those environments.

Location
services

Access to location information is required to de-
tect the approximate position (based on network
data) and precise position (based on GPS and
network data) of the device.

Access to location information is required to link your measurement
photos to location data. This information allows the app to automati-
cally create albums in your gallery based on location, which makes
it easier to navigate through your measurements.

Notifications Access to notifications is required to notify you
about messages.

Access to notifications is required to notify you when new messages
or comments about measurements or furniture ideas are received
from your contacts (e.g., designer, clients, contractors, partner, or
friends).

Accelerometer Access to the accelerometer is required to mea-
sure the acceleration of your smartphone move-
ments.

Access to the accelerometer is required to provide image stabilization
based on the speed your phone is moving, which improves the quality
of your measurement photos.

Gyroscope Access to the gyroscope is required to measure
the rotation of the smartphone.

Access to the gyroscope is required to provide image stabilization
based on the position of your device and the vibrations of your hands.

Magnetometer Access to the magnetometer is required to mea-
sure magnetic fields.

Access to the magnetometer is required to detect nearby magnetic
fields, which can reduce the accuracy and quality of your measure-
ment photos.

LiDAR Scanner Access to the LiDAR scanner is required to use
light to measure distances.

Access to the LiDAR scanner is required to provide detailed 3D
measurements of your environment. This allows the app to more
accurately represent the location of furniture and other objects.

Geometry
Tracking

Allowing the app to use geometry tracking is re-
quired to generate a geometrical schematic out-
line of the environment.

Allowing the app to use geometry tracking is required to generate
a geometrical schematic outline of the environment for measuring
distances between objects, instead of using the raw camera output of
that environment (i.e. real views of the environments, such as rooms,
or outdoor spaces and objects in them).

Raw Camera
Output

Allowing the app to use the raw camera output
is required to gather and process the raw output
of the camera while you use the app.

Allowing the app to use the raw camera output is required to present
you with a realistic presentation of the pieces of furniture in the real
environment, instead of just a geometrical schematic outline.

Object Recogni-
tion

Allowing the app to use object recognition is
required to recognize details of the objects in the
environments.

Allowing the app to use object recognition is required to identify
objects in your environment (e.g. the existing furniture in the room).
This allows the app to remove or substitute those objects with aug-
mented reality objects, such as viewing how a new couch would fit
in the room, or whether new chairs would fit with the existing table.

Face Recogni-
tion

Allowing the app to use face recognition is re-
quired to identify or verify the identities of peo-
ple using their face.

Allowing the app to use face recognition is required to verify the
identity of people in your measurement photos. This allows the app
to automatically identify people in your device’s contacts list if they
appear in your measurement photos, so that you can easily share
among people in the environment for easy sharing of the measure-
ments and furniture ideas.

Speech Recog-
nition

Allowing the app to use speech recognition is
required to identify words and phrases in spo-
ken language and convert them to a machine-
readable format.

Allowing the app to use speech recognition is required to transcribe
voice notes into text for the taken measurements or furniture ideas.
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C Regression Analyses, Factor Analysis

Table 7: Random-effects ordered logistic regression models on the willingness to grant permissions in Study 1.

(1) (2) (3)
Base Model With Controls With Qual. Vars

Dependent variable: Would you allow or deny the app to access your device’s permission X? (Q7)
Contextualized Justifications experimental group (control group is omitted) 0.190 0.166 0.268

(0.95) (0.85) (1.14)
Non-Contextualized Justifications experimental group 0.175 0.211 0.259

(0.83) (1.03) (1.19)
Q8: App functioning w/o accessing permission X -0.567*** -0.567*** -0.566***

(-12.40) (-12.40) (-12.38)
Q9: Privacy dangerousness of permission X -0.396*** -0.396*** -0.397***

(-12.03) (-12.01) (-12.00)
Q10: Negative effects on performance of permission X 0.038 0.041 0.040

(0.87) (0.94) (0.92)
Q11: Perceived informativeness of permission X 0.218*** 0.218*** 0.219***

(5.33) (5.30) (5.32)
Q3: General app understanding 0.011 -0.006 0.004

(0.15) (-0.08) (0.06)
Q1: Definition of AR correct -0.120 -0.080

(-0.66) (-0.44)
Q2: AR features on smartphones used 0.475* 0.526*

(2.13) (2.40)
Q12_1: Gender - male (“female” is omitted) 0.084 0.061

(0.47) (0.34)
Q12_2: Gender (prefer to self-identify) -0.162 -0.193

(-0.36) (-0.42)
Q13: Age 0.001 -0.000

(0.09) (-0.01)
Q15: Education -0.119* -0.118*

(-2.12) (-2.13)
Q16: Technically experienced -0.033 -0.047

(-0.17) (-0.24)
Q17: Smartphone used once or several times a day -0.626 -0.743

(-0.67) (-0.81)
Q18: Mobile OS (1=Android) 0.073 0.130

(0.41) (0.74)
Q4_1: Why and how data is used -0.169

(-0.86)
Q4_2: No information needed / clear what the permission(s) is and does -0.249

(-1.07)
Q4_3: Clarification about sensors / features needed 0.112

(0.57)
Q4_4: Possibility to deny / restrict individual permissions -0.828***

(-3.59)
Q4_5: When data is collected 0.257

(0.72)
* p < 0.05, ** p < 0.01, *** p < 0.001; t statistics in parentheses. Values in bold font indicate statistical significance that hold after applying Holm’s and
Hochberg corrections.
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Table 8: Random-effects ordered logistic regression models on the willingness to grant permissions in Study 2.

(1) (2)
Base Model With Controls

Dependent variable: Would you allow or deny the app to access your device’s permission X? (Q7)
Contextualized Justifications experimental group (control group is omitted) 0.077 0.023

(0.37) (0.11)
Non-Contextualized Justifications experimental group -0.064 -0.125

(-0.28) (-0.55)
Q8: App functioning w/o accessing permission X -0.504*** -0.504***

(-12.21) (-12.21)
Q9: Privacy dangerousness of permission X -0.400*** -0.399***

(-10.86) (-10.88)
Q10: Negative effects on performance of permission X 0.012 0.008

(0.27) (0.17)
Q11: Perceived informativeness of permission X 0.140*** 0.140***

(3.80) (3.80)
Q3: General app understanding 0.210** 0.191**

(3.01) (2.76)
Q1: Definition of AR correct -0.359

(-1.73)
Q2: AR features on smartphones used 0.353

(1.73)
Q12_1: Gender - male (“female” is omitted) 0.084

(0.42)
Q12_2: Gender (prefer to self-identify) -1.118**

(-3.43)
Q13: Age -0.005

(-0.53)
Q15: Education 0.072

(0.94)
Q16: Technically experienced -0.170

(-0.83)
Q17: Smartphone used once or several times a day -1.234***

(-3.92)
Q18: Mobile OS (1=Android) -0.398*

(-2.21)
* p < 0.05, ** p < 0.01, *** p < 0.001; t statistics in parentheses. Values in bold font indicate statistical significance that hold after applying Holm’s and
Hochberg corrections.
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Table 9: Ordered logistic regression models on intentions to download the app in Study 2.

(1) (2)
Base Model With Controls

Dependent variable: How likely are you to download this app? (Q20)
Contextualized Justifications experimental group (control group is omitted) 0.070 -0.048

(0.26) (-0.17)
Non-Contextualized Justifications experimental group 0.134 0.025

(0.49) (0.08)
Q8: App functioning w/o accessing permission X
Index 1 0.038 0.067

(0.55) (0.97)
Index 2 -0.113 -0.121

(-1.36) (-1.47)
Q9: Privacy dangerousness of permission X
Index 1 -0.121 -0.122

(-1.26) (-1.24)
Index 2 -0.213** -0.198*

(-2.88) (-2.49)
Q10: Negative effects on performance of permission X
Index 0.001 -0.053

(0.01) (-0.46)
Q11: Perceived informativeness of permission X in understanding app functions and data use
Index 1 0.081 0.074

(0.90) (0.81)
Index 2 0.106 0.098

(1.34) (1.18)
Q3: General app understanding 0.401** 0.431**

(3.08) (3.19)
Q1: Definition of AR correct -0.360

(-1.31)
Q2: AR features on smartphones used 0.569*

(2.18)
Gender - male (“female” is omitted) 0.011

(0.04)
Gender (prefer to self-identify) -0.973

(-1.69)
Q13: Age 0.001

(0.12)
Q15: Education 0.174*

(2.00)
Q16: Technically experienced -0.110

(-0.42)
Q18: Mobile OS (1=Android) -0.085

(-0.37)
* p < 0.05, ** p < 0.01, *** p < 0.001; t statistics in parentheses. Values in bold font indicate statistical significance that hold after applying Holm’s and
Hochberg corrections.
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D Codebook

Table 10: Codebook for the additional information that participants thought would help them understand what functionalities and
data on their device the app will be able to use in Study 1.

Code Description

No information needed (Q4_2) Participants do not need additional information, the given information given
is clear or sufficient.

N/a Participants do not offer to add any information (but they do not say the
provided information is sufficient like in the “No information needed” code.

General app’s functionalities Functionalities of the apps, not related to privacy/security, e.g. how does the
app measure distance, where does the furniture come from, etc.

Instructions Manual, instructions, help page, FAQ, tutorial
Resources used by the app Data usage, memory
Clarification about sensors / features (Q4_3) Definitions of terms, explanations of what the sensors and features are.

Indicates insufficient information (when participants provide more details
about what kind of information they need to know, e.g. when they require
the clarification of how the data collected by these sensors is used, it is
“Why/how data is used (purpose)” code).

Possibility to deny/
restrict individual permissions

(Q4_4) Is it possible to deny individual permissions; are the permissions op-
tional/mandatory.

Impact on functionality How denial of access permissions would affect the functionality (Note:
comments about the general app’s functionalities are in the “General app’s
functionalities” code).

Privacy Policies / Terms of services Privacy policy, terms of services. Includes Privacy Rating / Privacy Ranking.
Privacy concerns (explicit) Not comfortable with giving access to certain things.
(General) Data handling information Participants want to know what will happen to the data without specifying

whether they are interested in processing, storage, or use conditions.
What data is collected What specific piece of information are collected.
When data is collected/accessed (Q4_5) When the data is collected or accessed; common example – while app not in

use or all the time.
Where/how data is stored How data is stored, how long, where it is stored, is it stored at all.
Why/how data is used (Q4_1) Purpose for data collection, how it is used, how it is processed. Is this data

actually required, or is it optional.
How data is shared Whether the data is going to be shared and with whom (e.g. marketers are

mentioned a few times). Specifically, whether the data is going to be sold to
the third parties is mentioned often.

How security of my data is ensured Is the app going to make sure the collected data is secure, and if so how.
What security and privacy mechanisms (e.g. anonymization) do they use.

Brief / shorter When participants mention that the want a short/brief description, or when
they want the description to be shorter (note: separate code for “Simpler”).

Simpler Too much detail, or too technical/difficult/jargon-y language. When partici-
pants wish the description to be simpler.

Visual Visual representation, demo, images, video, etc.
One of the specific permissions Whenever this specific functionality is mentioned (e.g. LiDAR).
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Abstract
The pervasive use of smart speakers has raised numerous pri-
vacy concerns. While work to date provides an understanding
of user perceptions of these threats, limited research focuses
on how we can mitigate these concerns, either through re-
designing the smart speaker or through dedicated privacy-
preserving interventions. In this paper, we present the de-
sign and prototyping of two privacy-preserving interventions:
‘Obfuscator’ targeted at disabling recording at the micro-
phones, and ‘PowerCut’ targeted at disabling power to the
smart speaker. We present our findings from a technology
probe study involving 24 households that interacted with our
prototypes; the primary objective was to gain a better under-
standing of the design space for technological interventions
that might address these concerns. Our data and findings re-
veal complex trade-offs among utility, privacy, and usability
and stresses the importance of multi-functionality, aesthetics,
ease-of-use, and form factor. We discuss the implications of
our findings for the development of subsequent interventions
and the future design of smart speakers.

1 Introduction

Smart speakers, or network-connected speakers with inte-
grated virtual assistants, are becoming increasingly pervasive
in households. In 2020, nearly 90 million US adults used a
smart speaker [44]. Smart speakers offer their users a conve-
nient way to access information, set alarms, play games, or set
to-do lists. Smart speakers also integrate with other devices to
realize smart home applications. However, this convenience

Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
without fee.
USENIX Symposium on Usable Privacy and Security (SOUPS) 2021.
August 8–10, 2021, Virtual Conference.

Figure 1: The Obfuscator design probe next to a Google
Home Mini Device. Obfuscator uses ultrasound jamming to
prevent the smart speaker from listening to the user’s conver-
sations and is designed to appear as a tabletop “trinket” to
blend into the user’s home environment.

comes at a potential privacy cost; these devices operate in an
always-on mode at earshot of nearby conversations.

Smart speakers already provision built-in privacy controls;
they are supposed to process audio inputs locally until they
detect a wake word, and they pack a button that mutes their
internal microphone. Unfortunately, both provisions are not
very effective at protecting the user’s privacy. Recent incidents
raise concerns about passive privacy threats [1, 22, 26, 27].
Smart speakers can be mistakenly triggered without the pres-
ence of a wake word [11, 19, 25], causing it to record speech
not intended as commands. Further, security researchers have
documented active vulnerabilities that indicate the potential
for malicious exploitation of smart speakers [10,16,18,34,48].
Further, the effectiveness of the mute button to address these
problems is in doubt [26]. Recent studies, including the
one in this work, indicate that users find this button incon-
venient to utilize and not trustworthy in some cases [42].
While different technical interventions have been proposed
recently [8, 42], the design space for such interventions re-
mains under-explored. This paper contributes to an improved
understanding of the design elements and understanding user
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experience with these interventions.
In our work, we aim to understand better the user percep-

tions around the potential technological solutions to the pri-
vacy issues involving smart speakers through a technology
probe-based approach [21]. The objective of our study is not
to validate particular design choices but to understand user
perceptions of such interventions better and extract design
requirements for them. We utilize the smart speaker’s built-
in mute button as a baseline, to understand user perceptions
of how device manufacturers provide privacy control. We
utilized two technology probes to represent bolt-on privacy-
preserving interventions: (a) PowerCut, a smart plug that al-
lows the user to engage/disengage the power supply to a smart
speaker remotely, and (b) Obfuscator (Figure 1), which uses
ultrasound to deafen the smart speaker’s microphone, prevent-
ing the smart speaker from listening to nearby conversations.
The probes intercept two key resources required for success-
ful smart speaker functionality: power (for basic operation)
and microphone inputs (for voice-based interaction).

To promote user reflection on our privacy-preserving in-
terventions, we conducted in-home demonstrations of our
technology probes through in-depth interviews at 24 house-
holds. Our interviews took place over two phases between
July 2018 and August 2019 , providing us with insight into
how such perceptions and attitudes might change over time.
Our interviews involved users with diverse demographics,
including casual (or recreational) users and power (or profi-
cient) users, enabling us to distinguish perceptions and design
requirements for different user groups. Our findings highlight
a complex trade-off between privacy, utility, and usability:
the interventions (a) should be plug-and-playable i.e., require
minimal setup and upkeep, (b) have a small physical footprint
and fit within its environment, (c) offer additional features
beyond privacy preservation, (d) does not affect the interac-
tion model with the smart speaker, and (e) must survive the
test of time i.e., it should be compatible with existing and
future iterations of smart speakers. Through this work, we
present the design of our technology probes and our in-home
study, and discuss our findings. We conclude with a discus-
sion of their implications for the smart speakers as well as
other privacy-sensitive technologies.

2 Background

Our study considers smart speakers deployed in home envi-
ronments, focusing on (a) Google Home Mini and (b) Ama-
zon Echo Dot as described in Table 1. Users interact with
these devices to achieve a multitude of tasks, such as infor-
mation access, interaction with other smart devices, setting
alarms/timers, and voice calls. A typical interaction with a
smart speaker starts with the user speaking a wake word, such
as “...Alexa” or “...Google.” Upon recognition of the wake
word, the device indicates its readiness to receive command
through a visual cue. Then, the device sends the speech seg-

ment to the cloud, which verifies the wake word and processes
the accompanying command [40]. Verification is necessary
since on-device models are typically less accurate to minimize
their compute footprint and latency of predictions [32, 41].
As such, the smart speaker has to be always on, continuously
listening for a user to speak the wake word. Ideally, the device
should only record, and communicate to its cloud, the com-
mands that were triggered by a wake word. In many circum-
stances, however, the device’s operation might not match its
expected behavior. This results in the two privacy threats de-
scribed below. Note, these threats also provide context about
scenarios where we envision privacy-preserving interventions
to be used.

Feature Home Mini Echo Dot

Manufacturer Google Amazon
Height × Diameter 4.3 × 9.9 cm 3.3 × 7.6 cm
Wake words "... Google" "... Alexa"
Visual Cue Dots on the surface LED band
Privacy controls Mute button On/Off switch

Table 1: Salient features of smart speakers in 2019.

Passive Threats: The first threat occurs due to innocuous
and inadvertent recording i.e., when the smart speaker misun-
derstands ongoing conversations to contain the wake word.
Recent analysis [11] reported that everyday phrases, such
as those from TV shows, can accidentally activate a smart
speaker, resulting in 10 seconds of speech being sent to the
cloud. There have been several incidents where these devices
have exported user conversation, including those not preceded
with a wake word. While one organization claims this is
a one-off act [19], another blames erroneous code [10, 15].
There have also been reported instances where several orga-
nizations hired human contractors to listen and tag different
recordings from these devices, which include commands and
non-commands [16]; this is a severe deviation from perceived
device operation. Collectively, we refer to these violations as
passive privacy threats.

Active Threats: The second occurs due to compromise of
the actual device or its operation. A malicious entity can
compromise the software running on the connected smart
speaker to turn it into a listening device. Such an entity can
also change the operation of the device through developing
applications that record the user’s conversations [25,34,49] or
inject stealthy commands to wake up the device without the
user’s awareness [6,38,48]. Since these devices are connected
to the internet, such alterations are capable of extracting vari-
ous forms of sensitive information. We refer to such threats
as active privacy threats.
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3 Methodology

We envision privacy-preserving interventions to address po-
tential passive and active threats, especially in scenarios that
users perceive as sensitive. Such scenarios can include users
receiving visitors or having sensitive conversations. Con-
cretely, there exist two strategies to safeguard users’ privacy
in sensitive scenarios: (a) redesigning the smart speaker to
provide provable privacy guarantees, or (b) designing inter-
ventions that co-exist with the smart speaker. The former is
a challenging proposition as most of the software and hard-
ware required for successful smart speaker functioning is pro-
prietary. Additionally, it would involve trusting the device
provider (a theme that will revisit later) to provide proof that
the user’s privacy was not violated.

To this end, we explore the design of bolt-on, hardware-
based interventions. These interventions are less abstract than
software-based ones; they allow the users to physically and
directly interact with them. For thoroughness, we compare
and contrast our findings with the usage of a built-in feature
found in smart speakers— the mute button. The results of our
research inform the design of smart speakers with improved
privacy properties and privacy-preserving interventions in
physical spaces. Note that our analysis is restricted to smart
speakers and not smartphones (which are also susceptible to
the threats discussed earlier). In particular, smart speakers are
easier to protect as they are less mobile than smart-phones.

What is a tech probe? We follow a technology probe-based
design approach, which allows us to identify design guidelines
that capture the users’ mental models. We aim to understand
how the users of smart speakers react to different privacy-
enhancing technologies using proof-of-concept prototypes (or
probes). In a technology probe, the researcher develops an
interface that packages the core functionality of the privacy
intervention. The researcher keeps the interface as simple as
possible to avoid making design decisions [5, 33]. When an
individual interacts with this basic interface, the researcher
probes the individual to reveal a specific phenomenon that is
otherwise hidden [21].

In our case, we probe and interview the users to elicit their
immediate reactions and reflections about what design el-
ements are missing and need to be introduced. We follow
with qualitative analysis to reveal the design guidelines for
a privacy intervention in the smart speaker environment. In
follow-up work, we are planning to realize the privacy inter-
vention and set up a diary study to understand longer-term
use. This will allow us to concretely measure any issues users
have with the actual intervention that was conceptualized for
deployment. A note on the nomenclature: in this work, we
design technology probes (or probes for short) to elicit insight
about the final intervention (which we do not design), for
which we make recommendations.

3.1 Iterative Design Process

In designing our technology probes, we followed an iterative
design process. We first explored the broad space of solutions
(presented in Table 2), their efficacy against an adaptive ad-
versary, and discussed the advantages and disadvantages of
each approach. Recall that our objectives are to design an
easy-to-use intervention with intuitive yet provable privacy
guarantees. It is clear that modifying device hardware and
controlling network flow does not provide the desired privacy
protection – the encrypted nature of network traffic makes
it difficult to tag and discard packets (with information) that
are not to be shared, while inadvertent smart speaker activa-
tion will persist. One could change the wake word to reduce
the frequency of spurious activation/recording. However, this
phenomenon is not well understood for it to be a definitive fix,
and a harder-to-pronounce wake word has usability problems.

Possible Solutions Active Threats Passive Threats

Network interception 7 7

Hardware modifications 7 7

Change the wake word 7 3

Discard smart speaker 3 3

Table 2: Space of possible solutions and their effectiveness
against malicious programming (or active privacy threats) and
inadvertent recording (or passive privacy threats).

Observe that while some of our possible solutions are intu-
itive to the average user, others (such as network monitoring)
are not. Based on preliminary discussion with several end-
users, we converged on a set of dimensions that we found
relevant to the final design of our probes. They are (a) the
method of user-probe interaction i.e., hands-free vs. physical,
(b) the ease of deployment, and (c) the ease of understanding
the privacy properties the probe provides. We stress that these
dimensions are not exhaustive and merely serve as a starting
point for our design.

We construct two probes guided by these suggestions.
Again, we stress that we do not seek to evaluate the efficacy
of these probes in preserving privacy. We do not attempt to
understand how people use these probes as well. Doing so
requires running a diary study with the probe deployed in
users’ homes. We describe the probes used in our study, in-
cluding those we conceptualized, below. We also briefly state
our analysis of the trade-offs ensuing from each probe.

1. Mute: The “mute” feature represents a built-in privacy
control (Figure 2a). It is available as a push button on the
top panel of some of the Amazon Echo Dots and as a sliding
button on the side of some of the Google Home Minis. The
device manufacturers state that the microphone is deactivated
when the mute button is turned on (c.f. Figure 2a). Naturally,
activating the mute button stops the smart speaker from re-
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sponding to the user’s voice commands. Upon activation, the
Echo Dot’s ring color changes to red, and the four lights atop
the Google Home Mini turn red.
Trade-offs: While inbuilt, the mute feature requires the user
to physically interact with the device to engage the control.
It also requires the user to place trust in the manufacturer’s
implementation of the feature.
2. PowerCut: While the mute button focuses on disengaging
the microphone inputs, we conceptualize another probe to
disengage the electricity supply. A naive way of achieving our
goal is to either disconnect the smart speaker’s cord from the
outlet or disconnect the cord connected to the smart speaker.
However, both options involve physical interaction with the
device. Thus, we use a remote-controlled outlet1(Figure 2b).
The user deploys PowerCut by connecting the smart speaker
to the outlet through the smart plug (as seen in Figure 2b).
Trade-offs: We use a commercial smart-plug because we be-
lieve that users will be familiar with such products, minimiz-
ing their time for acclimatization. Additionally, we speculate
that users will trust the functionality of such widely-used prod-
ucts, with no negative publicity. PowerCut is conspicuous and
rugged; we believe that its form factor makes it easier to un-
derstand and use. The user can engage/disengage PowerCut
through a remote control (with a range of operation of 100
feet) without the need to physically interact with the device.
Additionally, the smart plug we chose provides a visual cue —
an LED glows red when powered on to indicate that the smart
speaker is active. Clearly, PowerCut offers immediate privacy
guarantees. This comes at a cost; the users have to wait for
a lengthy boot time whenever they wish to reuse the smart
speaker. Additionally, the form factor of PowerCut makes it
difficult to use in some environments (with concealed/narrow
outlets).
3. Obfuscator: This probe targets the microphone of the
smart speaker (Figure 2c). Obfuscator generates inaudible
ultrasound to deafen the microphone of the smart speaker
when the user needs privacy protection (Figure 3a). Using a
remote control, users are able to engage/disengage the probe
without having to physically interact with it. When disengag-

1Beastron Remote Controlled Outlet

(a) Mute (b) PowerCut (c) Obfuscator

Figure 2: The three employed privacy probes.
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Figure 3: The system design of the Obfuscator probe.

ing the jamming, the user can immediately interact with the
smart speaker. Due to non-linearities in off-the-shelf micro-
phones’ power and diaphragm [13,37,38,48], Obfuscator cre-
ates high-power, human-inaudible noise at these microphones
but does not affect its operation. Figure 3b shows the cap-
tured signals from a commodity microphone before and after
Obfuscator is engaged. Before jamming is invoked, the mi-
crophone records a conversation, which is audible at playback.
After engaging Obfuscator, the ultrasound jamming signal is
recorded at the microphone and completely overwhelms the
conversation’s signal. The circuitry of Obfuscator includes a
remote-controlled DC power supply, an ultrasound generator,
and a horn speaker that emits the ultrasound signal.

The design of Obfuscator utilizes a jamming signal with
randomized tones at the ultrasound frequency range, which
manifest as randomized tones at the audible range. Theoreti-
cally, a determined smart speaker manufacturer can attempt to
filter these tones at the expense of a degraded speech signal;
such degradation might result in a deteriorated performance
of wake word detection, which hinders the utility of the smart
speaker. Our experiments show that the jamming from Ob-
fuscator is effective at blocking the wake word detection.

3.1.1 Design Evolution

We explored different design options for the prototype that
houses the circuitry. A challenge in prototyping Obfuscator
was the footprint of the circuitry. Additionally, horn speakers
are bulky, and reducing their size inhibits their efficacy. Our
design process started with a search for a privacy metaphor,
one that creates the perception of privacy control for the users.
Our initial prototype was based on a “cage” metaphor. Here,
the Obfuscator probe is housed in a cage-like structure with
a door, and the smart speaker is placed within the cage. When
the user closes the cage door, Obfuscator generates the ultra-
sound obfuscation signal to prevent the smart speaker from
listening. The user has to manually open the door to disable
obfuscation and communicate with the smart speaker. Closing
the door "locks” the device in a cage, providing a user with
a perception that the device is not active and their space is
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private.
The first version of the Obfuscator probe followed the cage

metaphor as a 3D printed cylinder (Figure 4a). The cylinder
has two compartments; the lower chamber containing the
circuit and the ultrasound speaker. The upper chamber has
space for the smart speaker as well as the door. The first
version has a height of 15.5 cm and a diameter of 12 cm.
We refined this design into a lighter and less conspicuous
3D-printed cylinder (Figure 4b) with a height of 13 cm and a
diameter of 11 cm. This was the second version.

Based on pilot studies with 2 participants, we found both
versions to be neither user-friendly nor fitting with home
decor. Participants explicitly indicated that this design was
not something they would want in their homes. Further, we
observed that individuals did not associate with the privacy
metaphor. First, they did not favor the idea of physically inter-
acting with the prototype as it takes away the convenience of
using a hands-free device. Second, covering the smart speaker
inside the cylinder deprives the users of the ability to observe
the visual cue (refer Table 1). This is a shortcoming of placing
the smart speaker within the probe. Finally, they thought that
the actions of opening and closing the prototype door were
conspicuous and would rattle others in the vicinity.

In the third version, we considered three aspects that the
users were not fond of: physical interactions with the door,
covering the smart speaker, and the aesthetics2. The third
version of the prototype (Figure 4c) features a platform-like
solution, which addresses those shortcomings. This version
has a glass cylinder that houses the circuit and is covered by
decorative sand; its height is 11 cm, and its diameter is 12.5
cm. The platform, where the smart speaker sits, is encased
with synthetic leather. The user can engage/disengage the
jamming signal via remote control, obviating the need for
physical interaction. This version of the Obfuscator probe
follows a different privacy metaphor: “virtual veil.” By engag-
ing the jamming signal, Obfuscator creates a virtual privacy
dome around the smart speaker, preventing it from listening
to the conversations. Our subsequent discussions and reflec-

2Aesthetics are subjective, and determining a good aesthetic for even a
prototype is a challenging problem.

(a) V.1 (b) V.2 (c) V.3

Figure 4: The design evolution of the Obfuscator probe.

tions about this version revealed that the open nature of the
prototype might not enforce the privacy metaphor; users are
less likely to perceive privacy control over the smart speaker.
Additionally, this version remains co-located with the smart
speaker, increasing its form factor. This is not ideal when the
smart speaker is concealed.

The design search process led to our final prototype of the
Obfuscator probe, as shown in Figure 2c. We substantially
reduced the form factor of the final version. The new proto-
type houses the same circuitry in a glass candle holder. The
glass is filled with decorative sands and sealed with burgundy
burlap. The user only needs to place the prototype next to the
smart speaker. This prototype is built using commonly found
household artifacts, enabling it to fit in with the existing decor.
The final prototype (henceforth our probe) packages the core
functionality of the privacy probe: a jamming device that en-
forces the privacy metaphor. We kept the prototype as simple
and basic as possible to avoid making design decisions [5]
that influence our findings. In our study, we use the prototype
to elicit participants’ reflections about what design elements
are missing and need to be introduced.

3.2 In-home User Study
We recruited 24 families (including single individuals) within
a 15-mile radius of the UW-Madison campus, utilizing the
university mailing list, over two phases. Our first phase, in
2018, included 13 interviews, while the second phase (13
months later, in 2019) included 11 interviews. We use a 2-
phased approach to obtain results from a wider variety of
end-users; we wished to interview both unaware users (in
phase 1) and those familiar with media reports of privacy vio-
lations induced by smart speaker, at the time of the interviews
(in phase 2). We chose to perform shorter and focused inter-
views as opposed to longer studies (such as diary studies); the
tech probe approach allowed us to capture our many goals
related to capturing baseline privacy perceptions, introduce
the privacy priming, and gain reflection upon interacting with
the interventions.

The results reported in the paper are based on interviews
with 30 participants (P1−P30) from these 24 interviews3. Our
data coding and analysis started immediately and took place
simultaneously with data collection, enabling us to monitor
the emergence of new codes and themes and determine satu-
ration. We reached saturation by the 18th interview and col-
lected data from 6 more households to assess how perceptions
evolve with time. Our approach exhibits several limitations,
the most important of which is the sampling of a relatively
(a) ethnically homogeneous and (b) educated population; the
reported results are less likely to generalize to another popula-
tion of users. We sought to recruit participants with different
backgrounds in age, education, and technological proficiency.
Our participant pool comprised 15 males and 15 females. The

3Some households had more than one participant.
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youngest participant was 12 years old, while the oldest was
67 (with a mean age of 37.4 and a standard deviation of 13.9).
The occupations of the participants ranged from students to
faculty. The wide spectrum in age and profession enables us
to gain feedback from a pool with varied technical knowledge
and awareness and offers a breadth of experiences and back-
grounds that are useful to analyze user interactions with the
interventions.

We conducted all interviews at the participants’ homes at a
time of their convenience. Each interview lasted 90 minutes
on average, and the participants were compensated for their
time ($40 per study). The study protocol was approved by our
Institutional Review Board. Each interview consisted of three
stages, which we elaborate on below.

1. Environment Exploration: The interview began with the
participants providing a brief tour of their home. Emphasis
was placed on the rooms with smart speakers. Then, the in-
terviewer and the participants convened in the room with
the frequently used smart speaker so as to simulate a com-
mon usage scenario. After obtaining informed consent, the
interviewer first asked the participants to interact with their
smart speaker to ensure that it was operating as expected. This
was followed by questioning participants about their knowl-
edge/understanding of how smart speakers operate. Then, the
interviewer asked more detailed questions about the smart
speaker’s role in the participant’s life. The questions fo-
cused on frequency, duration, and the purpose of usage. Also,
the questions covered the conversations and activities par-
ticipants perform around their smart speakers. Then, the in-
terviewer inquired about the participant’s degree of trust in
these devices (in terms of the potential for their conversations
to be recorded) and trust in their manufacturers and hypo-
thetical third parties (with whom the recordings might be
shared/leaked). The interviewer asked whether individuals
have read the news or heard anecdotes about unexpected or
undesirable behaviors by the smart speakers. These questions
created the appropriate context to discuss privacy-preserving
probes; while our follow-up questions are capable of biasing
the participants, we believe that they are essential in creat-
ing the right environment to discuss the ambiguous space of
privacy issues surrounding smart speakers.

2. Interaction with Probes: In a randomly generated order,
the interviewer briefly introduced the probes and explained
their capabilities to the participants. The participants were
given time to familiarize themselves with the probe and set it
up (i.e., reorganize their existing layout, if needed, to find a
suitable location to utilize the probe). If this was not possible
in the room where the interview was occurring, the inter-
viewer and participants discussed why this was the case and
moved to a more convenient location with a smart speaker,
should one exist. By setting up the probe themselves, we
expected the participants to gain greater familiarity with its
operation and various other nuances (which we discuss later).

The random ordering of probes across participants helped to
reduce ordering effects. In settings with families, the inter-
viewer asked different family members to interact with the
probe individually (in the presence of other members). After
setting up the probe, the interviewer asked the participant to
issue voice commands after engaging/disengaging the probe.
At each step, the interviewer probed the participant about their
level of comfort with the probe and how it impacts the usabil-
ity of their smart speaker. The participants were encouraged
to envision future use-cases for each probe and stress-test the
probe’s functionality. After the interaction with each probe,
the interviewer inquired about the participant’s level of trust in
the probe. Based on the nature of the response, the interviewer
asked several follow-up questions to determine reasons for
high/low levels of trust. The interviewer proceeded to discuss
perceived privacy control, trust level, convenience, and aes-
thetics of the probes. On average, users interacted with each
probe for approximately 20 minutes4. These interview ques-
tions were designed to elicit critical reflections – the primary
aim of the tech probe study.

3. Concluding Discussions: The interviewer engaged the par-
ticipants in an open-ended discussion about the probes and
their impact on their privacy. The interviewer allowed the par-
ticipants to hold and observe our probes before answering any
other questions related to the study. Finally, the interviewer
compensated the participants for their time and effort.

We recorded the interviews, resulting in over 30 hours of
recordings, and took photographs of (a) the probes in action
and (b) areas where the smart speaker is typically used. We
then transcribed, coded, and analyzed the interviews using
a Grounded Theory approach [7, 14]. The coding was per-
formed with two coders working independently. Our coders
were in moderate agreement, with a Cohen’s Kappa (κ) of
0.57 [43]. We started the analysis with an open-coding stage
to identify more than 200 informal codes that define critical
phenomena in the interview transcripts. Using these informal
codes, we extracted recurrent themes within the transcripts
and converged on a set of 88 formal codes. We further refined
the formal codes into 15 axial codes. We organized the codes
into three major themes as summarized in Table 3. We believe
that the value of the agreement is acceptable for our study,
based on previous research [29]. Following common practices
in qualitative coding [3], disagreements were discussed by
the coders, followed by code reconciliation, resulting in an
updated codebook.

4 Observations

In this section, we discuss the central themes that emerged
from our analysis. In summary, we found that: (1) partici-
pants were reluctant in sacrificing the convenience associated

4From our experience, the users were able to familiarize themselves with
the mode of operation and installation of these probes in this timeframe.
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Attitudes towards Smart Speaker

Characterizes the user’s (a) nature and awareness, (b) technolog-
ical know-how, and (c) trust in smart speaker manufacturer.

Attitudes towards Probe

Characterizes the user’s (a) interaction preference, (b) comfort-
levels with regards to usage, (c) long-term technological pref-
erences, (d) trust attitude towards probe, and (e) aesthetics and
physical footprint preference.

Utility of Probes

Characterizes the user’s preference with respect to probe’s (a)
multi-functionality, (b) cost, (c) ability to provide fine-grained
control, and (d) mode of operation i.e., proactive vs. reactive,

Table 3: Summary of the extracted themes.

with smart speakers; hands-free interaction was most pre-
ferred, and physical interaction was seen as being not ideal;
(2) participants expected bolt-on interventions with existing
household decor and to offer cues informing them of the state
of both the probe and the smart speaker; and (3) participants
had a preference for multi-functionality and fine-grained con-
trol (per-user and per-device). Several of the observations we
make have been reported earlier [1, 20, 26, 27]. Our work re-
affirms them and shows that the sample used for the rest of
the analysis reveals consistent perceptions as previous work5.

4.1 User Attitudes regarding Smart Speakers

1. Types of Users: Through our study, we identified two types
of users: (a) casual users who utilize their smart speakers for
setting alarms, asking questions, etc., and (b) power users
who have integrated the smart speakers with other devices
in their homes (such as smart lights, house monitoring sys-
tems, etc.). We also observed that most participants in our first
interview phase were casual users, and a majority of those
in the second phase were power users. This phenomenon
could be based on the pervasive availability of various smart
home devices. We observed that power users (and those in the
second phase) were also more familiar with passive privacy
violations and with the potential for active violations. We
observed that power users were more willing to adapt privacy-
preserving interventions as their households were more tightly
integrated with the smart speaker. We also observed that a
majority of the participants did not change their conversa-
tions around the smart speakers, but a small minority reported
feeling conscious of having discussions around them. Similar
observations were made in recent works studying the privacy
perceptions/attitudes of smart speaker users [1, 20, 26, 27].

5These findings resulted from our observations in 2018, predating many
of the works cited here.

2. Understanding of Smart Speaker Operation: A minor-
ity of the participants was unaware of how smart speaker’s
operate, i.e., they were unaware that their voice commands
were processed off-site. Participant P5, for example, believed
that the smart speakers did “some local learning but also
some more... I think at some point people were involved in
[the processing]... I think there’s an automated learning that
occurs to adjust itself to the household, right?” Abdi et al.
reported similar observations about users having incomplete
mental models of the smart home personal assistants [1].
3. Trust in Device Manufacturers: Our participant pool in-
cludes fractions (a) that believed that these organizations
could be trusted, (b) that believed that some manufacturers
were not in the business of collecting personal information
and can be trusted, (c) that trusted the manufacturers, but be-
lieved that any information collected could be leaked, and
(d) that trusted the manufacturers as long as there is personal
utility gained from disclosing said information. A recurrent
theme was participants’ comfort in being recorded because
they believed they were part of a large pool of smart speaker
users. Participant P10 explains, “I mean we’re not planning
any nefarious capers... like we’re very boring people and
therefore nothing that we’re talking about would be of inter-
est to anyone on the other end of [the smart speaker].” Other
studies have also studied user’s trust in the device manufac-
turers and have reached similar conclusions [20, 26].

4.2 User Attitudes Regardingt Probes

1. State of Operation: Participants believed that the current
designs of the probes make it too inconvenient to use the smart
speaker. They state that using them makes the interaction with
a smart speaker a two-phase procedure: first, check the state
of the probe (engaged vs. not) and disengage if necessary,
and then interact with the smart speaker. Some participants
stated that the probes added a mental burden in terms of
remembering its state. Participant P9 said: “when you were
to power it off say how do you distinguish that state [when
it has no power when using PowerCut ] from a wake word
doing nothing, like I don’t know I unmute this right now ... it
looks the same.”
2. Ergonomics: Participants were comfortable with the us-
ability of the probes. They were easy to set up and use, and the
time taken for the probes to activate is acceptable (almost in-
stantaneous in all cases). However, participants expressed dis-
satisfaction at the longer boot-up times induced by PowerCut.
For example, P8 stated,“I would find it especially irritating.”
Participants suggested that technologies such as Obfuscator
that, when disengaged, make the smart speakerimmediately
available were ideal. Some participants were concerned about
the generalizability of Obfuscator. They believed that the
technology is specific to their smart speakers, and would not
extend to future smart speakers or smart speakers made by
other vendors. Participants were comfortable using a remote
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Figure 5: The placement of an Amazon Echo Dot inside an
owl-shaped holder in one of the households.

control but felt that their homes have many remotes that could
be easily misplaced. When proposing the addition of another
remote, P5 exclaimed, “they’re all over the place, so many
remotes! We can’t have another remote.” Some participants
suggested moving intervention control to a mobile phone app.
3. Trust in Bolt-On Interventions: Finally, participants trust
our bolt-on probes more than the built-in mute button. How-
ever, participants suggested that trust in a bolt-on intervention
would be low if it came from the device manufacturer or any
organization that had a similar business model. Participant
P13 recommended “a competing company or just a general
company that seems like they’re like honest” could develop
the interventions. Participants suggested that bolt-on inter-
ventions were easier to debug and were easier to understand.
However, participants feel that purchasing one bolt-on inter-
vention for every smart speaker would be expensive.
4. Physical Footprint: Participants were concerned with the
physical footprint of our probes. While smart speakers were
electronic devices, participants often associate them with dec-
orative items (Figure 5) and invest effort in determining where
these devices should be placed. A common example of a de-
scription about the Obfuscator solution we received was P2’s
description: “a piling on of devices.” Some participants found
it difficult to reorganize other items around the smart speaker
to facilitate the probe. Additionally, some participants pre-
fer to conceal their outlets, and PowerCut-like interventions
would be inconvenient in such scenarios. Participants were un-
comfortable with interventions that involve additional wires
(as in the case of Obfuscator). Similar observations were
made by Pateman et al. [35] in the context of the adoption of
wearable devices.

4.3 Utility of the Probes

1. Damage to the Environment: Participants were con-
cerned that Obfuscator would cause harm to nearby animals;
questions we received upon presenting the Obfuscator were
often like P2’s, “is [this] going to ... make my dog crazy?”
While we did not observe any agitation/discomfort, the partic-
ipant suggested that their pets could perceive the ultrasound

signals and were not bothered. Additionally, participants were
concerned about exposing their smart speakers to ultrasound
for a prolonged period of time6.

2. Cost and Multi-Functionality: Cost was repeatedly dis-
cussed; participants suggested that the cost of the interven-
tions should not exceed the cost of the smart speaker. Some
participants received their smart speakers as gifts. Conse-
quently, they were unable to establish a value for an inter-
vention; P6 states, “that’s a really interesting question in the
sense that I didn’t pay for this in the first place. Maybe that’s
also another reason that I don’t have much investment in
using this in general.” On the other end of the investment
spectrum, we observed that participants who owned multiple
smart devices were invested in safeguarding their privacy and
were willing to adopt interventions independent of the cost.
Participant P6, who had previously stopped using their smart
speakers due to privacy concerns, even stated that they would
consider using their device once more given that the interven-
tions were “cheap... I think would have to rival that remote
plug-in cost right because ... it has to be like a cheap utility
... or a cheap accessory like that.” Obfuscator could be used
in a proactive way i.e., always-on, or in a reactive way i.e.,
use when needed. Participants felt that a reactive approach,
though tedious, would be easier to understand. Participants
also believed that cost could be justified if the intervention
provided multiple features. This could be achieved by integrat-
ing the design of Obfuscator with other home decors, such as
lamps, lights, clocks, radios.

3. Multi-user and Multi-device Environments: The fi-
nal observation we make is an extension to multi-user and
multi-device environments; we observed that in some house-
holds, some participants preferred to utilize the intervention
more than others. Also, different types of users might exhibit
different privacy requirements when interacting with smart
speakers. In such scenarios, they desired customized usage
profiles based on their requirements i.e., access control per-
user. Recent research has also indicated the need for access
control flexibility in multi-user smart homes [47]. Another ob-
servation we make is that some participants preferred to have
one intervention (like Obfuscator) being used to preserve pri-
vacy against a wide range of smart speaker-like devices. In
such scenarios, access control per-device was desired. Based
on the current design of the Obfuscator prototype, meeting
both these requirements is challenging and requires further re-
search. One research direction to make access control per-user
more feasible is establishing default privacy options depend-
ing on the expected user privacy profiles [2], such as owner
vs. visitor.
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Concrete Recommendations

1. Aesthetics: The interventions should be offered in different
forms, shapes, and colors to fit within people’s decors and furni-
ture.

2. Physical Footprint: The footprint of the intervention should
be small enough to not force a reorganization of the layout of the
owner’s house.

3. Multi-Functionality: The intervention is better when provid-
ing additional functionality (such as a clock) to reduce its footprint
and integrate better with home decor.

4. Ease of Deployment and Understanding: Battery-powered
interventions are easier to deploy.

5. Ease of Understanding: A proper understanding of the pri-
vacy metaphor improves the adoption of interventions.

6. Trust in Technology: Trustworthy interventions are bolt-on,
not network connected, designed by a different trustworthy orga-
nization, and pose no additional risk.

7. Mode of Interaction: Using the intervention should not
change the interaction with the smart speaker. Hands-free in-
teraction is preferable.

8. Informative Cues: Interventions should offer cues that com-
municate their state. Visual, auditory, or text cues might be appli-
cable depending on the deployment.

9. Cost: The intervention should cost less than the smart speaker.

10. Fine-grained Privacy Control: The intervention can offer
per-user and per-smart speaker privacy controls.

11. Awareness: Awareness of privacy violations increases trust
in intervention designers.

Table 4: Summary of the identified design guidelines.

5 Design Implications

Based on the findings from § 4, we make concrete recom-
mendations (based on our findings) on how to design privacy-
preserving interventions. The design recommendations are
along axes specified in Table 4.
1. Aesthetics: We observed the aesthetics of the privacy in-
terventions to be an important issue for our participants. Par-
ticipants preferred the interventions to match their individual
decorating styles (one example is shown in Figure 5). Many
participants suggested that the intervention should come in
different forms, shapes, and colors, enabling easier integra-
tion within their home decor. As individual tastes vary widely,
devising a one-fits-all design is challenging. One possible
approach is to explore different design options for different
types of users, including shapes, forms, colors, and material.
This approach has been successful with smart speakers, where

6A detailed study is needed to understand the impact of ultrasound on
electronic devices.

participants feel comfortable with the aesthetic of the smart
speaker. For example, Amazon has four variants of their Echo
featuring combinations of forms and fabric colors.

2. Physical Footprint: Since the smart speakers we consid-
ered were small and compact, participants preferred a similar
physical footprint for the interventions. Participants expressed
concerns regarding the size of both PowerCut and Obfusca-
tor, enquiring if a similar functionality could be achieved with
a smaller probe. They believed that using Obfuscator (which
needs to be proximate to the smart speaker) requires them
to significantly reorganize their existing home decor layout.
While the form factor of PowerCut can be reduced trivially,
doing so for Obfuscator is challenging; the size and shape of
the horn speaker in our current probe were chosen to ensure
maximum ultrasound distribution and coverage. Extending
such a design to (newer) smart speakers that are larger, or
have a different orientation for the microphone inputs, will
require rethinking the design and form factor. In summary,
interventions that require proximity to the smart speaker need
to be designed such that their form factor is comparable to the
smart speaker. To achieve such a design, one recommenda-
tion is to design the Obfuscator-style intervention as a stand
(upon which the smart speaker can be placed), or as an ar-
tifact that can be placed above the smart speaker. In both
designs, the intervention will generate a veil of ultrasound
around the entire smart speaker (similar to the horn speaker
case that we had designed and evaluated).

3. Multi-Functionality: Closely tied to the aesthetics, partic-
ipants indicated preference toward an intervention (specif-
ically Obfuscator) that offered features beyond privacy-
preservation. They suggested that the Obfuscator intervention
could be combined with other household artifacts, such as a
lamp, radio, clock, which would further improve adoption.
Additionally, multi-functionality provides an alternative av-
enue for customizing the probe, making it easier to integrate
with existing household decoration. Such products alleviate
the social stigma of being labeled as overly privacy-conscious;
such stigma is another reason why the adoption of privacy-
preserving interventions is currently low.

4. Ease of Deployment: Participants state that they prefer
having a solution that is easy to deploy in their homes; the
biggest impediment to any intervention similar to PowerCut
is its requirement for an outlet. Many participants preferred to
conceal the interventions’ wiring, and the nearby outlets can
be hard to reach. Attaching PowerCut to wall outlets, even
once, requires considerable re-positioning of other devices
and their wires. Attaching Obfuscator would require an addi-
tional outlet, which is not always readily available. One naïve
solution would be to split the outlet among multiple devices.
Participants suggested that an Obfuscator design capable of
operating on batteries would be more preferred, even if this
required periodic replacement.
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Recommendation: Combining the above four obser-
vations, we recommend designing interventions in
one of two forms: (a) a stand to hold the smart speaker,
or (b) a sleeve for the smart speaker (refer Figures 7
and 6). Based on some preliminary analysis, we ob-
serve that there is a demand for such artifacts based
on our analysis of reviews for such products, and we
believe such designs would promote adoption. Since
the intervention is not operational in an always-on
mode, it may be battery-powered — doing away with
the requirement for an outlet.

5. Ease of Understanding: All participants were able to eas-
ily grasp the metaphor associated with PowerCut, but the
technology behind Obfuscator proved complicated for some;
some users were unfamiliar with how ultrasound induces a
deafening effect. Thus, interventions whose operation is easy
to explain may be preferred. This is particularly the case
because, while Obfuscator is easy to use once deployed, de-
bugging it may pose problems for users who lack a proper
understanding of its operation. We also believe that under-
standing the detriments (if any) of ultrasound towards humans,
animals, and other electronics may put users at ease.
6. Trust in the Technology: Participants were more comfort-
able with technologies that they believe will survive the “test
of time,” i.e., be useful for smart speaker models in the future.
As discussed earlier, trust also stems from knowing that the
interventions do not pose any additional risk. Specifically,
we observed that (a) participants wanted to know about any
detriments introduced by the interventions, such as potential
damage to the smart speaker by frequently disconnecting it
from its power source or subjecting it to ultrasound; and (b)
our current interventions are not network connected and do
not present the same risks as the smart speakers. Finally, par-
ticipants preferred our bolt-on interventions as opposed to the
built-in interventions as they were designed by an organiza-
tion they trusted (more than the smart speaker manufacturers).

Recommendation: Combining the two points stated
above, a concrete design recommendation is to com-
municate the science behind the operation of the
PowerCut-style intervention with a more relatable
metaphor or through an interactive demonstration of
the intervention’s operation. By doing so, we are able
to provide more intuition on failure scenarios, which
can enable more efficient debugging. This process
also assuages any fears related to smart speaker dam-
age or possible harm to nearby entities (such as pets).

7. Mode of Interaction: We observed that participants placed
a high value on the convenience of using smart speakers,
which they are not willing to compromise. Thus, interven-
tions that, when engaged, delay the smart speaker operation

(as in the case of PowerCut) are not preferred (even though
PowerCut provably preserves privacy, and its mode of oper-
ation is very easy to understand). Additionally, any form of
physical interaction, be it using remotes or buttons, is far from
ideal; some participants expressed preference toward using
an app on their smartphones.

Recommendation: We believe that future interven-
tions must be designed so as to have minimal disrup-
tion to the convenience of the use of these systems.
An ideal design would have a voice interface that al-
lows the user to control it as they control their smart
speakers. However, such an always-on and listening
privacy-preserving solution can have the same pitfalls
as smart speakers, and they must be designed in a
manner that does not erode user trust; the mechanism
to provide privacy (via a voice-interface) must not
become a mechanism for exfiltrating sensitive user
conversation (as such a mechanism may require to
be network connected). For example, they can lack
a network interface to provide the users with hard
privacy assurances. Another issue that may arise with
voice-activated interventions is erroneous activations;
understanding how this can be minimized requires
additional research.

8. Informative Cues: As stated earlier, some participants con-
cealed their smart speakers and would prefer concealing their
interventions as well. Some participants take this notion to
the extreme; they believe that any electronic device that does
not provide extensive visual information should be concealed.
Thus, visual cues are not ideal in all situations. Addition-
ally, participants suggested that the red light on the PowerCut
intervention suggested that the intervention was broken, as
opposed to indicating the state of the intervention. Interacting
with the smart speaker when the intervention is enabled helps
users determine the state of the smart speaker (operational vs.
not), but such an approach is reactive. Participants indicated
a preference for a proactive approach.

Recommendation: We propose two recommenda-
tions for such settings: (a) the state of the intervention
(i.e., engaged vs. disengaged) by communicating to a
device that is more optimally placed for being viewed
(such as a TV) — this can be done using some form of
a closed network connection between the TV and the
device via Bluetooth, or (b) the intervention provide
auditory cues, where the Obfuscator-style interven-
tion can announce using speech or text that the smart
speaker is inactive when users try to activate it.

9. Cost: Another factor that impacts adoption is the cost of the
smart speaker. A large fraction of our participants owns smart
plugs similar to PowerCut, leading us to believe that such an
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intervention is affordable. However, the cost of prototyping
Obfuscator was $70, exceeding the cost of smart speakers
(priced at approx. $30). This cost includes the price of the
commodity parts needed to construct the probe. Participants
believe that the cost of the intervention should not exceed the
cost of the smart speaker; this is especially true if the inter-
vention can provide privacy protection against a single smart
speaker. We believe that if such an intervention would be
adopted widely, the production costs could be amortized (and
thus have no concrete recommendation to make with regards
to minimizing cost). Additionally, understanding the engineer-
ing requirements to design an Obfuscator-like intervention
that provides privacy against various smart speakers located
at different parts of a home requires independent research.
10. Fine-grained Privacy Control: Several households
owned more than a single smart speaker, and they had mem-
bers with different (and potentially conflicting) privacy re-
quirements. Thus, we believe that there is a requirement for
(a) fine-grained control per user, and (b) fine-grained control
per smart speaker. For the latter, a naïve solution would be
to deploy one intervention per smart speaker, but depending
on the cost per intervention, such a solution may not scale.
Providing per-user control is a more challenging problem;
it requires understanding how disparate the privacy require-
ments are, how frequently users are utilizing a smart speaker
together, and how to mitigate conflicts should they arise.

Recommendation: An ideal design would provide
privacy protection for more than one smart speaker.
This design could be conceptualized as smaller in-
terventions co-located with the smart speakers but
controlled centrally (through some form of closed
network).

11. Effect of Awareness: Based on our interview questions,
we observed the following trend amidst the participants of
our interview phases: participants of our second phase are
more concerned about the potential privacy threats from the
smart speakers (in comparison to the participants of the first
phase, who are also concerned). This concern stems from
increased awareness, recent smart speaker mishaps, erroneous
code used in them, and immoral practices by device manufac-
turers. Based on our discussion, we observed that participants
believe that these issues are not being seriously audited by
the device manufacturers. Discussing various loopholes that
can be implemented in the built-in interventions in the status
quo (i.e., local wake word processing and the mute button)
also increased participants’ awareness.

5.1 Consolidated Recommendation
We consolidate the design recommendations based on the
aforementioned discussion and provide concrete design guide-
lines.

Aesthetics, Utility, and Accessibility: Obfuscator-like in-
terventions should be incorporated in accessories that users
are already adopting, such as stands and holders (the “owl”
shown in Fig 5). Since the completion of our work, we have
seen an emergence of a market for such accessories. Addition-
ally, the jamming device should be hidden within a device that
is multi-functional, privacy being the secondary functionality.
Further, the jamming device should be always-on; the user
can access the smart speaker through hands-free interactions,
such as gesture-based interaction through wireless sensing.
A chime can be played to indicate that the smart speaker is
currently active.

Cost & Centralized Control: Obfuscator-like jamming
systems rely on directionality to enable their functionality.
Thus, it is unclear if there can be one of such solutions for
multiple smart speakers in a home environment. However,
many such interventions can be controlled through a cen-
tralized interface, such as a single remote control or mobile
phone app. Future research is required to better understand
the requirements of such a control interface and design it.

Building User Trust: To enhance trust in such interven-
tions, video (or other forms of) presentations/materials can
be made to indicate that current smart speakers are purported
to exfiltrate home conversation through the use of the public
internet. Once this is established, we can educate users of
the fact that Obfuscator-like interventions are not connected
to any network and consequently can not share sensitive (or
any other) information. To further strengthen user belief in
bolt-on solutions, end-users can be educated about issues
with built-in solutions. Notably, make changes to any built-
in solution after deployment requires device manufacturers
to regularly and reliably share software updates. However,
installing such updates is a challenging proposition to even
tech-savvy users [36]. Additionally, as the ecosystem of such
smart speaker devices is fast evolving, manufacturers will of-
ten not provide support to (a large volume of) smart speakers
that were deployed in the past [39]. Additionally, information
about software updates (needed for built-in solutions) is not
easily accessible, resulting in periods of privacy loss [17].

Accessibility in a Multi-User Environment: Since differ-
ent users may have different privacy requirements, interven-
tions may be designed to operate with different profiles, such
as always-on versus selectively turned on. However, choosing
the profile may require (a) explicit user interaction with the in-
tervention, which may be inconvenient, or (b) using auxiliary
hardware to identify the users [12].

Enhancing Awareness: Finally, we recommend an on-
boarding process that educates the users about the potential
privacy threats from accidental/malicious activations, the tech-
nology underlying the operation of the intervention, and how
to utilize the privacy controls. Such an on-boarding process
can take place through voice prompts or an external app; it
will increase the user’s awareness of the privacy issues as well
as improve the user’s trust in the probe.
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6 Related Work

Privacy Perceptions: The methodology of our study is most
similar to Zheng et al. [50], and Kaaz et al. [23]. They attempt
to understand the privacy perceptions of users living in homes
with various IoT devices. Similar to our work, surveys are
carried out in [4, 9, 28], where the authors try to identify the
various challenges associated with setting up and using these
devices. Zeng et al. [46] and Lau et al. [26] study smart
speaker users’ reasons for adoption through a combination
of a detailed diary study and in-home interviews. Similar
to this work, we observe that smart speaker users are not
privacy-conscious because of the lack of value they associate
with their conversational data. Along a similar vein, Abdi et
al. [1] find that users have incomplete mental models of smart
speakers. Similar to our work, they use this understanding to
present design recommendations. Some of our findings are
coherent with those of Malkin et al. [27], e.g., participants
are unaware that their conversations are being recorded and
stored.

We stress that the primary contribution of our work is not in
ascertaining the privacy perceptions people have about smart
speakers (as done in earlier studies). We wish to understand
users’ perceptions towards privacy-enhancing technologies
and to use this insight to guide the design of both smart speak-
ers and such technologies.

Probe Design: Prior research has investigated system-level
solutions to these privacy threats. Feng et al. [12] propose
continuous authentication as a mechanism to thwart privacy
issues related to smart speakers. In our previous work, we
propose using ultrasound jamming to address stealthy record-
ing et al. [13]. In this work, we wish to validate the usability
claims made by the above; consequently, we base our interven-
tion design on the above proposals. The works of McMillan
et al. [30] and Mhaidli et al. [31] provide hands-free alterna-
tives. However, the introduction of a camera to measure gaze
introduces privacy concerns. This also requires the user to
be in the line of sight of the smart speaker, which reduces its
usability. Solutions based on pitch and volume [31] also suffer
from similar proximity issues and fail to eliminate privacy
violations due to accidental activations.

The Alias project [24] is designed to achieve similar goals
to ours. This solution constantly plays noise through a small
speaker placed atop the smart speaker and stops the noise
upon hearing a custom wake word. Their solution differs
from Obfuscator in two ways. First, the Alias intervention
does not use ultrasound; the reduced form factor is achieved
by not using horn speakers, which are crucial for transmitting
ultrasound. Second, the Alias intervention obscures the visual
cue provided by the smart speaker; such a design is not pre-
ferred. Similarly, work by Chen et al. [8] designs a wearable
intervention. Wearable solutions offer support in some scenar-
ios, e.g., mobile situations. However, they offer poor support
for smart speaker due to lack of proximity to the device. Our

experiments with ultrasound-based jamming revealed that the
direction of the jamming device and the distance to the smart
speaker impact its performance. Additionally, Chen et al. do
not evaluate the user-related aspects of the intervention, such
as user acceptance, aesthetics, and trust.
Design Studies: To safeguard privacy and security in the
smart home, Zeng et al. [47] prototyped a smart home app
and evaluated its effectiveness through a month-long in-home
user study with seven households; the users are assumed to be
non-adversarial and cooperative. They used their findings to
guide future designs for smart home applications. To achieve
similar goals as ours, but for smart homes (as opposed to
smart speakers), Yao et al. [45] adopted a co-design approach
and designed solutions with non-expert users. We borrow
our study methodology from the work of Odom et al. [33];
technology probe studies serve multiple purposes related to
designing, prototyping, and field testing the interventions.

7 Conclusions

We presented the design and prototyping of two privacy-
preserving interventions: ‘Obfuscator’ targeted at disabling
recording at the microphones, and ‘PowerCut’ targeted at
disabling power to the smart speaker. We presented our find-
ings from a technology probe study involving 24 households
that interacted with our prototypes, aimed to gain a better un-
derstanding of this design space. Our study revealed several
design dimensions for the design of privacy interventions for
smart speakers, including multi-functionality, trustworthiness,
cues, interaction mode, and ease of deployment.
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Appendix

A Formal Codes

1. privacy awareness vs education = awareness function of
education

2. privacy awareness vs education = not equivalent

3. user technical knowledge = high

4. user technical knowledge = medium

5. user technical knowledge = low

6. user technical knowledge = varies in home

7. user education level = high

8. user education level = medium

9. user education level = low

10. user has concern = yes listening

11. user has concern = yes recording

12. user has concern = yes other

13. user has concern = no

14. user trust large orgs = yes

15. user trust large orgs = case by case

16. user trust large orgs = no

17. user trust third party = yes

18. user trust third party = no

19. user type = power user

20. user type = simple user

21. user accepts listening if = choose over recording

22. user accepts listening if = machine only

23. user accepts recording if = utility

24. user solution choice = discard device

25. user solution choice = unplug device

26. user solution choice = mute

27. user solution choice = remote plug

28. user solution choice = obfuscator

29. user believes in intervention = maybe

30. user believes in intervention = no

31. va state listening = wake word only

32. va state listening = yes

33. va state recording = yes

34. va state recording = non human

35. va state issue attribution = bugs

36. va state issue attribution = unaware

37. va state data use = mundane

38. va state data use = nefarious

39. ecosystem factor = space for solution

40. ecosystem factor = utility of visual cues

41. mute aethestic = acceptable

42. mute aethestic = not acceptable

43. mute haptics = acceptable

44. mute haptics = not acceptable

45. mute form = acceptable

46. mute form = not acceptable

47. mute usability = acceptable

48. mute usability = not acceptable

49. mute concern = privacy protection

50. remote plug aethestic = acceptable

51. remote plug aethestic = not acceptable

52. remote plug form = acceptable

53. remote plug form = not acceptable

54. remote plug haptics = acceptable

55. remote plug haptics = not acceptable

56. remote plug usability = acceptable

57. remote plug usability = not acceptable

58. remote plug concern = boot up time

59. obfuscator aethestic = acceptable

60. obfuscator aethestic = not acceptable

61. obfuscator form = acceptable

62. obfuscator form = not acceptable

63. obfuscator haptics = acceptable
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64. obfuscator haptics = not acceptable

65. obfuscator usability = acceptable

66. obfuscator usability = unsure

67. obfuscator usability = not acceptable

68. obfuscator concern = animals

69. obfuscator concern = harm device

70. ideal solution interface = voice

71. ideal solution interface = hands free

72. ideal solution interface = app

73. ideal solution integration = built in

74. ideal solution integration = bolt on

75. ideal solution form = minimal

76. ideal solution form = distributed for devices

77. ideal solution aethestic = multifunctional

78. ideal solution haptics = important

79. ideal solution haptics = not important

80. ideal solution ux = minimal interaction frequency

81. ideal solution ux = no downtime

82. ideal solution ux = no single point control

83. ideal solution ux = single point control

84. ideal solution other = all local

85. ideal solution developer = first party

86. ideal solution developer = third party

87. decision factor = cost

88. decision factor = privacy awareness

B Items in the Commercial Market

We provide screenshots of several cases/sleeves used to encase
the Amazon Echo smart speaker. Similar products can be
found for the Google smart speaker as well.

Figure 6: A case-like enclosing for Amazon Echo, on Amazon.

Figure 7: Case-like enclosing recommended by Amazon, for
Amazon Echo, on Amazon.
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Abstract

Testing software for bugs and vulnerabilities is an essen-
tial aspect of secure software development. Two paradigms
are particularly prevalent in this domain: static and dynamic
software testing. Static analysis has seen widespread adop-
tion across the industry, while dynamic analysis, in particular
fuzzing, has recently received much attention in academic
circles as well as being used very successfully by large cor-
porations such as Google, where for instance, over 20,000
bugs have been found and fixed in the Chrome project alone.
Despite these kinds of success stories, fuzzing has not yet
seen the kind of industry adoption static analysis has.

To get first insights, we examine the usability of the static
analyzer Clang Static Analyzer and the fuzzer libFuzzer. To
this end, we conducted the first qualitative usability evalua-
tion of the Clang Static Analyzer [6] and libFuzzer [16]. We
conducted a mixed factorial design study with 32 CS masters
students and six competitive Capture the Flag (CTF) play-
ers. Our results show that our participants encountered severe
usability issues trying to get libFuzzer to run at all.

In contrast to that, most of our participants were able to run
the Clang Static Analyzer without significant problems. This
shows that, at least in this case, the usability of libFuzzer was
worse than of the Clang Static Analyzer. We make suggestions
on how libFuzzer could be improved and how both tools
compare.

Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
without fee.
USENIX Symposium on Usable Privacy and Security (SOUPS) 2021.
August 8–10, 2021, Virtual Conference.

1 Introduction

The number of critical security vulnerabilities is rising, with
the same type of programming mistakes being made over and
over again. Testing software for bugs and vulnerabilities is
one crucial aspect of helping developers write secure code
and countering this development.

The two prevalent approaches for application security test-
ing are static analysis and dynamic analysis.

Static analysis has seen widespread adoption across the
industry, dominating the leaders’ portfolio of the April 2020
Gartner magic quadrant for application security testing [13].
Dynamic analysis, and in particular fuzzing, has received
much attention in academia in recent years, as can be seen
by this selection of fuzzing papers published in 2020 alone:
[19,29,31–35,38,41–44,46,47,49–51,53,54,58,60–65,67,69,
78–87]. Moreover, large software companies such as Google,
Microsoft, Cisco and other use fuzzing very successfully, for
instance, using fuzzing Google found over 20,000 bugs in
Chrome alone [3]. Despite these impressive results, fuzzing
has not yet found the same adoption in industry that static
analysis has.

In this paper, we examine the usability of the static ana-
lyzer Clang Static Analyzer and the fuzzer libFuzzer to get
first insights into the question of whether usability issues
might be hindering the adoption of fuzzing. For our study, we
evaluated several fuzzers and static analyzers. We selected
the Clang Static Analyzer because it performed very well in
the comparison of Arusoaie et al. [28] and libFuzzer because
it is a popular example of a dynamic code analysis tool in
academia [46, 55, 66]. However, we would like to stress that
neither the Clang Static Analyzer nor libFuzzer are necessar-
ily representative examples of static and dynamic analysis
tools. Moreover, since the tools are good at finding bugs of
different types, our evaluation should not be seen as a like for
like comparison but as gathering first insights into usability
strengths and weaknesses of two different tools.

We performed a qualitative mixed factorial design study
with 32 CS master students and six competitive Capture the
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Flag (CTF) competitors to evaluate the usability of the Clang
Static Analyzer and libFuzzer with an easy and a hard task.
We designed an easy and a hard task to get a broader view of
the tools. The easy task was designed to see if participants
could get the tool running in principle while the hard task
was designed to reflect a more realistic challenge as would
be faced in a real project. The two tools were studied using a
within-subjects design to also gather comparative insights of
the two tools. The difficulty of the tasks was tested between-
subjects with the CS students. The CTF participants only got
the hard task. Participants had ten hours over a period of ten
days per task to work on the solution.

Our results indicate that the Clang Static Analyzer is easy
to use in principle, but it did not scale well to the hard task.
Only one CTF participant was able to find the bug, due to a
large amount of false positive warnings. With libFuzzer the
usability hurdles were much higher, and many CS participants
did not manage to solve even the easy task. Even the CTF
players did not manage to find the bug in the time allotted
although they were able to use libFuzzer in principle. While
the majority of participants only failed in the last step of
the Clang Static Analyzer, we found usability problems in
every step needed to use libFuzzer, which we will discuss
throughout the paper.

Supplementary to the Appendix, we provide additional in-
formation in a companion document which can be found here:
https://uni-bonn.sciebo.de/s/dUH7FOedjHbG5vy.

2 Related Work

The related work section is divided into two parts: usability
evaluations of static analysis tools and study methodology
concerning developer studies. To the best of our knowledge
there are no studies concerning the usability of fuzzers or a
usability comparison of static analysis and fuzzing.

Static Analysis Studies Smith et al. [72] conducted a
heuristic walkthrough and a user study about the usability
of four static analysis tools. They used Find Security Bugs
and an anonymized commercial tool for Java, RIPS for PHP
and Flawfinder for C. They identified several issues ranging
from problems of the inaccuracy of the analysis over workflow
integration to features that do not scale. They also conducted
a think-aloud study in 2013 with five professional software
developers and five students who had contributed to a security-
critical Java medical records software system [73, 74]. They
wanted to study the needs while assessing security vulnerabil-
ities in software code. The participants worked on four tasks
for a maximum of one hour in a lab. However, participants
were only asked to examine the reports of the static analysis
tool and fix potential bugs but not to run the tool itself. Based
on their finding they gave recommendations for the design
of static analysis tools. Their main suggestion was that tools

should help developers search for relevant web resources. Our
study goes beyond this work, since they actually had to use
the tool and had more time to do so.

In 2013 Johnson and Song conducted 20 interviews about
static code analysis with 20 developers [48]. They found that
most participants felt that using static analysis tools is ben-
eficial but that the high number of false positives and the
presentation of the bugs were demotivating. In 2016 Chris-
takis and Bird conducted a survey at Microsoft to get more
insights into the use of static code analysis [37]. They set the
focus on the barriers of using static analysis, the functionality
that the developers desire and the non-functional characteris-
tics that a static analyzer should have. They also found that
false-positive rates were the main factor leading developers
to stop using the analyzer. Developers were willing to guide
the analyzer and desired customizability and the option to
prioritize warnings. Vassallo et al. confirmed those findings
in 2018 [25].

Sadowski and colleges presented a set of guiding principles
for their program analysis tool Tricorder, a program analysis
platform developed for Google. They included an empirical
in-situ evaluation emphasizing that developers do not like
false positives and that workflow integration is key [68].

A comparison of open-source static analysis tools for
C/C++ code was done by Arusoaie et al. in 2017 [28]. They
compared 11 analysis tools on the Toyota ITC test suite [70].
They ranked them by productivity which balances the de-
tection rate with the false-positive rate to compensate for a
high false-positive rate. The top three performers were clang,
Frama-C [12] and OCLint [20].

Study Methodology Since it is difficult to recruit profes-
sional developers [26, 27, 71], Naiakshina conducted a study
to evaluate CS students’ use in developer studies [57]. They
found that for their password storage study students were a
viable proxy for freelance developers. Naiakshina followed
this up with a comparison to professional developers in Ger-
man companies [56]. Here they found that the professional
developers preformed better overall than students, but that the
effects of the independent variables on the dependent ones
held none the less and thus conclude that CS students could
be used for comparative studies in their case.

A study by Votipka showed that taking part in CTF games
tends to have a positive effect on security thinking [76] and
hackers are comparable to testers in software vulnerability
discovery processes [77].

3 Methodology

We wanted to gain insights into the usability issues of the
Clang Static Analyzer and libFuzzer. In the following, we
will discuss the design and methodology of the two studies
we conducted to do this.
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3.1 Tool Selection
We decided to pick one tool per category instead of a spread
since it was expected that we would not be able to recruit
enough participants to compare multiple tools.

Static Analysis We evaluated the popular commercial static
analysis tools Fortify [17], Coverity [9], CodeSonar [7] and
checkmarx [4]. Unfortunately, they all forbid publishing eval-
uations in their terms of use [5, 8, 10, 18]. We based our se-
lection of the open-source static analysis tool on the eval-
uation of Arusoaie et al. [28]. Based on this, we selected
the Clang Static Analyzer, which was the analyzer with the
highest productivity rate, a combination of detection rate and
false-positive rate, and the highest win rate combining all
subcategories within their analysis. We selected the Clang
Static Analyzer in version 8.0 as it was the latest version at
the time we conducted the first study.

Dynamic Analysis When designing the study, there were
no popular commercial fuzzers for C/C++ code available,
so we only evaluated the open-source fuzzers: AFL [1],
AFL++ [2], libFuzzer, honggfuzz [14] and radamsa [21].
Our literature review showed that AFL/AFL++ and its forks,
as well as libFuzzer, are the most common fuzzers in use
[30, 31, 36, 40, 46, 52, 55, 78]. Both AFL and libFuzzer were
viable choices. While both Fuzzers can fulfil the same tasks,
we think that both have strengths and weaknesses for specific
situations. To fuzz with libFuzzer a specific function is picked
as an entry point. In contrast AFL primarily fuzzes code by
using the executable of the target program. In the hard task, it
is unrealistic that the code section containing the bug can be
reached by AFL this way, while libFuzzer can be run directly
on the function. For this reason, we choose libFuzzer over
AFL.

3.2 Task Selection
To evaluate the usability of the tools, we needed programs
containing vulnerabilities that participants should find. While
we were also interested in comparing the usability of the
Clang Static Analyzer and libFuzzer, it was not feasible to use
the same vulnerabilities for both tools since the types of bugs
these tools are good at finding vary too much. We were also
interested in comparing how the tools performed at different
levels of difficulty. We chose one easy task per tool to get a
baseline. With that, we could uncover fundamental difficulties
with the tool itself. Additionally, a hard task was chosen per
tool to see how it performed in a more realistic setting.

Prerequisites

An appropriate task, i.e. a program to be analyzed, needs to
contain a vulnerability that the respective analysis tool can

find. This bug should be hard to find by other means than
using the tool, particularly by using search engines, thus data-
sets like the DARPA Cyber Grand Challenge [11] were not
viable options for us. We also decided against using tools
like Lava-M [39] since they generate a recognizable style
of bugs that we knew were familiar to the CTF participants,
and inserting bugs into existing programs opens up the risk
that participants could use the DIFF tool to identify changes
quickly. Ideally, we could use actual undiscovered bugs. To
make the matter more complicated, it was also desirable that
the difficulty of the two easy and two hard tasks would be
similar.

Static Task

We started by running the Clang Static Analyzer on several
trending GitHub projects at that time. A list can be found in
the Appendix in Table 5. While most of the projects had a
high number of warnings, we could not find any true positives,
despite investing a significant amount of effort into this. Since
this proved fruitless, we contacted experts in static analysis
from the Cyber Analysis and Defense and the Cyber Security
research departments of the Fraunhofer FKIE to discuss pro-
gram selection. They did not have any fixed but unpublished
bugs, so we were unable to find an unpublished bug suitable
for our study. Thus, we fell back on inserting vulnerabilities
ourselves but attempting to mitigate the issues mentioned
above. For this, we injected one bug in a local copy of the
open-source project jq [15] for the easy task and two bugs
into a local copy of the open-source project Tesseract [23]
for the hard task. The injected bugs were never deployed
anywhere outside the study and did not endanger anybody.
We chose these projects based on the number of warnings
since related work showed that the number of false positives
is the main usability issue of static analyzers. Project jq only
produced five warnings, and we checked all to confirm they
were false positives. Tesseract produced 476 warnings, and
we did not find any true positives. We chose to inject one
bug, which the Clang Static Analyzer can find without any
options activated in both programs. We also injected an addi-
tional bug in the hard task, which requires the tester to set the
checker alpha.security.ArrayBoundV2 manually to inspect
array boundaries. To mitigate the risk of participants using
DIFF to find the inserted bug, we chose older versions of the
programs and removed all information concerning the version
number. A detailed description of the bugs can be found in
the companion document.

Dynamic Task

Unlike with the Clang Static Analyzer, there was no simple
way with libFuzzer to evaluate a set of GitHub-projects simi-
larly, so we contacted Code Intelligence a company offering
fuzzing as a service to get an overview of difficulty levels of
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different projects. Fortunately, they knew a couple of open-
source projects with vulnerabilities that had already been
reported and fixes submitted but not publicly announced yet.
Hence, we selected two of these for our fuzzing tasks. For the
easy task, we used yaml-cpp [24] since it is a comparatively
small project and has only a handful of public interfaces. This
circumstance makes it reasonably easy to get a good overview
of the program in a moderate amount of time. Also, writing
the fuzz target is relatively simple, and the bug is found in a
couple of seconds, even without instrumentation. We knew of
one bug in yaml-cpp.

For the hard task, we selected the Suricata [22] project.
The fuzz target needed to trigger the bug is more complex
than for the yaml-cpp project, and instrumentation, a fitting
corpus, and time is needed. Based on the fuzzing expert’s
recommendations, we opted to give a starting hint to give
participants an idea of where they should start looking since
the code base was huge, and it would take more time than was
available in the study to get an overview. We knew of two bugs
in the location where we gave a hint. We fixed one of them
since it was a very easy bug, and this was supposed to be the
hard task. There were also two other bugs in a different code
section. However these were not relevant to our study. So for
the purpose of this study, we had one bug in the location for
which we gave the hint. In addition to our hint, the Suricata
project contained two other sources participants might use to
guide their fuzzing effort. The project contained unit tests that
could be adapted into fuzz targets. The projects also contained
some AFL fuzz targets. As far as we could tell, it was not
possible to trigger the bugs with the AFL fuzz targets. Details
on the bugs can be found in the companion document.

3.3 Study Design CS Study

Our study contains two independent variables, each with two
levels: analyzer (Clang Static vs. libFuzzer) and difficulty
(easy vs. hard). Based on our external experts’ feedback and
internal pre-studies, we decided to allot ten hours for each
of the four study conditions. Since this study is highly skill-
dependent, we opted for a within-subjects study design for
the analyzer variable. To reduce the time needed per partici-
pant, we opted to study the difficulty level between-subjects,
which then gave us a mixed factorial study design. So each
participant either did the easy task with both the Clang Static
Analyzer and libFuzzer or did the hard task with both analyz-
ers. We randomly assigned the participants to the hard or easy
tasks and randomized the order in which participants used
the analyzers to counter learning and fatigue effects. Due to
the length of the tasks and the fact that fuzzers need to run
for a while to find bugs, we conducted the study online. Par-
ticipants had ten days per condition and were instructed to
work ten hours. If they thought they had found all bugs, they
could report in early and would then be given the second task.
Participants were asked to keep a diary while working on the

task detailing what they spent time on and what problems they
encountered. We supplied remote virtual machines with the
tools pre-installed for participants to use. They were, however,
also allowed to work on their machines if they preferred. After
completing both tasks, participants took part in a 30-minute
semi-structured interview.

Recruitment and Participants

Since our study required a time commitment of 20 hours,
recruiting enough professional developers was not feasible
for us at this stage of our research. Thus, we opted to use
CS students from a lecture on usable security and privacy
and CTF players to gain first insights but want to point out
that professional developers would probably perform better
in absolute numbers. However, fixing the usability problems
discovered by the CS students is likely also to be beneficial
to professional developers. However, we cannot make any
claims to the extent. Additionally, CS students are also a
legitimate user group for these tools, and consequently, fixing
usability issues for them is also a desirable goal.

The lecture is part of a master of computer science cur-
riculum and is not mandatory. The focus of the lecture is
usability in the context of security. Consequently, all partici-
pants had a bachelor degree in computer science, had some
basic knowledge on how to evaluate the usability of security
tools.

Since the tasks require C/C++ and Linux skills, we used a
pre-questionnaire as a filter. We selected a self-reported skill
level for Linux and C/C++ of four or higher on a scale of
one to seven. We distributed the pre-questionnaire to about
110 students and selected 32 for the study who fulfilled the
requirements. They were compensated with an 11% bonus for
their end-of-term exam. Students not selected for this study
had other opportunities to earn the same bonus. Table 13
of the Appendix shows the demographics of the CS student
participants.

Only six out of the 32 participants reported that they have
ever used a static code analyzer before. 17 participants, re-
ported that they were familiar with the term fuzzing. However,
only four of them had used a fuzzer before. Three of the par-
ticipants had found a bug with a fuzzer, and one had used the
fuzzer libFuzzer before.

3.4 Study Design CTF Study

The second study conducted with CTF players was designed
and run after the results of the first study with CS students
had been evaluated. While the studies are very similar, we did
make three changes which we will highlight here.

Firstly, based on the results of the CS study and the ex-
pected skill level of the CTF players, we dropped the easy
tasks since we did not expect to learn much there and focused
on the hard task.
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Secondly, the Suricata project released an update fixing two
of the three bugs we knew of, and information about them had
been released. To prevent participants from quickly finding
these two bugs via a web-search, we gave our participants the
updated version, which thus only contained one bug we knew
of for them to find. Fortunately, this bug was the one in the
code section for which we gave a hint so we could leave the
task unchanged except for the update.

Finally, since exam bonus points were not an option, we
offered monetary compensation instead. We initially offered
a base compensation of 70 euro, with an additional 70 euro
offered for finding bugs. We thought due to the competitive
nature of CTF players, they would respond well to the incen-
tive. However, we were not able to gain enough interest in
our study. After talking to some potential participants, we
switched to a flat compensation of 140 euro independent of
success.

Recruitment and Participants

We recruited participants from a local Capture-the-Flag (CTF)
team via announcements in the weekly team meetings and
email. This pool contains roughly 80 people, of which 16
filled out the pre-screening survey. We removed participants
who did not have at least one year of CTF experience and
had taken part in at least one online and one in-person CTF
challenge since we wanted to have a highly skilled group
for comparison with the CS students. This left us with eight
participants who took part in the main study. During the
study, it turned out that two participants had misunderstood
the question about in-person CTF events. They actually had
not taken part in any and thus are not included in this report.

The demographics of the CTF group are shown in Table 14
in the Appendix. Compared to the CS group, the CTF group is
younger, more male and the education level is slightly lower.

Similar to the CS group, only two of the six participants
had used a static code analysis tool.

However, all participants reported that they were famil-
iar with the term fuzzing. Five of them had already used a
fuzzer before, and three of those five participants had also
used libFuzzer and half of all participants reported that they
had already found at least one bug with a fuzzer.

This indicates that the CS and CTF group were on a similar
level w.r.t. static code analysis tools, but the CTF group had
more experience with fuzzing.

3.5 Scoring Results

We evaluated the analyzers based on the success or failure
of the participants to get the tool up and running as well
as finding the bug. These are separate since it is possible to
correctly use the tool but still fail to find the bugs. To make our
assessment, we analyzed the submissions of the participants

(code and bug reports) as well the content of the diary and the
exit interview.

In the static analysis case, a participant successfully ful-
filled a static task if the participant used the Clang Static
Analyzer correctly and found at least one of the bugs we
inserted.1

A participant successfully fulfilled a dynamic task if the
participant triggered the bug present in the code by using
libFuzzer and recognized it as a bug.

4 Limitations

Our studies have the following limitations:
Task Selection. The most considerable limitation concerns

the task selection. While we did our best to find fair easy and
hard tasks for both tools and consulted external experts, we
cannot guarantee that the two easy and hard tasks are exactly
the same level of difficulty. While the identified problems
likely remain for other tasks, the difference between the two
approaches could vary for different tasks.

Participants. We sampled participants from a master course
in usable security and a CTF team. Thus this sample is not
representative of the wider world. Nonetheless, fixing the
issues we found is most likely a good idea, even if more
experienced developers might have learnt to overcome them.

Tools Selection. We tested two specific tools: Clang Static
Analyzer and libFuzzer. Other tools might perform differently.

Time. Participants only had ten hours per task. While our
internal testing suggested that this would be sufficient, some
CTF participants would likely have found the bug with lib-
Fuzzer, since they were making progress until the end. The
time limit did not seem to affect the CS participants or the
static tasks.

Unknown Code. Our evaluation only looks at participants
analyzing code that they did not write themselves. Further
studies with code known to the participants are needed to
make claims about this scenario.

Incentives. When comparing the CS and CTF group, the
different incentives must be taken into account.

Bugs. During the second study with the CTF participants,
information about the bugs in Suricata was published in a
blog. One of our participants found this blog and informed
us about it. We contacted the author of the blog, and they
kindly agreed to take if offline until the end of the study.
The participant who informed us about the blog had already
finished the task. We asked all other participants whether
they had come across the blog or other information online.
One additional participant had found some information in an
online presentation; however, this did not help them complete
the task.

1Another true positive bug would also have counted, but this did not
occur.
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5 Ethics

Our studies were reviewed and approved by the Research
Ethics Board of our university.

Our studies also complied with the General Data Protection
Regulations. Since we were working with live vulnerabilities,
responsible disclosure guidelines were followed. The devel-
opers of both programs were already aware of the Bugs, and
all participants agreed to comply with responsible disclosure
in case they found bugs.

6 CS Study Results

We label participants based on their group (CS or CTF), the
order of assignment to the conditions ((FS: fuzzing then static,
SF: static then fuzzing) and the difficulty of their tasks(E: easy,
H: hard). For the analyses, we used the pre-questionnaire,
the reports submitted by the participants, the diaries and the
semi-structured post-interview. The questions of the interview
and the pre-questionnaire can be found in Appendix A.1 and
in the companion document. Except for CS16-FSE, every
participant consented to the interview being recorded and
transcribed. For the interview of CS16-FSE handwritten notes
were taken. The interviews were transcribed and anonymized.

To analyze the interviews and diaries, we used inductive
coding [75] with two researchers. The two researchers started
with coding the same four randomly chosen interviews in-
dependently and in parallel. They compared, analyzed and
discussed the two resulting coding sets. It turned out that due
to the open approach, the code sets of both researchers were
substantially different. Through a discussion of the codes a
common coding set was agreed upon. The four interviews
were then recoded and discussed again. This procedure was
repeated in steps of three interviews. The diaries of the par-
ticipants were coded with the resulting coding-set from the
coding of the interviews. During the coding of the diaries, the
coding-set was again supplemented by codes that emerged
from the data. All quotes from the participants were translated
from German into English by the authors. The final coding
set can be found in the companion document.

6.1 Drop-outs
Of the 32 CS student participants, only 18 started the second
task, and only ten finished both tasks and were interviewed.
CS18-FSH finished both tasks and took part in the interview,
but we decided to remove them from our analysis because it
became clear that they had not put any real effort into either
task. This leaves us with nine participants that finished both
tasks and were interviewed. The drop-out rates were much
higher than we expected. We have conducted many usability
studies with CS students, and it is normal that some drop-out,
but this drop-out rate is noteworthy. While we did not conduct
formal interviews with the drop-outs, we spoke to some of

them. They told us that the tasks were too hard and that they
did not know how to solve them and thus dropped out.

The second column of Table 1 shows the drop-out rates,
and, as can be seen, only a quarter of the participants dropped
out of the easy static task, while half dropped out of the hard
static task. With the fuzzing tasks half dropped out both in
the easy and hard tasks. This is a first indication that there are
usability issues with both approaches. While this explanation
seems plausible, based on the rest of the data we could gather,
it is also possible that the drop-out rate could be an artefact
of our study design. Further studies with different designs are
needed to confirm this.

Since we were also interested in a qualitative within-
subjects comparison of the Clang Static Analyzer and lib-
Fuzzer, most of our analysis focuses on the nine CS partici-
pants who completed both tasks and who were interviewed.
Table 11 shows an overview of the participants’ positive and
negative comments and their preference for the two tools. In
the following we look at the results in more detail.

6.2 Static Task

The results of the static analysis tasks can be seen in Table 1.
Table 6 in the appendix breaks the results down into those who
were assigned the conditions as their first or second task. As
can be seen, the easy task was indeed relatively easy with only
three participants aborting the task. Moreover, in eight out
of nine submissions in the easy tasks, the bug was correctly
identified. In contrast to that, half the participants dropped out
of the hard task. Of those who submitted a report for the hard
task, none had found either of the two bugs. In the following,
we will group our insights by the different steps needed to
complete the task. Readers unfamiliar with this topic can find
additional information in the companion document.

Step1: Build Target Program with Clang Static Analyzer
None of the participants reported that they used any other
source of information besides the documentation of the Clang
Static Analyzer and the target program(TPr).

Not many participants had problems with this step, except
for two participants, CS31-SFE and CS24-FSE. Both had used
the configure and make commands on the project to check if
everything worked as intended. This interfered with the Clang
Static Analyzer because the target program was already built.
Therefore the analyzer could not build the target program
again and consequently could not find any bugs. CS24-FSE
solved this problem on their own. CS31-SFE submitted a
report stating that no bugs were found. To gather more infor-
mation, we let CS31-SFE know that something went wrong
and gave a hint. CS31-SFE still counts as a fail in the overall
statistics, but with the hint were able to complete this step and
their results are considered in the following steps.
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Step 2: View the Output Five out of the nine participants
who submitted a report had trouble viewing the output of the
Clang Static Analyzer. However, this problem only arose be-
cause the participants were working on the remote machines
offered by us. Except for CS31-SFE, all participants solved
the issue by downloading the output to their local machines.
Since this problem stemmed from our study setup, we do not
see this as a usability issue of the tool.

Step 3: Analyze Reports The presentation of the output of
Clang Static Analyzer was rated very positively by the par-
ticipants. However, as expected, all participants in the hard
task and some in the easy task stated that the massive num-
ber of warnings was a substantial problem. In particular, the
high number of duplicate bug reports was viewed negatively.
This is in line with previous work looking at static analyzers.
What is noteworthy though is, that this problem has been well
known for over a decade but is still an issue with current tools.

6.3 Dynamic Task

The results of the dynamic analysis tasks in Table 1 show
that both tasks were hard to solve for our CS participants. For
a more detailed overview showing in which order the tasks
were assigned, please refer to Table 9 in the Appendix.

Only two CS participants were able to solve the easy task.
CS6-FSE dropped out in the following static task, but their
diary showed that they straightforwardly solved the task men-
tioning no problems. The other participant was CS23-SFE,
who had stated that they already had experience with fuzzing
and libFuzzer in particular. Another participant, CS5-SFE,
wrote the correct fuzz target and ran the fuzzer triggering the
bug but was convinced that the fuzzing report did not describe
a bug.

None of the participants was able to solve the hard task.
The drop-out rates for both fuzzing tasks was roughly half,
just like for the hard static task.

Unlike with the Clang Static Analyzer, which almost all
participants used correctly, we found many problems with
the usage of libFuzzer. Table 2 gives an overview of where
participants had problems. The columns of Table 2 depict
the six steps of the fuzzing process. The first step of find-
ing a suitable function to fuzz contains two values. The first
value is the number of functions a participant tried to fuzz.
The second value indicates if the participant found a function
that triggers one of the bugs known to us. The step of build-
ing and instrumenting the target program also contains two
values. The first value indicates whether the target program
was built, the second if the target program was instrumented.
The other columns indicate: how many fuzz targets were cre-
ated, whether they could build the fuzz targets, whether they
ran the fuzzer, triggered the bug, interpreted the output cor-
rectly (either as false or true positives), used a corpus and

used toy examples to try out fuzzing before trying it on the
main project.

The first nine participants in the table are those who com-
pleted all tasks and the interview. The next participant in blue
is the low effort participant. The participants below in grey
completed the fuzzing task but then dropped out. Since we
conducted the study online, and participants were allowed to
use their own computers, we could not always reconstruct ev-
ery step. When we were uncertain about whether a participant
successfully took a step or not, we marked this with a circle.

For our qualitative analysis, we again focus on the partic-
ipants that finished both tasks and were interviewed. In the
following, we will group our insights by the separate steps
needed to complete the task. Readers unfamiliar with these
steps can find additional information in the companion docu-
ment.

Familiarization with the Process All participants started
with getting an overview of libFuzzer as well as the target
program. Unlike the Clang Static Analyzer, where partici-
pants only used the official documentation, many participants
searched for additional information about libFuzzer on the
web. This highlights deficits in the official documentation as
emphasized by CS5-SFE:

So if you visit the [libFuzzer] page, it is not really
obvious what you need to do.

and by CS15-SFE:

I have not used a fuzzer and I would have wished
for a guideline. Such as: Step one, do this, step two,
do this... getting started was really hard.

Moreover, participant CS15-SFE stated that the documen-
tation negatively impacted them:

Even after reading through the paragraphs several
times, i‘m not sure where to start. Instantly start to
losing interest.

Step 1: Find a Suitable Function to Fuzz In the easy task,
all participants who identified any functions to fuzz also iden-
tified the one that could trigger the bug. Three participants,
CS16-FSE, CS31-SFE and CS4-FSH, did not find any func-
tions they thought they could fuzz. CS4-FSH summarized the
problems with:

I looked at the source code of Suricata and was
completely overwhelmed. [...] And in the end I did
not find any approach how I could fuzz this with a
fuzzer.

CS31-SFE commented on that:

I had problems finding the right point to start
fuzzing. The website was not much of a help: [...].
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combined started drop-out submitted success

Static-easy 12 3 9 8
Static-hard 10 5 5 0

Fuzzing-easy 16 8 8 2
Fuzzing-hard 10 6 4 0

Table 1: CS static analysis and fuzzing overview

Participant Condition Found Func. Wrote FT Build & Inst. TPr Build FT Ran Fuzzer Bug Trig. Interp. Output Corpus Toy

CS16-FSE easy 7 / 7 7
CS31-FSE easy 7 / 7 3
CS15-SFE easy 2 / 3 2 7 / 7 (FT in TPr) 7 7
CS24-FSE easy 1 / 3 1 3 / 7 7 3
CS5-SFE easy 1 / 3 1 3 / 7 3 3 3 7 3 7

CS23-SFE easy 1 / 3 1 3 / 3 3 3 3 3 3 7

CS4-FSH hard 7 / 7 3
CS3-SFH hard m / m m 7 / 7 7 3
CS8-FSH hard 1 / 7 m 7 / 7 3

CS18-FSH hard 7 / 7 7

CS28-FSE easy 7 / 7
CS6-FSE easy 2 / 3 2 3 / 7 3 3 3 3 7 7

CS17-SFH hard 7 / 7 7
CS30-FSH hard 7 / 7 7 / m
CS26-FSH hard m / m m m / m 3

Table 2: CS dynamic analysis deeper statistics: 3 denotes success in this phase, 7 failure and m undecidable

Should I try to look at it from an external view and
try to feed information from the outside or should I
do it internally [...]? I was missing many examples.
It would have been good to not only see somebody
fuzzing an easy function [...].

Step 2: Write a Fuzz Target All participants in the easy
task who found the function to fuzz also successfully wrote
the correct fuzz target. None of the CS participants managed
to write a correct fuzz target in the hard task.

Two participants, CS15-SFE and CS3-SFH, tried to write
the fuzz target in an existing file of the target program. CS3-
SFH changed their mind after having problems with the com-
pilation and used an external fuzz target. For CS15-SFE, this
resulted in a more complicated situation. They had to remove
the corresponding main function of the target program to use
libFuzzer since libFuzzer is shipped with a main function,
which interferes with other main functions. More importantly,
they also had to modify the make file in order to compile the
altered target program. This seemed to have been motivated
by the code snipped in the official documentation that could
give the impression that the fuzz target is part of the target
program. CS3-SFH also stated to this topic:

I tried to write a simple fuzzer target for a function

in app-layer-parser. I started simple and did not
manipulate the inputs. I directly wrote it into the
app-layer-parser.c file like in the examples given...

CS3-SFH did not include the fuzz target in the report, so we
could not confirm this.

While this is a legitimate way to run libFuzzer, in our view
writing the fuzz target in a separate file is a cleaner and more
straightforward approach.

Step 3: Compile and Instrument Target Program In the
case of the easy task, none of the CS participants, except
CS23-SFE, seemed to be aware that instrumentation exists, or
had any idea why instrumentation is useful. CS23-SFE was
the only participant who actively dealt with instrumentation
and was aware of the implications of the "fuzzer-no-link"-flag
and was the only ever to use it.

All participants of the hard task had the problem that Suri-
cata builds as an executable, and libFuzzer can not directly
fuzz executables. None of them was able to find a solution for
this, as depicted in the companion document. CS8-FSH tried
to find a solution by exporting a function from the Suricata
elf binary into a shared object and then load and run it within
a fuzz target. However, they were not able to do so.
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Step 4: Build Fuzz Target The five remaining participants
reported severe problems in the building and linking step.
CS24-FSE stated:

I believe that the library itself wasn’t the problem,
but the stupefying linking and compiling was.

The problems with building and linking could have a variety
of reasons. Two participants stated that they lacked knowledge
concerning the make system (CS24-FSE, CS15-SFE) or even
compiling C/C++ code in general (CS5-SFE). Other partici-
pants had problems linking libraries and were randomly trying
out compiler and linker flags to get the fuzz target to compile.
For yaml-cpp, some participants also tried to use make install
on the target program to increase the chance of hitting the
right combination of compiler and linker flags. Overall, we
observed a lack of understanding concerning the interaction
between fuzz target, target program and compilation process.

Step 5: Run and Observe the Fuzzer In the easy task CS5-
SFE, CS6-FSE and CS23-SFE were able to build the fuzz
target and run libFuzzer. Moreover, they all triggered the bug
because in the easy task the bug was triggered within seconds.

Step 6: Interpret Output Of the three participants who
triggered the bug, CS5-SFE incorrectly classified the output
as a false positive. CS5-SFE saw the out of memory error and
the malformed input the fuzzer had generated but thought this
was a mistake by libFuzzer instead of a bug in the program.

Even though CS23-SFE was by far the best participant
solving the easy fuzzing task in less than two hours, they did
not find the output of libFuzzer very helpful, stating:

I would be helpful if the output did not just contain
the input which led to the bug, but also information
about the crash.

Toy Examples and Documentation Six of the nine partic-
ipants experimented with the toy examples from the docu-
mentation to get to know libFuzzer. However, as described
above, this led some astray.

7 CTF Study Results

The interviews and diaries of the CTF group were coded
based on the same principles we used for the CS group. The
questions of the interview and the pre-questionnaire can be
found in the Appendix A.2 and in the companion document.

An overview of the CTF-group’s success can be seen in Ta-
ble 3. Unlike in the CS group, we had no drop-outs in the CTF
group. There are two potential explanations for this. Based
on our interviews, the CTF participants were not as frustrated
with the tools as the CS participants or had a higher frustra-
tion threshold and a willingness to work with complicated and

puzzling systems. However, it could also be that the 140 euro
incentive was more motivating than the 11% exam bonus or a
combination of these factors. As in the previous section, we
will structure our results around the steps needed to operate
tools.

Static Analysis

Steps 1 & 2 The participants had no problems getting to the
point where they had to inspect the reports given by the Clang
Static Analyzer. Some participants reported issues viewing
the results, like in the CS study, but could quickly solve them.

Step 3: Analyze Reports Overall, participants were satis-
fied with the usability of the tool as with the presentation of
the output but had the same problem with the high number of
false positives as the CS group. CTF7-SF stated:

More than once I wondered whether it‘s me or the
analyzer who doesn‘t understand the code.

Only one participant (CTF2-FS) was able to find one of the
bugs.

Notably, four out of six participants reported that they heav-
ily prioritized reports in the category memory errors. Some
specifically mentioned that they neglected reports in other
categories, such as Logic errors, which was the category
where the Bug was. Their reasoning was that these kinds
of bugs potentially have low exploitability. In the interviews,
some of the CTF participants stated that they did not consider
availability/denial-of-service an issue in this context. This
could be an artefact of the fact that in CTF games denial-of-
service attacks are often forbidden. CTF7-SF stated:

Going through the "Memory error" bugs - If there
are any vulnerabilities I expected to find them here,
so I took some time for them.

All in all, participants showed strong tendencies to focus
on bug types, ignoring much of the output produced by the
Clang Static Analyzer. CTF3-SF summarized it as follows:

I filtered for use-after-free and double free/delete,
which seemed most likely to have immediate se-
curity impacts. While there were 72 bugs shown
in total, most of them were duplicates. I decided
to only look at one bug per bug group/function-
combination, which eliminates mostly very simi-
lar code paths... For each combination, I chose the
shortest path length to have a minimum-complexity
example of a triggering code path.

This filtering caused the participants to miss our bug, which
was in the category Dereference of undefined pointer value.

USENIX Association Seventeenth Symposium on Usable Privacy and Security    561



combined started dropout submitted success

Static-hard 6 0 6 1
Fuzzing-hard 6 0 6 0

Table 3: CTF: overall results

Dynamic Analysis

Despite being more experienced and security savvy, our CTF
participants also had trouble with libFuzzer. Table 4 gives an
overview of where participants had problems.

Step 1: Find a Suitable Function to Fuzz Unlike the CS
participants, all CTF participants were able to identify the
correct function to fuzz.

Step 2: Write Fuzz Target The writing of the fuzz target
split the CTF group in two. Participants CTF4-FS and CTF5-
SF used the unit tests as the basis for their fuzz targets. Par-
ticipants CTF2-FS, CTF3-SF, CTF6-FS and CTF7-SF based
their fuzz target on the AFL targets contained in the project.
In general, all participants agreed that creating the fuzz target
was a complicated and time-consuming task.

Step 3 & 4: Compilation and Instrumentation Five out
of six participants were successful in compiling and instru-
menting all necessary parts, only CTF5-SF did not success-
fully manage this step. CTF5-SF had criticism for the docu-
mentation and some suggestions on how the usability of these
steps could be improved.

Although everything was described [in the exam-
ple] instructions were missing how to approach
fuzzing a real-world project, how to integrate it into
an existing boot-system. Maybe one could have
made something generic to integrate it into Cmake
or Auto-build.

Four of the five participants who created a fuzz target wrote
the fuzz target directly into the target program. Unlike the CS
participants, they were able to make the necessary modifica-
tion to make this work. We found this interesting since it does
not seem to be the intuitive way for us.

Step 5: Running and Observing the Fuzzer The four
remaining participants, CTF2-FS, CTF3-SF, CTF6-FS and
CTF7-SF, created multiple fuzz targets and observed the
fuzzing process.

All participants focused on using the executions per second
as well as the code coverage as the indicators on whether the
fuzzing process was going well or not. Concerning the code

coverage, some participants mentioned that it could some-
times be hard to interpret the relative magnitude of the given
value correctly. CTF6-FS summarized it as follows:

Of course this depends on the complexity [of the
TPr], but when I have such a HTTP fuzzer, and
I know it is implemented in C, and I only have
twenty branches or so which have been covered,
then I know: This can’t be. This absolutely can’t
be! You can’t implement a HTTP fuzzer with so
few branches or so few basic blocks. And if it also
isn’t making progress, then, you need to find out
what is the matter.

The problem of knowing whether libFuzzer covered the neces-
sary parts of the code was a frequently reoccurring statement.
Only CTF2-FS used the visualizer of LLVM to get a better
understanding of the situation.

Step 6: Interpret the Output CTF4-FS wrote a fuzz target
and was also able to build it. However, the fuzz target quality
was relatively low, so that the fuzz target crashed directly
due to problems during initialization when executed. The
participant was aware of the problem but could not fix it.
CTF4-FS stated:

And when I wanted to fuzz the correct filter, I al-
ways failed because something was uninitialized
and this was why it always crashed. So it always
fuzzed but crashed in each attempt.

Unsurprisingly, CTF4-FS believed that fuzz target creation
was a big problem. They reasoned that this might partially be
because they did not know the code.

It was probably because I didn’t know the software
at all and then I couldn’t proceed as well as I hoped

All of the four remaining participants were able to inter-
pret the output of libFuzzer. Depending on the situation, they
handled the corresponding situation differently.

CTF2-FS and CTF3-SF had problems with memory leaks
due to how they implemented the fuzz targets. They were
able to fix the problems and re-ran the fuzz target without the
memory leak.

CTF7-SF wrote at least ten fuzz targets and ran them. Their
fuzz target for the smb protocol crashed for every input. They
decided that the fuzz target was flawed and just ignored it

562    Seventeenth Symposium on Usable Privacy and Security USENIX Association



Participant Found Func. Wrote FT Build & Inst. TPr Build FT Ran Fuzzer Bug Trig. Interp. Output Corpus Toy

CTF5-SF 1 / 3 1 7 / 7 7 7
CTF4-FS 1 / 3 1 3 / 3 (FT in TPr) m m 7 3 7
CTF2-FS 1 / 3 1 3 / 3 (FT in TPr) 3 3 7 3 3 7
CTF6-FS 1 / 3 10 3 / 3 (FT in TPr) 3 3 7 m 7 7
CTF7-SF 1 / 3 11 3 / 3 3 3 7 3 3 7
CTF3-SF 1 / 3 3+ 3 / 3 (FT in TPr) 3 3 7 3 3 7

Table 4: CTF dynamic analysis deeper statistics: 3 denotes success in this phase, 7 failure and m undecidable

because they had several other fuzz targets that were up and
running.

CTF7-SF’s fuzz target for the dnp3 protocol also produced
many errors, but again they understood that this was due to
a flawed fuzz target and not because of actual bugs. They
attributed the flaws initialization problems and did not fix
them for the same reason as before. CTF2-FS and CTF3-SF
also had problems with initialization, but both fixed the issues
to make the fuzz target work.

None of the four participants found a bug. However, all four
were using libFuzzer correctly, and with more time available,
it seems likely that they would have found the bug in the target
program. While our pre-testing suggested that ten hours was
enough time, future iterations of this kind of study should plan
more time for this kind of task. Nonetheless, we are confident
that they would be capable of finding these kinds of bugs
with libFuzzer in the wild with the skill they already possess.
However, the effort and skill required are quite substantial. In
contrast, we do not believe that our CS would be able to use
libFuzzer without investing significant effort in learning how
to use the tool.

Expanding the Search As the participants did not en-
counter any true crashes, they felt the need of exploring further
options. Most of them did this by manually targeting specific
parts of the code. Still not encountering any crashes, they
tried to optimize the fuzz targets and tried to develop more
complex inputs to the functions. In the interviews participants
CTF6-FS and CTF3-SF phrased this as a feature request.

Consequently, stateful fuzzing was needed. CTF3-SF con-
sidered to implement stateful fuzzing but was not able to do
it in the given time. CTF6-FS implemented a minimal form
of stateful fuzzing. However, they were not very enthusiastic
about it:

Libfuzzer does not support stateful fuzzing, there-
fore no high expectations as path stability will be
horrible.

Corpus and Dictionary Except for CTF2-FS, all partici-
pants used corpora for their respective fuzz targets. Interest-
ingly, CTF6-FS used both a corpus and a dictionary. CTF6-
FS observed their fuzz targets with a corpus and a dictio-

nary included and noticed a drop in performance because the
coverage was lower than without the corpus and dictionary.
Consequently, they proceeded without either.

8 Discussion

8.1 Clang Static Analyzer
The Clang Static Analyzer enabled even inexperienced users
to check the target project for potential security issues. With
the Clang Static Analyzer, both our participant groups were
able to start the process reasonably easily and quickly. The
usability of the tool was consequently viewed fairly positively.
Our participants intuitively used Nielsen’s view on usabil-
ity [59], which separates usability and utility. In the hard task,
the high number of false-positive warnings was seen nega-
tively by both the CS and CTF groups, but this did not affect
their perception of ”usability“. The CTF participants also had
a negative view of the usefulness in general. They did not
think the tool was helpful when looking for vulnerabilities.
Consequently, they saw the tools as having good usability
but bad utility. It is worth noting though, that under the ISO
9241 [45] definition of usability, the bad effectiveness and
efficiency measured against the capability of finding true bugs
would lead the Clang Static Analyzer to receive a bad usability
evaluation.

Thus, the holy grail of static analysis continues to be the
reduction of the number of false positives.This would improve
the utility under Nielsen or usability under ISO 9241 and
enable users to effectively and efficiently find bugs.

8.2 libFuzzer
In stark contrast to the Clang Static Analyzer, where partici-
pants only struggled in the very last step, we found no step
in the libFuzzer process that did not cause our participants
severe problems. Our CS participants struggled even with the
easy fuzzing task showing that the usability of libFuzzer is
not at a comparable level to the Clang Static Analyzer. Even
our skilled CTF players found many aspects vexing, unnec-
essarily complicated and burdensome. However, in theory,
the utility of libFuzzer is good. Consequently, we see a lot of
potential if the usability can be improved.
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Based on our observations, our recommendations for lib-
Fuzzer are:

• Assist users in finding suitable functions to fuzz It
would be useful if libFuzzer assisted users in identifying
functions worth fuzzing quickly. This was not an issue
for our CTF participants, but if libFuzzer is to see the
same level of adoption as static analysis, it needs to be
usable by non-experts as well.

• Fuzz-target creation This is one of the most important
points. It takes a lot of expertise to write anything but
the most trivial fuzz targets for libFuzzer. In the case of
Suricata, participants actually wrote multiple fuzz targets
for the same function to account for the different parsers.
Either assisting in creating fuzz targets or making the
coverage guided self-exploration of libFuzzer more in-
telligent would be a great benefit. It is essential for less
experienced users, but it would also save time and effort
for users like our CTF players.

• Build automation The building and linking process cur-
rently also requires a lot of manual work for non-toy
projects, and it also requires a good understanding of
how the different components interweave. It would be
highly desirable to automate a lot of this, so users do not
need to understand, or know of, these issues.

• Opt-out sanitizers: Currently the use of sanitizers is
opt-in, i.e., the user has to integrate them actively. We
would recommend including many of these by default
and letting users opt out if necessary.

• Support automatic stateful fuzzing Many situations
require stateful fuzzing to achieve good performance. In
libFuzzer, this is a completely manual task, and some
of our CTF participants even wrote their own stateful
fuzzers to deal with the situation.

• Improve Code Coverage Our study shows that Code
coverage plays a major role in the usability of libFuzzer.
Even our CTF participants struggled to write fuzz targets
that covered all the code of just one target function. This
had to be done manually because libFuzzer is not yet
powerful enough to do this on its own in a reasonable
time. Potentially focusing on code coverage close to
fuzz targets would be a worthwhile endeavor to increase
usability.

• Better documentation Finally, while this is not particu-
larly glamorous and is a well-known problem in many ar-
eas, we saw a clear need for better documentation. There
is a clear difference between the Clang Static Analyzer
and the libFuzzer documentation despite both belonging
to the LLVM project. The current libFuzzer documenta-
tion led some of our participants astray. In particular, we
recommend creating more complex examples instead of
just using toy examples.

8.3 Comparison

Since we conducted a within-subjects study, we were also
interested in our participants’ comparative view of the two
tools. To support our impressions from the interviews and
diaries, we also analyzed the number of positive and negative
comments to get an overview of the disposition towards the
two tools.2

The majority of CS participants favored the Clang Static
Analyzer when answering the question of which tool they
would want to use in the future, including those faced with
over 500 warnings in the hard task. In contrast, the CTF par-
ticipants had a somewhat ambivalent relationship to the Clang
Static Analyzer. In principle, they described the usability pos-
itively and had fewer negative comments for the Clang Static
Analyzer than for the libFuzzer. However, they did not see the
Clang Static Analyzer as a serious contender to find vulner-
abilities. As a result, they stated that they favored libFuzzer
for future use and often stated that they would only use the
Clang Static Analyzer for fixing style issues.

That is because they saw far more potential for libFuzzer
than for the Clang Static Analyzer and thus would use lib-
Fuzzer. The corresponding Table 11 can be found in the Ap-
pendix.

So, in summary, our interpretation of the results suggests
that poor usability of libFuzzer and the good usability of the
Clang Static Analyzer led CS students to prefer it despite the
poor utility. However, the CTF participants acknowledged
the better usability of the Clang Static Analyzer but saw too
little utility to want to use it for their work in the future and
tolerating the poor usability of libFuzzer due to its better
perceived utility.

9 Conclusion and Future Work

In this paper, we presented the first qualitative studies examin-
ing the usability of libFuzzer and the Clang Static Analyzer. In
the context of our study design, we found that the Clang Static
Analyzer offers good usability but poor utility, while libFuzzer
offers poor usability but better utility. Since static analysis
and fuzzing find different kinds of bugs, ideally, they would
both be used in tandem. For this, the usability of libFuzzer
would need to be improved to lower the bar for entry. To aid
in this, we identified several usability issues in libFuzzer and
make suggestions for improvements.
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A Semi-Structured Interview

A.1 CS Study
Task 1

• Please explain what you did in the first task.

– Do you have a point where you want to elaborate
on?

– Did you encounter any problems?

– Did anything went exceptionally well?

– Please elaborate on the output of the tool.

– Can you tell me something about the usability?

– Where do you see potential for improvement?

Task 2

• Please explain what you did in the second task.

– Do you have a point where you want to elaborate
on?

– Did you encounter any problems?

– Did anything went exceptionally well?

– Please elaborate on the output of the tool.

– Can you tell me something about the usability?

– Where do you see potential for improvement?

Comparison

• Please compare the two tasks.

• Do you have anything particular in mind that was com-
parably easy or hard?

• Would you want to use one of the tools, both or none in
the future? Why?

A.2 CTF Study

Static

• Please explain what you did in the task.

• How would you rate the usability of the Clang Static
Analyzer on a scale from 1-7, 1 very low, 7 very high?

• Please elaborate on the Usability of the Clang Static
Analyzer.

• Can you tell me something about the Output of the ana-
lyzer?

• What was your biggest problem?

• How would you rate the documentation again on scale
from 1-7?

Dynamic

• Please explain what you did in the task.

• How would you rate the usability of libFuzzer on a scale
from 1-7, 1 very low, 7 very high?

• Please elaborate on the Usability of libFuzzer.

• Please elaborate on your fuzz target.

• Have you used a dictionary or corpus?

• What did you think of the output?

• How did you interact with the output?

• How did you determine that the fuzzer is running well?
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Comparison

• Please compare the two tasks.

• Do you have anything particular in mind that was com-
parably easy or hard?

• Would you want to use one of the tools, both or none in
the future? Why?

general

• What is a security related bug?

B Clang Static Analyzer Overview

Program Clang Static Analyzer reports

Tesseract 476
protobuf 3.9.x 92
protobuf 3.8.x 121

util-linux 142
simple-obfs 15

cmatrix 3
vlc 219

wine 4746
netdata 32
darknet 73
libnice 3

obs-studio 456
jq 4

FFmpeg 639
yuzu 339

spdlog 0
simdjson 2

Table 5: Overview of GitHub projects and reports of Clang
Static Analyzer

C Overview of Task Ordering

first started drop-out submitted success
Static-easy 8 1 7 6
Static-hard 7 4 3 0

second started drop-out submitted success
Static-easy 4 2 2 2
Static-hard 3 1 2 0

combined started drop-out submitted success
Static-easy 12 3 9 8
Static-hard 10 5 5 0

Table 6: CS: static analysis overall statistics

first started drop-out submitted success
Fuzzing-easy 9 5 4 1
Fuzzing-hard 7 4 3 0

second started drop-out submitted success
Fuzzing-easy 7 3 4 1
Fuzzing-hard 3 2 1 0

combined started drop-out submitted success
Fuzzing-easy 16 8 8 2
Fuzzing-hard 10 6 4 0

Table 7: CS: fuzzing overall statistics

first started drop-out submitted success
Fuzzing 3 0 3 0
Static 3 0 3 0

second started drop-out submitted success
Fuzzing 3 0 3 0
Static 3 0 3 1

combined started drop-out submitted success
Fuzzing 6 0 6 0
Static 6 0 6 1

Table 8: CTF: static analysis and fuzzing overall statistics
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Participant Static Dynamic
Step 1 Step 2 Step 3 Bug Step 1 Step 2 Step 3 Step 4 Step 5 Bug Step 6 Corpus Toy

CS27-SFE no submission not started
CS31-SFE 7 3 3 3 7 / 7 3
CS1-SFE 3 3 3 3 no submission
CS9-SFE 3 3 3 3 no submission
CS19-SFE 3 3 3 3 no submission
CS15-SFE 3 3 3 3 2 / 3 2 7 / 7 (FT in TPr) 7 7
CS5-SFE 3 3 3 3 1 / 3 1 3 / 7 3 3 3 7 3 7

CS23-SFE 3 3 3 3 1 / 3 1 3 / 3 3 3 3 3 3 7

CS21-SFH no submission not started
CS25-SFH no submission not started
CS29-SFH no submission not started
CS7-SFH 3 3 3 7 no submission
CS13-SFH 3 3 3 7 no submission
CS17-SFH 3 3 3 7 7 / 7 7
CS3-SFH 3 3 3 7 m / m m 7 / 7 7 3

Participant Dynamic Static
Step 1 Step 2 Step 3 Step 4 Step 5 Bug Step 6 Corpus Toy Step 1 Step 2 Step 3 Bug

CS2-FSE no submission not started
CS10-FSE no submission not started
CS12-FSE no submission not started
CS20-FSE no submission not started
CS32-FSE no submission not started
CS11-FSH no submission not started
CS14-FSH no submission not started
CS22-FSH no submission not started
CS28-FSE 7 / 7 no submission
CS16-FSE 7 / 7 7 3 3 3 3
CS24-FSE 1 / 3 1 3 / 7 7 3 3 3 3 3
CS6-FSE 2 / 3 2 3 / 7 3 3 3 3 7 7 no submission

CS18-FSH 7 / 7 7 7
CS26-FSH m / m m m / m 3 3 3 3 7
CS4-FSH 7 / 7 3 3 3 3 7
CS8-FSH 1 / 7 m 7 / 7 3 3 3 3 7
CS30-FSH 7 / 7 7 / m not started

Table 9: CS overall

Participant Static Dynamic
Step 1 Step 2 Step 3 Bug Step 1 Step 2 Step 3 Step 4 Step 5 Bug Step 6 Corpus Toy

CTF1-SF 3 3 3 7 no submission
CTF5-SF 3 3 3 7 1 / 3 1 7 / 7 7 7
CTF3-SF 3 3 3 7 1 / 3 3+ 3 / 3 (FT in TPr) 3 3 7 3 3 7
CTF7-SF 3 3 3 7 1 / 3 11 3 / 3 3 3 7 3 3 7

Participant Dynamic Static
Step 1 Step 2 Step 3 Step 4 Step 5 Bug Step 6 Corpus Toy Step 1 Step 2 Step 3 Bug

CTF8-FS no submission not started
CTF4-FS 1 / 3 1 3 / 3 (FT in TPr) m m 7 3 7 3 3 3 7
CTF2-FS 1 / 3 1 3 / 3 (FT in TPr) 3 3 7 3 3 7 3 3 3 7
CTF6-FS 1 / 3 10 3 / 3 (FT in TPr) 3 3 7 m 7 7 3 3 3 3

Table 10: CTF overall
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D Comments and Usage in Future

Participant
Comment Use in Futurestatic dynamic

positive negative positive negative static dynamic none

CS5-SFE 4 2 2 9 3 3
CS15-SFE 4 4 1 7 3 3
CS16-FSE 6 1 0 5 3
CS23-SFE 3 3 1 9 3
CS24-FSE 8 7 3 3 m m m
CS31-FSE 2 4 1 2 3

∑ easy 27 21 8 35 4 2 1

CS3-SFH 8 6 0 5 3
CS4-FSH 6 6 2 6 3 3
CS8-FSH 6 6 0 7 3

∑ hard 20 18 2 18 3 1 0

∑ 47 39 10 53 7 3 1

Table 11: CS: Comments and usage in future of the static and dynamic analysis tools

Participant
Comment Use in Futurestatic dynamic

positive negative positive negative static dynamic none

CTF2-FS 2 3 2 10 3 3
CTF3-SF 2 5 1 2 3 3
CTF4-FS 2 5 1 6 3
CTF5-SF 4 2 0 4 3 3
CTF6-FS 2 4 2 5 clean code 3
CTF7-SF 8 5 0 4 3

∑ 20 24 6 31 3 6 0

Table 12: CTF Comments and usage in future of the static and dynamic analysis tools

E Demographics

Gender Male: 26 Female: 5 Other: 0 No Answer: 1
Age min: 22, max: 34 mean: 26.03, median: 25 sd=2.95, NA=0

Table 13: CS Participant Demographics

Gender Male: 8 Female: 0 Other: 0
Age min: 19, max: 32 mean: 23.25, median: 22 sd=4.2, NA=0

Table 14: CTF Participant Demographics

572    Seventeenth Symposium on Usable Privacy and Security USENIX Association



Deciding on Personalized Ads: Nudging Developers About User Privacy

Mohammad Tahaei

School of Informatics

University of Edinburgh

Alisa Frik

ICSI

University of California, Berkeley

Kami Vaniea

School of Informatics

University of Edinburgh

Abstract
Mobile advertising networks present personalized advertise-
ments to developers as a way to increase revenue. These types
of ads use data about users to select potentially more relevant
content. However, choice framing also impacts app devel-
opers’ decisions which in turn impacts their users’ privacy.
Currently, ad networks provide choices in developer-facing
dashboards that control the types of information collected
by the ad network as well as how users will be asked for
consent. Framing and nudging have been shown to impact
users’ choices about privacy, we anticipate that they have a
similar impact on choices made by developers. We conducted
a survey-based online experiment with 400 participants with
experience in mobile app development. Across six conditions,
we varied the choice framing of options around ad personaliza-
tion. Participants in the condition where privacy consequences
of ads personalization are highlighted in the options are signif-
icantly (11.06 times) more likely to choose non-personalized
ads compared to participants in the Control condition with no
information about privacy. Participants’ choice of ad type is
driven by impact on revenue, user privacy, and relevance to
users. Our findings suggest that developers are impacted by
interfaces and need transparent options.

1 Introduction

Mobile advertising networks play an intermediary role of
matching advertisers (companies that want to advertise their
products) with publishers (apps that want to generate rev-
enue by hosting advertising). They are a popular monetisa-
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copies of all or part of this work for personal or classroom use is granted
without fee.
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tion approach [11, 47, 57, 93, 107], with about 77% of free
Android apps containing an ad library [48, 51]. To show per-
sonalized ads, ad networks collect data from app users, which
raises privacy concerns [41, 111, 116]. Targeted ads can also
seem intrusive and discriminating to some users [63, 83, 88,
117]. Major operating systems give users an option to limit
these ads and associated tracking. However, behavioral re-
search shows that due to status quo bias, people rarely change
the default configurations [3, 52, 87, 91], and poor usability
makes it hard for users to opt out of behavioral advertising and
tracking [45, 56, 90]. Thus, developers’ decisions regarding
the defaults for their apps have implications for user privacy.
Specifically, when configuring ad networks, developers can
choose in the developer dashboard between personalized and
non-personalized ads. Here again, status quo bias may not
play out in favor of user privacy: if ad networks set personal-
ized ads that imply more extensive personal data collection
as default choices, it might nudge developers to stick to those
privacy-unfriendly defaults [33, 68].

With about 24 million software developers (estimated to
go up to 28.7 million by 2024) [82], who are in charge of
building apps for personal smart devices, cars, and large in-
dustries, it is essential to understand how services they use
may impact their decisions. Indeed, studies of privacy-related
questions on Stack Overflow [106] and Reddit Android fo-
rums [59] show that developers’ privacy concerns are heavily
driven by large platforms such as Google and Apple. More-
over, there is a growing use of dark patterns that persuade
users into make decisions that are in favor of platforms; for
example, by using preselected default options, or sneaking a
small product or service into users shopping basket without
informing users, such as adding travel insurance during the
plane ticket purchasing [42, 65, 79]. The use of dark patterns
in the context of software development may have negative im-
plications for users, as developers’ choices will effect all users
of their apps. For example, collecting location data, showing
unrestricted ads categories, and displaying personalized ads
are often allowed by default in popular ad networks [68, 102].
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Similarly, given that ads tailored to users’ preferences have
a higher value [64], ad networks have incentive to nudge devel-
opers into choosing personalized ads over non-personalized
ones, without necessarily acknowledging the trade-offs be-
tween revenue, user privacy, and experience. In addition to
status quo bias leveraged by default choices, salience effect
can be leveraged to further facilitate the nudging [18, 92]. For
example, while an emphasis on user privacy may steer devel-
opers’ decisions towards non-personalized ads, an emphasis
on potentially larger revenue may nudge developers to choose
personalized ads which is used by some ad networks through
including statements like “including personalized ads may
likely result in higher revenue” in their documentation, quick
start guides, and blog posts [102, 104, 108].

In this study, we aim to understand how choice framing
in ad networks effects developers’ decision making. Our re-
search question are:

RQ1: How does choice framing in ad networks impact
developers’ decisions about ad personalization?

RQ2: What are the reasons behind developers’ choices of
personalized or non-personalized ads?

To answer our research questions, we conducted an online
survey-based experiment with 400 participants with app devel-
opment experience. In a hypothetical scenario, we asked them
to make a series of choices to integrate ads in a personal fi-
nance management app and a gaming app. The main decision
of interest was regarding the choice between personalized
and non-personalized ads. The framing of those choices was
manipulated between one control and five experimental con-
ditions, to emphasize implications for framing around data
processing restrictions, user-facing descriptions, user privacy,
developer’s revenue, and both user privacy and developer’s
revenue. To help further contextualize and interpret the re-
sults, we also surveyed participants’ opinions and attitudes
about personalized ads, ad networks, and privacy regulations.

We find that although on average the majority of partici-
pants decided to integrate the personalized ads, choice fram-
ing significantly impacted their decisions. When user privacy
implications were made salient, participants were 11.06 times
more likely to select non-personalized ads than when the neu-
tral framing was used (Control condition). When a framing
emphasized data processing restrictions, participants were
3.45 more likely to select the non-personalized ads than in
the Control condition. Other nudges—emphasizing the con-
sequences of ads on an app’s revenue, presenting participants
with an explicit choice between user privacy and app’s rev-
enue, and telling participants that users will be able to see
whether the app is using ads based on their personal data
or not—did not significantly change participants decisions
compared to the Control condition.

The analysis of open-ended responses revealed a variety of
reasons for developers’ choices, ranging from maximizing the
app’s revenue and relevance of ads to the uses, to concerns
about user privacy and regulation compliance, and implica-

tions for user experience. From the exit survey, we found
that even when upper and middle management choose the ad
networks and app’s business models, developers still feel in-
volved in this decision-making process. However, developers
generally believe that they do not have full control over ad
networks’ data collection, and believe users have even less
control. By illustrating the potential impact of choice framing
on ad personalization decisions during app development, our
results inform regulators about the need to enforce greater
control over ad networks’ data collection and analysis prac-
tices, discourage from using dark patterns, and encourage ad
networks to adopt interfaces for developers that may assist
them in making informed decisions about user privacy.

2 Related Work

Ad Networks. Ad networks are a popular mobile app mon-
etisation approach [11, 47, 57, 93, 107]. Over half of Android
apps include ad network libraries [11, 48, 51, 107], which of-
ten offer both personalized and non-personalized ads. Person-
alized ads attract more user attention than non-personalized
ads [20, 63], generating higher engagement and therefore rev-
enue. To provide ads tailored to a specific user, ad networks
collect personal information from users such as age, gender,
and location [84, 100], not only in free apps that rely mostly on
ads to generate revenue, but also in paid apps [19, 47]. How-
ever, personalized ads have some negative consequences for
users. For example, some users find them discomforting [63,
117], discriminating [86], and intrusive [83, 88].

Options Provided by Ad Networks to Users and Develop-
ers. Both users and developers can limit data collection
and turn off ad personalization. After the introduction of the
General Data Protection Regulation (GDPR) [39] and the Cal-
ifornia Consumer Privacy Act (CCPA) [26], the prevalence of
these options particularly increased [50].

On the user side, self-regulatory programs (e.g., Digital
Advertising Alliance opt-out [31]), smartphone operating sys-
tems, service providers, and browsers offer settings that allow
opting out of ad personalization [66], and at minimum, re-
quest user consent to show personalized ads. Research shows
limited effectiveness, usefulness, legal compliance [37, 46,
67, 112], and usability [67, 81] of these methods.

On the developer side, ad networks provide an interface
for configuring personalization and data collection for spe-
cific apps and geographic regions. These interfaces often use
defaults that are not in favor of user privacy [68, 102]. De-
velopers tend to keep the defaults, follow industry standards,
guidelines, and requirements provided by the platforms built
by large tech companies [43, 59, 95, 106] without fully con-
sidering all the options and consequences of their choices on
user privacy [30, 33, 68]. Developers generally acknowledge
the value of user privacy [33, 68, 94], but find it challenging
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to understand what information is collected, how it is used by
platforms [33, 68, 103], and how to protect user privacy [59,
106]. Hence, some poor user privacy elements in how apps
integrate ad networks may be caused by the way ad networks
are framing choices and nudging developers through defaults.

Nudging. Humans can be nudged towards making certain
actions through the use of specific wordings, framing, col-
ors, and default values [3, 27]. Choice framing, in particular,
uses the activation of salience effects [18, 92] and status quo
bias [52, 87, 91], to effectively nudge the privacy choices of
users [3, 16]. For example, priming survey respondents about
privacy using words like “privacy-sensitive” and “potential
privacy risks” increases the reported privacy concerns [25]
and making privacy information salient drives more privacy-
preserving choices in user experiments [109]. We believe that
similar effects can be achieved in the context of software de-
velopment, where choice framing in tools and interfaces may
affect developers’ decision making.

Nudges can be used to encourage users to make decisions
that are favorable to service providers (e.g., ad networks) but
not necessarily favorable to themselves. Such practices are
often referred to dark patterns—“instances where designers
use their knowledge of human behavior (e.g., psychology) and
the desires of users to implement deceptive functionality that
is not in the user’s best interest” [42, p. 1]. In the context of
privacy, the examples of dark patterns include privacy consent
forms that do not provide a “reject all” button [81] and hard-to-
find (or completely absent) options for deleting accounts [23].
Similar patterns are also visible in ad networks’ developer
dashboards where the default values are all set to personalized
ads and location data is often collected by default [68, 102].

Our Contribution. We extend the literature on developer-
facing privacy interfaces by looking at the privacy nudges
directed at developers and exploring the impact of choice
framing in ad networks’ developer dashboards.

3 Method

To answer our research questions, we conducted an online
survey-based between-subject experiment with 400 partici-
pants with mobile development experience administered us-
ing Qualtrics. The study received ethical approval from our
institute. All participants provided informed consent before
completing the study. We describe the study protocol below,
and the full survey text is in Appendix A.2.

After screening for app development experience (Sec-
tion 3.2), participants were randomly assigned to one of six
conditions (Section 3.1), and asked to complete the main sur-
vey. Each participant was presented with two hypothetical
scenarios in a random order: one was about a gaming app,
another one was about a financial app for personal finance

management. We chose these app categories, because per-
sonal finance management has obvious privacy implications
(e.g., developers reported more sensitive variables for the fi-
nancial category compared to other app categories [17]), and
gaming is the most popular category on both Apple App Store
and Google Play [76, 77].

Participants were asked to imagine that they were a share-
holder in a software development company, and together with
a small team, they created a (financial or gaming) app, which
will be published in Europe and the United States and is
mainly targeted towards adults above the age of 18. Then,
we asked them to answer questions posed by the “Acme As-
sistant”, a tool for an imaginary ad network that helps with
integrating the ad network into the app. The Assistant was in-
spired by MoPub Integration Suite, a new service by Twitter’s
MoPub ad network for an easy app integration [74]. The As-
sistant asked five multiple-choice questions about ad formats
(e.g., banner and interstitial), level of graphics (high-quality
and moderate-quality), platforms (e.g., Android and iOS),
types of ads (personalized and non-personalized), and the
regulations that apply to the app (e.g., GDPR, CCPA). After
making the choices, they were also asked an open-ended ques-
tion about the primary reason for choosing the personalized
or non-personalized ad type.

After completing the above for both the financial and gam-
ing apps, they were sent to an exit survey with the questions
about: how they would go about asking for user consent for
the personalized ads, how the choice of ad type would affect
an app’s revenue or number of users, what role does user pri-
vacy play in their daily development routines, and how much
users and developers have control over data collected by ad
networks. The exit survey provided additional insights about
participants’ opinions, knowledge, and attitudes, and helped
to further contextualize and interpret experimental results. Fi-
nally, they answered software and mobile development, and
demographics questions.

3.1 Experimental Conditions
All participants were randomly assigned to one of six condi-
tions including one Control group and five treatment groups.
The only difference among the conditions was the framing of
the choice about personalized or non-personalized ads. The
order of all options was randomized. Each choice consisted
of a short label phrase followed by a longer description.

Control–Minimal Information (N = 66): (1) Personal-
ized ads: Acme can show personalized ads to your users. (2)
Non-personalized ads: Acme will show only non-personalized
ads to your users. This framing was inspired by Google Ad-
Mob’s developer dashboard to help developers build GDPR-
compliant apps for European users (Figure 2 in the Appendix).
It used neutral wording about ad types without mentioning
any information about collection and processing of user data.
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Data Processing Restrictions (N = 67): (1) Ads with un-
restricted data processing: Acme can show personalized ads
to your users based on a user’s past behavior, such as pre-
vious visits to sites or apps or where the user has been. (2)
Ads with restricted data processing: Acme will show only
non-personalized ads to your users based on contextual infor-
mation, such as the content of your site or app, restricting the
use of certain unique identifiers and other data. This framing
was inspired by Google AdMob’s developer dashboard to
help developers build CCPA-compliant apps for California
users (Figure 3 in the Appendix) and it explicitly hinted at
the types of data used for ad personalization, which may indi-
rectly encouraged developers to consider privacy implications
of such data processing. We based two of our conditions on
Google AdMob because it is the most common mobile ad
network in apps [6, 7, 40].

User-Facing Descriptions (N = 68): (1) Ads with ‘Person-
alized Ads’ tag displayed to users: Acme can show person-
alized ads to your users. Users will see the ‘Personalized
Ads’ tag next to the ‘Install’ button and the following text in
your app description in the App Store or Google play “This
app shows ads personalized based on your personal infor-
mation.” (2) Ads with ‘Non-personalized Ads’ tag displayed
to users: Acme will show only non-personalized ads to your
users. Users will see the ‘Non-personalized Ads’ tag next
to the ‘Install’ button and the following text in your app de-
scription in the App Store or Google play “This app shows
ads not personalized based on your personal information.”
This condition aimed at leveraging transparency and nudging
developers’ accountability and responsibility to users. The
framing was inspired by the recent additions to the Apple App
Store called “Privacy Details” to “help users better understand
an app’s privacy practices before they download the app on
any Apple platform” [12] and prior work’s recommendation
about including privacy features of apps in the app stores
to softly nudge developers to consider user privacy in their
apps [59].

Privacy Focused (N = 67): (1) Ads with lower user pri-
vacy: Acme can show personalized ads to your users based
on their past behavior, such as previous visits to sites or apps
or where the user has been. (2) Ads with higher user privacy:
Acme will show only non-personalized ads to your users based
on contextual information, such as the content of your site or
app. This condition is aimed at leveraging salience effects [18,
92], by making privacy implications prominent in the choice
option descriptions.

Revenue Focused (N = 65): (1) Ads with higher revenue:
Acme can show personalized ads to your users, which may
yield higher revenue than non-personalized ads. (2) Ads with
lower revenue: Acme will show only non-personalized ads to
your users, which may yield lower revenue than personalized
ads. This condition aimed at leveraging salience effects [18,
92], by making revenue implications prominent in the choice
option descriptions.

Privacy vs. Revenue (N = 67): (1) Ads with higher rev-
enue: Acme can show personalized ads to your users, which
may yield higher revenue than non-personalized ads. (2)
Ads with higher user privacy: Acme will show only non-
personalized ads to your users which may increase your users’
privacy. This condition aimed at exploring what choices the
participants would make if they were faced with an explicit
trade-off between the user privacy and revenue.

3.2 Recruitment and Screening

We used Prolific, GitHub, and LinkedIn groups to recruit the
participants (Jan ’21). On average, the survey took 19 minutes
(SD = 89, median = 13) to complete. The large standard
deviation was due to some participants who left the survey
open but stepped away before returning and completing it.

Prolific. Using Prolific’s exclusion criteria, we recruited
1,288 participants who were fluent in English, had computer
programming skills, and an approval rate of at least 90%. They
responded to a 1-minute screening survey (Appendix A.1) to
assess their software development experience, and received
£0.15 compensation. Those who worked on at least one app in
the past three years (N = 466) were invited to the main survey
and were paid £1.50 for completing it. Of the invited partici-
pants, 372 respondents started the main survey, but eight did
not complete it. We removed two respondents because they
had worked on over eighty apps while having less than three
years of mobile development experience, one respondent who
finished the survey in less than three minutes, and one respon-
dent who did not pass the attention check question. In total,
we received 328 valid responses from Prolific.

GitHub. We sent emails to GitHub users who contributed
to the top 1,000 GitHub repositories (sorted by the number
of stars) written either in (1) Java (with “Android” as an addi-
tional keyword), or (2) Objective-C or Swift (with “iOS” as
an additional keyword). In total, we sent out 33,675 emails,
out of which 128 started the survey, 51 respondents did not
finish the survey, and five had not developed apps in the past
three years. Other checks did not result in removing any addi-
tional responses. In total, we received 72 valid responses from
GitHub emails. These participants were offered to provide
an email to enter into a raffle for a £30 gift card for each 20
participants; 57 participants decided to enter the raffle, out of
which three random participants received a gift card.

Other Channels. We made an effort to recruit women
and minority groups by posting the survey in 20 LinkedIn
groups specific to these populations. 14 respondents started
the survey, seven did not finish the survey, and the other seven
had not worked on any apps in the past three years. Therefore,
we did not receive any valid responses from these channels.

The anonymized dataset for multiple-choice responses, ex-
cluding the open-ended responses (per participant consent),
for the 400 valid participants is available online at DOI:
10.7488/ds/3045.
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3.3 Data Analysis
3.3.1 Quantitative Analysis

We fitted a generalized linear mixed model with the binary
value of choice between personalized (coded as 0) and non-
personalized ads (coded as 1) as the dependent variable be-
cause each participant contributed two output values, one per
app category. The model consisted of the six conditions (with
Control as the baseline), app category (with gaming as the
baseline), and several demographics as fixed effects, and par-
ticipants as random effects, given that we had two data points
per participant (gaming and financial apps) [73]. The regres-
sion analysis was conducted in R using the lme4 (glmer) [21]
and arm [38] packages using binomial family (logit was the
link function).

3.3.2 Qualitative Analysis

The count of words in the three open-ended questions showed
that the answers were brief (on average 20 words, SD = 16)
and enabled us to use affinity diagrams—a tool for organizing
and consolidating output from a brainstorming session accord-
ing to its affinity, or similarity—for analysis [24, 55]. We used
the virtual collaboration platform Miro [72] to create separate
boards for each open-ended question and posted virtual sticky
notes with participants’ responses. During a half-day virtual
session with five security and privacy researchers with a min-
imum Master’s degree in computer science, and one senior
Android developer, we identified the common themes through
group affinity diagram building.

3.4 Limitations
As with any self-reported data, respondents’ survey answers
may be subject to social desirability bias [36] and may differ
from actual behaviors (so called, privacy paradox [54]). How-
ever, our use of role-playing scenarios and questions about
intentions (rather than only attitudes) partially mitigates these
biases, as intentions are shown to significantly correlate with
behaviors [8, 32]. Our work complements and extends other
privacy-related studies with developers [59, 101, 106] by con-
ducting a controlled study with high internal validity which
provides a foundation for future validation work. The results
show a promising effect which will need further field experi-
ments to fully test the generalizability.

Compared to other studies using similar recruitment strate-
gies, the response rate for GitHub emails in our study is 0.21%,
which is similar to 0.31% in [105] and lower than 1.3% in [1].
However, we were able to recruit a sufficient number of partic-
ipants through Prolific. Moreover, mentioning ad networks in
the recruitment email could deter people concerned about user
privacy or ad networks. However, our results do not support
that worry, demonstrating a wide variety of opinions about ad
networks and user privacy.

Due to the demographic composition of the Prolific partici-
pant pool [35], our sample is predominately European, which
could result in participants being more aware of European pri-
vacy laws, i.e. GDPR. However, GDPR’s jurisdiction applies
worldwide and many developers create apps for different geo-
graphic markets, mitigating this concern. To geographically
balance our sample, we used additional Prolific screening
criteria to exclude European countries for 274 respondents
of the screening survey. The diverse geographic background
of GitHub participants also added diversity to our sample.
While our results may not be generalizable to all populations,
it provides insights on the impact of various nudges on devel-
opers’ decisions. Additionally, including geographic variable
did not improve our model’s fitness and did not reveal any
significant relation to the outcome variable. Future research
is encouraged to validate the results with other populations.

Identification of participants as developers was self-
reported, as we did not test them. However, we believe it
does not undermine the validity of results, as GitHub is a
platform targeted at developers, and Prolific participants had
previously marked themselves as having computer program-
ming experience. The recruitment materials also highlighted
that the study was about improving advertising library inte-
gration experience; such jargon is likely to defer participants
without relevant experience and attract developers.

4 Results

We first report participants’ demographics in Section 4.1, then
the main experimental effects in Sections 4.2 and 4.3, and
finally the additional findings about participants’ opinions
and attitudes about ads personalization in Section 4.4 to con-
textualize and interpret the main results.

4.1 Participants

Our participants are mostly European (66%), male (82%)—
representative of the male-dominated profession [98], have
on average 5.1 years of experience in software development
(SD = 5.3), 2.7 years of experience in mobile development
(SD = 2.6), on average worked on 3.5 apps in the past three
years (SD = 4.2), 73% worked in software teams (e.g., devel-
oper, tester, or manager), 46% hold a software development
position, 69% had previously integrated an ad library, and
78% make money from software development (see Table 5 in
the Appendix). Over 90% of Google Play developers have one
to nine apps under their account (as of 2015) [115], suggest-
ing that our sample represents a portion of mobile developers.
More than half (57%) of participants have used at least one
ad network in their apps. Google AdMob (48%), Facebook
Audience Network (20%), and Unity Ads (20%) were the
most popular ad networks.
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Figure 1: Participants’ choices between personalized and non-
personalized ads across the six conditions.

4.2 Choices Between Personalized and Non-
Personalized Ads

As shown in Figure 1 (RQ1), the majority of participants
chose personalized ads in the Revenue Focused (75%), Con-
trol (69%), and User-Facing Description (61%) conditions,
and non-personalized ads in the Privacy Focused condition
(69%). In the Data Processing Restrictions and Privacy vs.
Revenue conditions, the choices between the two types of
ads were split almost equally, with 49% and 55% respectively
choosing the personalized ads.

The regression analysis (Table 1) confirms that the choice
framing does impact participants’ choices (RQ1). The
strongest effect was in the Privacy Focused condition: us-
ing framing that explicitly mentions the implication for
user privacy and what data will be used nudged participants
to be 11.06 times (p < .001) more likely to choose non-
personalized ads over personalized ads, compared to the Con-
trol condition. In the Data Processing Restrictions condition,
framing that emphasized data restrictions associated with the
choice of ads nudges participants to be 3.45 times (p = .011)
more likely to choose the non-personalized ads compared to
the Control condition. The results in the Revenue Focused,
User-Facing Descriptions, and Privacy vs. Revenue conditions
were not significantly different from the Control condition. In
other words, using the neutral framing about personalized and
non-personalized ads (Control condition), emphasizing the
consequences of personalized ads on app’s revenue (Revenue
Focused condition), leveraging the user-facing description to
provide transparency to users about whether app uses person-
alized ads based on users’ personal data or not (User-Facing
Description condition), and providing an explicit choice be-
tween user privacy and app’s revenue (Privacy vs. Revenue)
similarly affect participants’ choices to integrate predomi-
nantly personalized ads in the apps.

Impact of App Category: Financial vs Gaming. Partici-
pants’ choices between the app categories were not differ-

Independent Variables ORs CI (95%) ppp–value

Condition

Control–Minimal Information Reference

Data Processing Restrictions 3.45 1.32–8.98 .011*

User-Facing Descriptions 1.38 0.54–3.50 .502

Privacy Focused 11.06 3.97–30.75 <.001***

Revenue Focused 0.50 0.19–1.33 .164

Privacy vs. Revenue 2.48 0.97–6.35 .058

App Category

Gaming app Reference

Financial app 1.02 0.70–1.49 .923

Given Priority to Privacy in Development Routines

Low priority Reference

Not a priority 1.27 0.11–15.04 .851

Medium priority 1.84 0.75–4.51 .184

High priority 3.94 1.59–9.75 .003**

Essential 10.33 3.43–31.11 <.001***

Main Income Source

Salary, not dependent on app revenue Reference

Don’t make money from app development 2.63 1.23–5.66 .013*

Salary, partially dependent on app revenue 0.57 0.27–1.17 .126

Direct app revenue 0.73 0.32–1.66 .447

Other 0.90 0.07–11.17 .934

Years of experience in software development 1.08 1.02–1.14 .007**

Number of developed apps in the past three years 0.92 0.86–0.99 .033*

(Intercept) 0.09 0.03–0.3 < .001***

Table 1: Generalized linear mixed model regression. Outcome
variable is the binary choice between personalized (coded as
0) and non-personalized ads (coded as 1). OR: odds ratios,
CI: confidence intervals, conditional R2: .614 (represents how
much of the variance is explained by the model [62]), No.
observations: 800, ∗p < .05, ∗∗ p < .01, ∗∗∗p < .001.

ent; 57% of participants chose personalized ads in both cat-
egories. Thus, our expectation that the financial app would
trigger more privacy-preserving choices (non-personalized
ads) because it carries obvious privacy risks for users is not
supported by the data. We did not observe a significant inter-
action between conditions and app categories. In Section 5.3,
we explore the potential reasons behind this effect based on
participants’ open-ended answers.

Impact of Demographics. We also included the demo-
graphic variables in the model that improved the model’s
fit. We found that participants, who consider privacy an
essential or high priority are 10.33 (p < .001) and 3.94
times (p = .003), respectively, more likely to choose non-
personalized ads compared to those who consider privacy a
low priority in daily development routines (we selected the
low priority as the reference category here because the not
a priority category only had five responses making the cate-
gory sizes highly unbalanced). Participants, who do not make
money from software or apps, are 2.63 times (p = .013) more
likely to choose the non-personalized ads compared to those
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whose income is from software/app development but is not
dependent on app revenue.

Each additional year of experience in software develop-
ment increases the likelihood of choosing non-personalized
ads by 8% (p < .001), but each additional app that partici-
pants developed in the past three years decreases the odds of
choosing the non-personalized ads by 8% (p = .033).

The inverse relation between the number of developed apps
and the choice of non-personalized ads may be related to the
participants getting used to the status quo in that area as they
develop more apps. More years of experience may also in-
crease developers’ awareness about other app monetisation
methods. Inclusion of other variables, such as years of experi-
ence in mobile development, did not improve the model fit,
thus we did not include them in the final model.

4.3 Reasons Behind the Ad Type Choices

Using affinity diagrams, as discussed in Section 3.3, we con-
structed themes around participants’ responses to the question:
“What was the biggest reason that made you pick the ad type:
[their choice]” (RQ2). Table 2 shows the resulting themes.
We provide the unique count of participants that mention each
theme at all (out of 400) as well as the number of responses
that mention a theme (out of 800) as each participant provided
a response for each of the two apps. Quotes are labeled with
P or NP based on the participant’s choice for personalized or
non-personalized ads. Theme frequencies are provided to give
a sense of scale, but should not be used for generalization or
statistical analysis since they only measure what participants
thought to mention.

We identified three major reasons for choosing personal-
ized or non-personalized ads: expected impact on revenue,
user privacy, and relevance to users. Participants in the Pri-
vacy Focused condition mentioned privacy most often, and
participants in the Revenue Focused condition mentioned
monetisation most often as a reason for their ads choices.

Impact on Revenue. A main reason for choosing a cer-
tain ad type was related to monetisation goals and impact
on revenue, mentioned by 41.5% of participants (166/400).
Those, who chose personalized ads, were especially likely
to relate their choice to expected positive impact on revenue
(232/800): “To ensure most people click on the ad, increasing
the apps revenue” (P309). Less often participants chose non-
personalized ads with the expectations of positive impact on
revenue (24/800): “I believe that providing non-customized
ads would help to increase consumption regardless of the type
of ad” (NP68).

User Privacy. Out of participants who chose non-
personalized ads, most did it because of user privacy
(269/800), for example, to protect users’ sensitive data

(35/800), gain their trust (40/800), comply with privacy reg-
ulations (13/800), or gain a competitive advantage (12/800):
“App doesn’t have personalized information about the user.
Also, it is easier to comply with GDPR rules that way”
(NP213), “Given Apple’s latest privacy changes, users are
more aware of apps that invade their privacy and as a re-
sult, could be less likely to download these apps” (NP224).
Some mentioned the long-term benefits of user trust over the
short-term gains from violating user privacy: “Users trust in
protecting the privacy is the most valuable good for a devel-
oper (besides quality of content). Aiming at a one-hit-wonder
one wouldn’t care about it, but with long time plans this is the
only manageable compromise for all stakeholders” (NP135).

Participants, who mentioned privacy in relation to their
choice of personalized ads (24/800), mostly assumed that
users do not care about privacy (7/800): “Just like it is with
facebook and other big ad circulators, It’s proven that people
only care about their privacy on a surface level” (P202).

Several participants acknowledged the trade-off between
user privacy, trust, and other considerations such as revenue
(6/400): “I was torn. On the one hand, personalized ads in
the context of ones [sic.] finances are going to have a *much*
higher CPM and I would like to capitalize on that. However,
because I’m running an app whose data is sensitive and where
I am more dependent on long term trust from my users, I
decided to make the ads less personalized to start so that I
can have fewer scary disclosures and consent screens. If the
app is successful, I can always explore personalizing them
later” (NP197). Participants also expressed struggling with the
trade-off between revenue and user privacy: “Desire to protect
customers privacy. This was a tough one and I waffled back
and forth. If it offered higher payout I would have selected
this option” (NP317).

Only seven participants mentioned the potential security
risks associated with personalized ads: “This type of app
wants to give the user a sense of security so personalized ads
might put someone off from using this app to manage their
finances” (NP473).

Relevance to Users. Many participants believe that ads
should be interesting, relevant, engaging, and useful to the
users (156/400). On the one hand, they believe that such
ads are beneficial to the users: “Personalized ads are appeal-
ing to the user, a person interested in a specific topic would
rather see/read more about it than a random ad” (P169). Given
that personalized ads are targeted to users’ potential interests,
most participants driven by that reason selected the person-
alized ads over non-personalized ones (197/800 vs. 29/800).
A smaller group of participants chose non-personalized ads
because they considered them relevant to users: “Using non-
personalized ads, you have the luxury of inserting different
ads of which some may get the attention of the users further
increasing the interaction” (NP163). Some participants were
even worried that relevant ads may distract users’ attention
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Theme
Condition (participants, N = 400) Ad Type Choices (occurrences, N = 800)

Control
Data Processing

Restrictions
User-Facing
Descriptions

Privacy
Focused

Revenue
Focused

Privacy vs.
Revenue

Total Personalized Non-Personalized Total

Impact on revenue 32 (8.0%) 16 (4.0%) 29 (7.2%) 18 (4.5%) 46 (11.5%) 25 (6.2%) 166 (41.5%) 232 (29.0%) 24 (3.0%) 256 (32.0%)

User privacy 13 (3.2%) 34 (8.5%) 23 (5.8%) 48 (12.0%) 11 (2.8%) 32 (8.0%) 161 (40.2%) 24 (3.0%) 269 (33.6%) 293 (36.6%)

Sensitive data 1 (0.2%) 9 (2.2%) 4 (1.0%) 11 (2.8%) 1 (0.2%) 6 (1.5%) 32 (8.0%) - 35 (4.4%) 35 (4.4%)

User trust 2 (0.5%) 6 (1.5%) 5 (1.2%) 3 (0.8%) 7 (1.8%) 7 (1.8%) 30 (7.5%) 5 (0.6%) 40 (5.0%) 45 (5.6%)

Compliance - 6 (1.5%) 1 (0.2%) 2 (0.5%) 2 (0.5%) 1 (0.2%) 12 (3.0%) 3 (0.4%) 13 (1.6%) 16 (2.0%)

Competitive advantage - 3 (0.8%) - 3 (0.8%) - 4 (1.0%) 10 (2.5%) - 12 (1.5%) 12 (1.5%)

Users don’t care about privacy - - - 6 (1.5%) - 1 (0.2%) 7 (1.8%) 7 (0.9%) - 7 (0.9%)

Security reasons 1 (0.2%) 2 (0.5%) 1 (0.2%) 2 (0.5%) - 1 (0.2%) 7 (1.8%) 1 (0.1%) 8 (1.0%) 9 (1.1%)

Privacy & ethics trade-off - - 1 (0.2%) 3 (0.8%) 1 (0.2%) 1 (0.2%) 6 (1.5%) 4 (0.5%) 4 (0.5%) 8 (1.0%)

Relevance to users 33 (8.2%) 26 (6.5%) 33 (8.2%) 11 (2.8%) 30 (7.5%) 23 (5.8%) 156 (39.0%) 197 (24.6%) 29 (3.6%) 226 (28.2%)

User experience 8 (2.0%) 9 (2.2%) 17 (4.2%) 12 (3.0%) 11 (2.8%) 3 (0.8%) 60 (15.0%) 48 (6.0%) 27 (3.4%) 75 (9.4%)

Category-related reasons 7 (1.8%) 9 (2.2%) 6 (1.5%) 18 (4.5%) 5 (1.2%) 15 (3.8%) 60 (15.0%) 18 (2.2%) 89 (11.1%) 107 (13.4%)

Finance-related 3 (0.8%) 9 (2.2%) 4 (1.0%) 13 (3.2%) 5 (1.2%) 8 (2.0%) 42 (10.5%) 7 (0.9%) 72 (9.0%) 79 (9.9%)

Gaming-related 3 (0.8%) 2 (0.5%) 3 (0.8%) 7 (1.8%) - 8 (2.0%) 23 (5.8%) 10 (1.2%) 20 (2.5%) 30 (3.8%)

Specificity of a target audience 2 (0.5%) - 1 (0.2%) 5 (1.2%) 4 (1.0%) 5 (1.2%) 17 (4.2%) 10 (1.2%) 10 (1.2%) 20 (2.5%)

Users should decide 2 (0.5%) 2 (0.5%) 5 (1.2%) 4 (1.0%) 2 (0.5%) 2 (0.5%) 17 (4.2%) 18 (2.2%) 8 (1.0%) 26 (3.2%)

Easier to develop - 3 (0.8%) 1 (0.2%) - 4 (1.0%) - 8 (2.0%) 1 (0.1%) 9 (1.1%) 10 (1.2%)

Everyone does it - 1 (0.2%) 1 (0.2%) 3 (0.8%) 1 (0.2%) 1 (0.2%) 7 (1.8%) 7 (0.9%) - 7 (0.9%)

Unclear responses 5 (1.2%) 4 (1.0%) 2 (0.5%) 4 (1.0%) 1 (0.2%) 3 (0.8%) 19 (4.8%) 15 (1.9%) 11 (1.4%) 26 (3.2%)

Table 2: Constructed themes from participants’ answers about the primary reason for choosing the ad type.

away from the app, reducing engagement: “You would get
distracted if you saw a product that you like, the user could
easily close the app and search that product” (NP42).

Participants in the Privacy Focused condition were least
likely to mention the relevance of ads to the users (11/400),
but we did not observe much difference among the other
conditions (23–33/400).

User Experience. Some participants (60/400) mentioned
the impact of ads on user experience as a reason for their
choice. In contrast to the theme about relevance of ads em-
phasizing their utility and benefits to the users, this theme
emphasizes the emotional and experiential impact of ads.

Participants who chose personalized ads (48/800) thought
that they are less annoying, more enjoyable, and of higher
quality: “To avoid frustrating customers with irrelevant to
their interests ads that they will be forced to watch throw
[sic.] to play the game for free personalized ads are a great
choice to make fun the rewarded video ad format” (P493),
“. . . I would like the ads to feel native to the app so it is a
more professional experience for the user and as such high
quality and personalized ads would fit better for such an app”
(P333). Participants who chose non-personalized ads (27/800)
believed them to be less invasive and creepy: “I feel that
personalized ads are too intrusive and creepy, so I would
rather opt for non-personalized ads. . . . I don’t want to scare
away users” (NP330). Some participants preferred to reduce
the number of ads in general to minimise the interruption of
the main interaction with the app, especially in the gaming
context: “Gaming isn’t a prime state to be in to think about
purchases. As someone with experience, ads feel like a break

in action in games and I would say its not worth the extra
money overall” (NP396).

Category-Related. Some participants said their choice of
ad type partially depends on the app category, the data it col-
lects, or the specific user audience it targets (60/400). For
instance, we already discussed earlier that perceived sensitiv-
ity of user data may raise privacy and trust concerns, espe-
cially in the context of a financial app, leading participants
to choose non-personalized ads: “We’re building a financial
app after all. The data in there is sensitive and if there have
to be ads, they should in no way track the user. Otherwise
we’ll loose trust faster than we can build the app” (NP136).
Similarly, some participants thought that the data collected in
the gaming app is not sensitive, justifying the use of person-
alized ads: “The information shared with a gaming type of
application may be not as important to the consumer” (P301).
Others thought that the data collected in the gaming app does
not reveal personal information, and thus cannot be used for
targeting, leading to the choice of non-personalized ads: “A
Gaming app should not have any access to personal data, so
personalized advertising is just not possible” (NP192).

On the other hand, a few participants (6/400) thought that
the target audience of a financial app is particularly valuable to
advertisers, due to their higher buying power, thus, promising
a particularly high return on personalized advertising: “The
target market for the app is an older and more affluent audi-
ence, therefore it is worth exploring to show the personalized
ads to yield a higher revenue” (P474).
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Other Themes. These themes were mentioned by a few par-
ticipants, but still provide interesting insights. For instance,
17 participants said that they prefer to let users decide what
types of ads they want to see. For example, participant P39
shifted the responsibility to users assuming that they know
what information was used for customizing the ad, what the
privacy implications are of such targeting, and what the appro-
priate tools are for controlling online tracking: “Because I bet
on the smart mind of my client, he/she should know how ads
work and should know whether if the ad is shown after seeing
custom profiling data or not and to offer the choice to get
tracked or not” (P39). Participant NP299 acknowledged that
there is currently little transparency about the data practices in
app stores, and that users may not pay attention to the disclo-
sures with poor usability: “Somehow in google play they do
not give at least warnings and most users install without first
reading labels. The case is to leave that label so that the user
reads or does not read it is aware of the type of advertising
that is included with the application” (NP299).

Eight participants expected that it will be easier and faster
to implement non-personalized ads: “Helps to get app on
stores, we are not collecting personal information and it helps
to pass faster” (NP12). Seven participants chose personalized
ads simply because it is common and it is the status quo in
app advertising: “Many of the apps that I use have this type
of ad” (P484).

4.4 Opinions About Ad Networks, Privacy
Regulations, and Consent

In this section we report the results from the exit survey
that helped us further contextualize and interpret the main
treatment effects, as later discussed in Section 5.

Perceived Control Over Ads. While the choices about ad
networks’ and apps’ business models are often made by upper-
level and middle management (Figure 4 in the Appendix),
our participants feel involved in that decision-making pro-
cess. Many participants have been involved at least a mod-
erate amount in choosing ad networks (36%), configuring
ads (46.7%), and integrating the code to enable in-app ads
(47.5%) (Figure 5 in the Appendix). However, despite the
involvement in selecting ad networks, participants mostly
agree that developers have moderate (40.25%) or very little
(32.75%) control over the data collection by those networks
(Figure 6 in the Appendix); and end-users have even less con-
trol (Wilcoxon signed-rank test of perceived end-user control
relative to developer control: U = 8409, p < .001).

Reasons for Not Including an Ad Network. More than
half (69%) of participants have used at least one ad network
in their apps. We asked the remaining 123 participants to
explain why they did not include any ad networks in their

Reason for Not Including Ad Networks #Participants

No need to monetize the app 50 (40.65%)

Generic reasons 31 (25.2%)

Paid apps 12 (9.8%)

Open-source or free apps 7 (5.7%)

Apps not intended for public audience 25 (20.3%)

Small and personal projects 17 (13.8%)

Academic projects 8 (6.5%)

Expected negative impact on user experience 18 (14.6%)

Decision was made by others 16 (13.0%)

It’s a responsibility of others 7 (5.7%)

Don’t know how to do it 5 (4.1%)

User privacy 4 (3.3%)

Still in early development stages 4 (3.3%)

Unclear responses 4 (3.3%)

Table 3: Constructed themes around participants’ reasons for
not including ad networks in their apps (N = 123).

apps and constructed themes around participants’ answers
(Table 3), as discussed in Section 3.

Forty percent of these participants (50/123) did not inte-
grate ad networks because there was no need to use ads to
monetize the app, for instance, because it was free or open-
source, or relied on other sources of revenue. About 20%
of participants (25/123) did not aim for a broad audience
and public use, but used instead for small personal projects,
learning experience, homework, or academic research. Some
participants (18/123) considered ads intrusive and damaging
to user experience: “I’ve always found it less intrusive for the
end-users and a much smoother experience for them overall
so buying a premium version would be preferred as a way to
monetize the apps” (P131). Others (16/123) said that they did
not have control over that decision, e.g., because they were
developing an app for a client. A few participants said that
they did not know how to integrate an ad network (5/123),
it was someone else’s responsibility to do it (7/123), or the
project was still in the early development stage for ad inte-
gration (4/123). Only four participants explicitly mentioned
concerns about user privacy: “Ad networks are not transparent
and can’t be audited. I can’t control the amount of information
fetch from my users” (P201).

Perceived Impact of Personalized Ads on Revenue and
User Base. We asked participants how choosing person-
alized ads over non-personalized ads is likely to affect the
revenue and number of users (Figure 7). The majority of
participants expected an increase in revenue in both app cate-
gories, but no or little decrease in the user base. Specifically,
almost half of participants expected an increase in revenue by
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up to 40%. Slightly more participants believed that the user
base won’t change in the gaming app compared to financial
app (43% vs. 32.5%). However, 16-18% of participants be-
lieved that deploying personalized ads will not change the
revenue at all, or even decrease the revenue in both app cate-
gories, and decrease the user base by up to 40% in financial
(32%) and gaming (23%) apps.

Beliefs About Privacy Regulations. In the survey scenar-
ios, we told participants that the apps will be published in
Europe and the United States and are mainly targeted to-
wards adults above age of 18. For both apps, we asked par-
ticipants to select the regulations that would apply to each
app, providing both full names and abbreviations of all reg-
ulation options. Most participants (70.5%) correctly chose
GDPR, while the American privacy regulation CCPA was not
chosen as often (26%), although the app descriptions explic-
itly mentioned that the apps will be published in both Euro-
pean and American markets. Moreover, specialized Ameri-
can regulations—Children’s Online Privacy Protection Act
(COPPA) [28] and Health Insurance Portability and Account-
ability Act (HIPAA) [49]—were chosen by 22.8% and 9.9%,
respectively, although the described apps were not directed at
children and did not collect health-related information.

It is possible that the participants, most of which are from
Europe, are more familiar with the European regulations than
the American ones, however, we did not find a significant
difference between the answers about applicable regulations
between the European and North American residents (Mann-
Whitney test: U = 98708.0, p = 0.174). Finally, 22.8% of
participants did not know what regulations apply to the apps,
and 2.9% thought that none of them apply. These results show
that developers may not be familiar with privacy regulations
outside their home country and may not know which regula-
tions are applicable to their apps. It also echos the findings
of interviews with developers that they rarely know about
privacy guidelines and required measures for privacy [14].

Opinions About User Consent. In the exit survey, we
asked participants how they would ask for user consent, as-
suming they had decided to use personalized ads (Table 5
in the Appendix). The majority (32%) selected the consent
form provided by our imaginary Acme ad network. Others
preferred to rely on the consent forms provided by leading
tech companies (22.5%), such as Facebook or Google, or
not-for-profit organizations (10.7%), such as Mozilla or Elec-
tronic Frontier Foundation, or use their own consent forms
(17.7%). Only 9.75% said they will not ask for user consent
at all, assuming that ad network or someone else in the team
will take care of it, or because they find the process difficult,
unfamiliar, unimportant, or simply not required. Finally, 6%
said they would consult the specialized companies providing
compliance services.

Information Source #Participants

Reuse available materials 21 (29.6%)

From other companies and not-for-profits 17 (23.9%)

Ready-to-use templates 4 (5.6%)

Guidelines 14 (19.7%)

Legal policies (e.g., GDPR) 10 (14.1%)

UX guidelines 4 (5.6%)

Online search 9 (12.7%)

Legal teams 7 (9.9%)

Relying on own knowledge 6 (8.5%)

Don’t know 6 (8.5%)

Unclear responses 12 (16.9%)

Table 4: Constructed themes around participant’s information
sources for building their consent forms (N = 71).

We asked the 71 participants, who indicated they would use
their own consent form, what information sources they would
use to build it (Table 4). After constructing themes around
open-ended responses using affinity diagrams, we found that
almost a third (29.6%) of participants would still fall back on
the existing consent forms built by other teams, apps, compa-
nies, non-for-profit organizations, or ready-to-use templates,
when building their own forms. Another 19.7% would use
general guidelines, such as regulatory policies and recommen-
dations; four participants mentioned using user experience
guidelines and best practices when building consent forms:
“Existing UX research on consent forms and how to maximize
consent with storytelling” (P224).

Other participants said they would search for information
about consent forms on the Internet (12.7%), rely on the le-
gal teams or lawyers (9.9%), and their own knowledge or
“common sense” (8.5%). However, what constitutes “common
sense” for the developer may not necessarily represent what is
“common sense” for users. For instance, P277 said that they
would tell users that their app uses ads, but would refrain from
disclosing that those ads are based on personal information
about them: “I’d be upfront about including ads but not state
that they dig into people’s history” (P277). Finally, 8.5% said
they do not know what information they would rely on when
building consent forms.

5 Discussion and Future Work

Prior work suggests the importance of improving usability
of security-related interfaces for developers, for example,
through security APIs [43], security notifications [105], and
providing secure code examples [69, 70, 71]. Our study high-
lights the importance of privacy interfaces as well by looking
at the impact of choice framing on developers’ decisions
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about user privacy while interacting with ad networks. We
hypothesize that the low rate of GDPR-compliant consent
forms on websites [37, 67, 112] and the abundance of non-
compliant Android apps [60, 89, 96, 118] may partially be
caused by developers’ low awareness about or consideration
of consequences of their decisions on user privacy. We find
that incorporating nudges in the design of developers’ tools
may assist developers in making decisions that consider user
privacy in their software development processes.

5.1 Provide Information About Privacy Impli-
cations of Ad Personalization

The choice framing that described data processing as being
restricted to contextual information instead of past behaviors
produced positive but weaker effects compared to the explicit
use of privacy labels (11.06 vs. 3.45 times increase in the
likelihood to choose non-personalized ads). We believe that
this is because in the former case participants had to evaluate
themselves the implications of using contextual vs. behavioral
targeting on user privacy, while labels that clearly indicated
the positive and negative privacy consequences simplified this
task. We hypothesize that developers may not fully understand
the differences between contextual and behavioral targeting
and associated privacy implications; future work is called to
explore this hypothesis.

Thus, we recommend ad networks to include information
to help developers evaluate privacy implications of their deci-
sions in a transparent, concise, and direct way, by including
clear privacy labels to the choices about the ad types. Includ-
ing these options in the documentation and quick start guides
as part of developers’ workflow for ads integration may also
assist developers in considering user privacy as part of their
app development procedure. Additional information on users’
concerns about behavioral targeting (e.g., discomforting [63,
117], discriminating [86], and intrusive [83, 88]) might facili-
tate developers’ assessment of privacy implications or support
the claims about their relative privacy invasiveness; future
work is needed to study how to effectively integrate this in-
formation without making the choice text options longer, and
whether the manipulation is effective in nudging developers’
choices in a less controlled setting.

5.2 Improve the Effectiveness of User-Facing
Privacy Descriptions

Prior work recommends emphasizing privacy features in the
app stores [59], for instance, the recent inclusion of “Privacy
Details” in the Apple App Store aimed at explaining apps’
privacy practices before users download them [12]. However,
our experiment did not find evidence that adding user-facing
descriptions (with our choice framing) of app’s ad targeting
practices would nudge participants to integrate less invasive
non-personalized ads. Participants’ open-ended comments

suggest a potential explanation: most participants do not ex-
pect personalized ads to reduce their app’s user base; they
also believe that personalized ads are more relevant and less
annoying to the users. In other words, some participants be-
lieved that telling users that an app shows ads tailored to their
personal information will not discourage users from down-
loading it, and indeed, may even attract users who prefer
ads relevant and customized to their interests. However, prior
work shows that some users do not like behaviorally targeted
ads, find them invasive and creepy, and try to avoid or block
such ads [5, 10, 75, 97, 99, 110].

Future work is called for to explore more efficient ways
to nudge developers to consider privacy implications of their
in-app ad choices. For instance, studying how to best pro-
vide evidence to developers about user opinions around ads,
privacy preferences, and the impact of app-store presented
information, would all help better inform developers’ choices.
Moreover, future work may test and improve the effectiveness
of the existing ways to increase transparency and developers’
responsibility to users’ regarding their privacy, such as adding
“Privacy Details” in the Apple App Store [12], potentially
from a privacy nutrition labels perspective [53].

5.3 Reconcile Contradicting Beliefs

As we explained in Section 4.2, the app category did not
impact the decisions between the personalized and non-
personalized ads, and the number of participants in each group
differed only slightly. The analysis of category-related rea-
sons (Section 4.3) provides a potential explanation why we
might have not observed a difference. Specifically, it revealed
the contradicting beliefs about the same app category that
lead to different ad type choices, potentially canceling out the
effects of app category. For example, while some participants
preferred non-personalized ads for financial apps to avoid rais-
ing privacy and trust concerns among users, others preferred
to maximize profit from showing the personalized ads to this
affluent user group, particularly valued by the advertisers. In
the gaming context, because presumably the app does not
collect sensitive information, some chose personalized ads
as they believed it would not raise privacy concerns, others
chose non-personalized ads as it would not be possible to
customize ads due to the lack of personal information.

Similar contradictions are revealed in the experimental
conditions. When we emphasized privacy implications, the
majority of participants chose more privacy-friendly non-
personalized ads. When we emphasized the implications on
app’s revenue, the majority chose revenue-maximizing per-
sonalized ads. However, when faced with an explicit choice
between user privacy and app’s revenue, the choices between
two types of ads split almost equally, with a small preference
for non-personalized ads. This finding suggests the balance
between the contradicting values is fragile and can be eas-
ily manipulated. Similar to users’ privacy decisions being
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context-dependent [2, 4, 80], developers’ decisions may also
be driven by contextual factors. As some of our participants
clarified in the open-ended responses, this choice may change
depending on the associated impact on revenue or user pri-
vacy. For instance, if the promised increase in revenue is high
enough, developers may choose it over user privacy; if they
believe that the data collected by the app or context of the app
in general is particularly sensitive to raise user concerns, they
may be more prone to choose user privacy over profit.

Developers may integrate ad networks primarily because
they see it as the only feasible way to monetize the app [68].
The current choice framing in the ad networks also favors
the revenue and uses a language that nudges developers into
choosing the personalized ads [102]. However, there are also
hidden costs of mobile ads that many developers do not con-
sider in weighing the trade-offs, such as frequent updating
of ad-related code, and increased consumption of energy and
network data on users’ phone and subsequent decrease in
app’s use [44]. Future work could suggest ways to provide
transparency about such trade-offs by looking at proposed
frameworks for improving the equilibrium between the rev-
enue and user privacy in smartphones by adjusting the level of
privacy protection in response to ad-generated revenue [57].

Our results also inform regulators that slight changes in
ad networks’ interface design for developers may affect the
fragile balance between the contradicting values of personal-
ized ads and significantly affect developers’ choices to benefit
platform’s interests in profit maximization. We recommend
regulators build clear technical recommendations for provid-
ing choices to users, and to enforce that ad networks and
other platforms use the mandated framing to promote users’
welfare, and avoid effects driven by platforms’ sole interests.
Future work could provide inputs to the regulators by studying
the usability of developer-facing interfaces (e.g., the privacy
dashboard on Google AdMob), to inform the design of such
interfaces and to provide suggestions to regulators on how to
minimize the use of dark patterns in these interfaces.

5.4 Increase Developers’ and Users’ Control
Over Data and Transparency

Many participants said that they do not have full control over
ad networks’ data collection and processing for ad person-
alization, and that users have even less control over it. We
recommend ad networks, and app stores in particular, to in-
crease the transparency about data practices, accountability
to users, and developers’ and users’ control over data. For
instance, Google Play’s privacy nudges for permissions has
shown success in reducing the number of permissions that
developers request [85]. This model might be used to make
information about third-party libraries such as ad networks
more specific. We suggest app stores to scan for ad libraries
and inform developers about their privacy implications during
the automatic reviews of the apps (as they currently do for

other purposes such as displaying third-party apps [13]).
Some of our participants said that they prefer to let users

decide what types of ads they want to see (personalized or
non-personalized). However, this line of thought is not com-
pletely fair to the users in the environment of information
asymmetry, where users are poorly informed about the data
practices of apps and ad networks, and personal data flows
are not transparent to the users [9, 15, 22, 78]. Thus, pro-
viding means for users to see what ad networks are being
used in apps when installing a new app [29], what types of
ads do the apps serve, and what personal information is used
to customize them, as well as other improvement in user in-
terfaces described in Section 5.2, might be effective. Prior
results from user research may also help build usable privacy
interfaces for developers and increase transparency and con-
trol. For instance, several elements of the labels such as data
collection, purpose, and data sharing [34, 53] might be reused
to inform developers about an ad network’s data collection.
Other proposed interfaces that visually represent permissions,
purposes, data leaks [61, 114], data flows, the effects of re-
moving and adding libraries [113], and integrating privacy
checks into programming interfaces [58] might further inform
developers about the privacy consequences of their choices.
Not-for-profit organizations could build open-source services
and easy-to-integrate privacy consent mechanisms to facilitate
consent integration, and offer alternatives to for-profit large
companies consent forms. Future work could also evaluate
the effectiveness of various types of information sources on
developers’ success in building compliant and user-friendly
consent forms (Table 4).

6 Conclusion

We present the results of an online experiment with 400 par-
ticipants with mobile app development experience on their
decisions regarding configuring ads for hypothetical apps.
We find that the choice framing in ad networks significantly
impacts developers’ choices and subsequently privacy of mil-
lions of users. Thus, more control and transparency should be
provided to developers and users in choosing the type of ads
and data collection practices. Moreover, some of our partic-
ipants incorrectly identified what privacy regulations would
apply to the apps, and many said they rely on ad networks and
examples from tech companies, when building user consent
forms. This means that those companies are not only respon-
sible to their own users, but also set example for other smaller
companies and independent developers, further illustrating
the large impact of ad network platform’s design and choice
framing on data practices in app development. Our results
have implications for ad networks, app stores, and regulators
by giving them grounds for promoting user privacy by improv-
ing the usability of developer-facing interfaces to empower
developers in making informed decisions for their users.
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Appendices
A Survey Instruments

A.1 Screening Survey
1. Please select the statement that best describes your primary

role at your current or most recent job.
• I’m not employed • Jobs NOT related to computer science,
informatics, computer engineering, or related fields • Design-
ing products (e.g. UI designer, interaction designer) • Devel-
oping software (e.g. programmer, developer, web developer,
software engineer) • Testing software (e.g. tester, quality ana-
lyst, automation engineer) • Managing software development
(e.g. project manager, IT manager, scrum master) • Privacy
and/or security engineering (e.g. security engineer, privacy
engineer, penetration tester, ethical hacker, cryptographer) •
Others (please specify)

2. How many years of experience do you have in software devel-
opment? (numbers only)

3. How many years have you worked in mobile app development,
specifically? (numbers only)

4. How many mobile apps have you worked on in the last 3 years?
(numbers only)

A.2 Main Survey
[After the participant read the participant information sheet and
consent form, and agreed to participant in the study.]

1. How many mobile apps have you worked on in the last 3 years?
(numbers only)

2. [Scenario description.] Imagine that you are a shareholder in
a software development company. Together with a small team,
you created a [personal finance management/gaming] app. The
app will be published in Europe and the United States and is
mainly targeted towards adults (above age of 18). To monetise
the app, you have decided to use the “Acme” ad network to
show ads to your users.
The Acme ad network offers a step-by-step Assistant – a
graphical user interface that provides various configuration
choices for integrating ads into your [personal finance manage-
ment/gaming] app. The Assistant asks the developer several
questions and then provides ad network configuration code
based on the answers that can be imported directly into an app
with minimal additional coding required.
The following are the 5 questions asked by Acme’s Assistant,
please answer them as if you were developing the [personal
finance management/gaming] app.

I Which ad formats are you integrating?
• Banner: A basic ad format that appears at the top &
bottom of the device screen. • Interstitial: full-page ads
appear at natural breaks & transitions, such as level com-
pletion. Supports video content. • Rewarded Video: ads
reward users for watching short videos and interacting
with playable ads and surveys. Good for monetizing

free-to-play users. Supports video content. • Native: cus-
tomisable ad format that matches the look & feel of your
app. Ads appear inline with app content. Supports video
content.

II What level of graphics do you want for your ads?
• Ads with highest graphics quality. These ads will work
best on newer phones with the latest operating systems.
• Ads with moderate to low graphics quality. These ads
will work on most phones.

III Which platform are you integrating Acme ad network
on?
• Android • iOS • Unity • Windows Phone

IV Select the type of ads that you want to show. [Participants
were asked to choose between the personalized and non-
personalized ads described according to the condition,
to which they were randomly assigned. See the text of
the options in section 3.1.]

V Which of the following regulations apply to this app?
• GDPR (General Data Protection Regulation) • CCPA
(California Consumer Privacy Act) • COPPA (Children’s
Online Privacy Protection Act) • HIPAA (Health Insur-
ance Portability and Accountability Act) • None of the
above • I don’t know

VI What was the biggest reason that made you pick the
ad type: [chosen ads type]? (Please provide at much as
details you can. Your response helps us better understand
the reasons behind your choices.) [Open-ended question]

[Repeat the above questions for the second scenario.]

3. Assume that you decided to use personalized ads in both the
gaming and financial management apps described earlier. How
do you imagine you would go about asking for user consent
for the personalized ads?
• I’d use my own consent form • I’d use the consent form
provided by the Acme ad network • I’d use a third-party con-
sent form provided by a leading tech company (e.g., Facebook,
Google, Amazon, Twitter) • I’d use a third-party consent form
provided by a not-for-profit organization (e.g., Mozilla, Elec-
tronic Frontier Foundation) • I’d use a third-party consent form
provided by other companies providing compliance services
(e.g. OneTrust) • I won’t ask for user consent because I don’t
think it’s required • I won’t ask for user consent because I
don’t think it’s important • I won’t ask for user consent be-
cause someone else in the team should take care of it • I won’t
ask for user consent because it’s hard to do so • I won’t ask for
user consent because I’m not familiar with the consent process
• I won’t ask for user consent because the Acme ad network
will take care of it • Other (please explain)

4. [If “I’d use my own consent form” chosen.] What information
sources, if any, would you use to build your own consent form?
[Open-ended question]

5. How, if at all, would your app’s revenue change if you chose
personalized ads over non-personalized ads in the [personal
financial management/gaming] app described earlier? [Par-
ticipants were asked about both app categories, in randomized
order.]
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• Decrease by more than 81% • Decrease by 61%-80% •
Decrease by 41%-60% • Decrease by 21%-40% • Decrease by
1%-20% • It won’t change • Increase by 1%-20% • Increase
by 21%-40% • Increase by 41%-60% • Increase by 61%-80%
• Increase by more than 81%

6. How, if at all, would the number of users of your app change
if you chose personalized ads over non-personalized ads in
the [personal financial management/gaming] app described
earlier? [Participants were asked about both app categories, in
randomized order.]
• Decrease by more than 81% • Decrease by 61%-80% •
Decrease by 41%-60% • Decrease by 21%-40% • Decrease by
1%-20% • It won’t change • Increase by 1%-20% • Increase
by 21%-40% • Increase by 41%-60% • Increase by 61%-80%
• Increase by more than 81%

7. How much priority do you give to privacy improvement and
maintenance tasks in your daily development routines?
• Not a priority • Low priority • Medium priority • High
priority • Essential

8. As a developer, how much control do you generally have over
the amount of data collected by ad networks?
• No control at all • Very little control • Moderate control • A
lot of control • Full control

9. How much control do users generally have over the amount of
data collected by ad networks?
• No control at all • Very little control • Moderate control • A
lot of control • Full control

10. What platforms have you previously developed apps for?
• Android • iOS • Blackberry • Windows Phone

11. How involved have you been in in-app advertising activities?
[Options were: Not at all, A little, A moderate amount, A lot,
A great deal]
• Choosing an advertising partner or advertising network for
an app. • Configuring the types of in-app ads shown in an app
(e.g., where to place ads, what categories of ads to show, etc.)
• Integrating the necessary code into an app to enable in-app
advertising. • Other (please specify)

12. Regarding mobile apps, have you used or worked with any
advertising networks?
• AdColony • Amazon Mobile Ad Network • Facebook Audi-
ence Network • Flurry • Google AdMob • InMobi • Millennial
media • Twitter MoPub • Unity Ads • Vungle • Greyfriars
Bobby • I have never included any ad networks in my mobile
apps

13. [If “I have never included any ad networks in my mobile apps”
chosen.] What are the primary reasons that you never included
any ad networks in your apps? (Please provide at much as
details you can. Your response helps us better understand your
reasons behind your choices.)

14. What is the revenue model of the apps that you typically de-
velop?
• Free with In-App Advertising, users cannot pay a fee to
remove advertisements • Free with In-App Advertising, users
can pay a fee to remove advertisements • Freemium model (app
is free, certain features cost user’s money) • Paid download •

In-App purchases (selling physical or virtual goods through
the app) • Subscription (similar to Freemium, except instead
of paying for extra features, users must pay for extra content)
• My apps are completely free • Cannot remember • Other
(please specify)

15. Who decides what revenue model to use in the apps that you
develop?
• Only me • Developer(s) / Programmer(s) • Project man-
ager(s) • CEO and/or other upper-level management • In-
vestor(s) • Other (please specify) • I do not know who was
involved in the decision process

16. Who decides what advertisement network to use in the apps
that you develop?
• Only me • Developer(s) / Programmer(s) • Project man-
ager(s) • CEO and/or other upper-level management • In-
vestor(s) • Other (please specify) • I do not know who was
involved in the decision process

17. What is your main source of income in software or mobile
development?
• I don’t make money from software or mobile development
• Salary, not dependent on software/app revenue • Primarily
salary and bonuses, partially dependent on software/app rev-
enue • Primarily direct software/app revenue • Other (please
specify)

18. What type of employment best describes your most recent app
development experience?
• Full time employee (or contractor equivalent) • Part-time
employee (or contractor equivalent) • Freelance/consultant •
Furloughed (temporarily laid off) or on leave • Unemployed •
Student • Retired • Other (please specify)

19. Please select the statement that best describes your primary
roles at your most recent job.
• I’m not employed • Jobs NOT related to computer science, in-
formatics, computer engineering, or related fields • Designing
products (e.g. UI designer, interaction designer) • Developing
software (e.g. programmer, developer, web developer, software
engineer) • Testing software (e.g. tester, quality analyst, au-
tomation engineer) • Managing software development (e.g.
project manager, IT manager, scrum master) • Privacy and/or
security engineering (e.g. security engineer, privacy engineer,
penetration tester, ethical hacker, cryptographer) • Others

20. How many years of experience do you have in software devel-
opment? (numbers only)

21. How many years have you worked in mobile app development
specifically? (numbers only)

22. Where did you mainly learn to program and develop software?
• Self-taught • High school courses • College or university
courses • Online courses • Industry or on-the-job training •
Others

23. How many people were employed in the organization for which
you worked on the app development most recently?
• 1-9 employees • 10-99 employees • 100-999 employees •
1,000-9,999 employees • 10,000+ employees

24. How many members were in the team that you have directly
worked with most recently? (numbers only)

USENIX Association Seventeenth Symposium on Usable Privacy and Security    593



25. How old are you? (numbers only)

26. In which country do you currently reside? [List of countries]

27. If you can’t find your country in the above question options,
please enter it here. [Open-ended question]

28. What is your gender?

• Male • Female • Non-binary • Prefer not to say • Prefer to
self describe

29. If you’d like to be included in the raffle, please provide your
email address.

30. Do you have comments or anything to say about the survey or
study in general? (optional)

B Ads Personalization Options on Google Ad-
Mob Developer Dashboard

! "1

Blocking controls

EU user consent#

How EU User Consent affects
you

Under the Google EU User Consent Policy,
you must make certain disclosures to your
users in the European Economic Area (EEA)
and the UK and obtain their consent for the
use of cookies or other local storage, and for
the use of personalised ads. This policy
reBects the requirements of the EU ePrivacy
Directive and the General Data Protection
Regulation (GDPR).

Learn more about how EU user consent
affects you

Select the type of ads that you want to show

You can choose from two ad serving options. If you don't make any changes, personalised
ads will continue to show for EEA and UK users. Your selection will not affect mediation.

Personalised ads
Google can show personalised ads to your users in the EEA and the UK.

$

Non-personalised ads
Google will show only non-personalised ads to your users in the EEA and the
UK.

$

%

&

Select ad technology providers

You need to add each ad technology provider that receives your users' personal data and
provide information about the use of that data. Select a commonly used list of ad technology
providers or create a custom list. If you don’t make any changes, the commonly used list of
ad tech providers will continue being used. '

Commonly used set of ad technology providers

Custom set of ad technology providers

% View commonly used providers

& Select providers

Download selected ad technology providers

(
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*

+

,

-

.
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Figure 2: Screenshot from Google AdMob developer dash-
board: Blocking controls > Manage EU user consent (Jan’21).

! "1

Blocking controls

California Consumer Privacy Act#

How the California Consumer
Privacy Act affects you

The California Consumer Privacy Act (CCPA)
is a data privacy law that may require you to
give California residents the choice to opt out
of the sale of their personal information.

Learn more about the California Consumer
Privacy Act.

Restricted data processing

You can choose from two options for users that Google determines are in California. If you
want to continue to show personalised ads, tell us the partners that you want to monetise
your ads with below. By default, data processing isn't restricted and personalised ads will
continue to show.

Don’t restrict data processing
Google continues to show personalised ads to eligible users in California.
Personalised ads are based on a user's past behaviour, such as previous visits
to sites or apps or where the user has been.

Restrict data processing
Google restricts how it uses certain unique identiFers and other data. Google
only shows non-personalised ads from Google demand to eligible users in
California. Non-personalised ads are based on contextual information, such as
the content of your site or app.

$

%

Select advertising partners

Select advertising partners that are eligible to monetise ad inventory for users that Google
determines are in California, US. Advertising partners include your Open Bidding partners as
well as Authorised Buyers partners and Google demand sources. These partners can receive
bid requests from your account to compete for ad inventory via real-time ad auctions. Your
selection does not affect mediation.

Use all active advertising partners
All active advertising partners are eligible for bid requests from users that
Google determines are in California. New advertising partners are automatically
added and eligible for these requests. You'll be notiFed when new advertising
partners are added.

Use custom list
Only selected advertising partners are eligible for bid requests from users that
Google determines are in California. New advertising partners are not

$

View active advertising partners

&

'

(

)

*

+

,

-

.

Figure 3: Screenshot of Google AdMob developer dashboard:
Blocking controls > Manage CCPA settings (Jan’21).

C Participants’ Demographics and Opinions
About Ad Networks

0 10 20 30 40
% of participants

Only me

Developer

Project manager

CEO/Other upper-
level management

Investor

Other

I don t know Chooses ad network
Chooses revenue model

Figure 4: Responses about who decides what revenue model
and ad network to use in the apps participants develop.
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% of participants

Integrating the necessary code into
 an app to enable in-app advertising

Configuring the types of
 in-app ads shown in an app

Choosing an advertising partner
 or advertising network for an app

Not at all A little A moderate amount A lot A great deal

Figure 5: Involvement in in-app advertising activities.
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Figure 6: Perceived control over ad networks’ data collection.
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Figure 7: Expected change in app’s revenue and N of users if personalized ads are chosen over non-personalized ads.

#Participants #Participants

Age µ = 27.4, σ = 8 Revenue Models
Gender Free with In-App Advertising 120 (30.0%)

Male 330 (82%) Completely free 103 (25.8%)

Female 58 (14%) Freemium model 103 (25.8%)

Prefer not to say 11 (3%) In-App purchases 83 (20.8%)

Non-binary 1 (<1%) Free with In-App Advertising 82 (20.5%)

Current Continent of Residence Subscription 54 (13.5%)

Europe 265 (66%) Paid download 43 (10.8%)

North America 75 (19%) Other 11 (2.8%)

Asia 24 (6%) Can’t remember 8 (2.0%)

Oceania 15 (4%) Which Ad Networks Used in the Past
South America 11 (3%) Google AdMob 191 (47.8%)

Africa 7 (2%) Never included any ad networks in apps 123 (30.8%)

Prefer not to say 3 (1%) Facebook Audience Network 117 (29.2%)

Employment Status Unity Ads 81 (20.2%)

Full-time 147 (37%) Amazon Mobile Ad Network 64 (16.0%)

Student 107 (27%) AdColony 33 (8.2%)

Freelance/consultant 75 (19%) Twitter MoPub 27 (6.8%)

Part-time 54 (14%) Flurry 15 (3.8%)

Unemployed 10 (2%) InMobi 12 (3.0%)

Temporarily laid off 3 (1%) Other 11 (2.8%)

Other 2 (<1%) Vungle 9 (2.2%)

Retired 2 (<1%) Millennial media 7 (1.8%)

Number of Employees Sources of User Consent Forms
1–9 employees 170 (42%) The Acme ad network’s form 128 (32.0%)

10–99 employees 142 (36%) Leading tech company’s form 90 (22.5%)

100–999 employees 49 (12%) My own consent form (see Table 4) 71 (17.8%)

1,000–9,999 employees 21 (5%) Not-for-profit organization’s form 43 (10.8%)

10,000 or more employees 18 (4%) Won’t ask for user consent because: 39 (9.75%)

Team Members µ = 7.3, σ = 10.3 Acme ad network will take care of it 14 (3.5%)

Years of Experience Someone else in the team should do it 14 (3.5%)

In software development µ = 5.1, σ = 5.3 Not familiar with the consent process 6 (1.5%)

In mobile development µ = 2.7, σ = 2.6 It’s not important 2 (0.5%)

Number of Developed Apps in the Past Three Years µ = 3.5, σ = 4.2 It’s hard to do so 2 (0.5%)

Software-Related Roles (N = 291) It’s not required 1 (0.2%)

Developing software 186 (64%) Companies providing compliance services 24 (6.0%)

Testing software 37 (13%) Other 5 (1.2%)

Managing software development 32 (11%) Given Priority to Privacy in Development Routines
Designing products 30 (10%) High priority 144 (36%)

Privacy & security engineering 5 (2%) Medium priority 136 (34%)

Main Income Source Essential 61 (15%)

Salary, not dependent on software/app revenue 172 (43%) Low priority 54 (14%)

Salary, partially dependent on software/app revenue 85 (21%) Not a priority 5 (1%)

I don’t make money from software/app dev. 80 (20%) Where Learned to Develop Software
Direct software/app revenue 58 (14%) Self-taught 248 (62.0%)

Other 5 (1%) College or university courses 237 (59.2%)

Online courses 170 (42.5%)

Industry or on-the-job training 103 (25.8%)

High school courses 70 (17.5%)

Other 3 (0.8%)

Table 5: Summary of participants’ demographics and prior experience with ads (N = 400, unless otherwise specified).
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Benefits and Drawbacks of Adopting a Secure Programming Language:
Rust as a Case Study

Kelsey R. Fulton, Anna Chan, Daniel Votipka†, Michael Hicks, and Michelle L. Mazurek
University of Maryland †Tufts University

Abstract
Programming languages such as Rust and Go were devel-
oped to combat common and potentially devastating memory-
safety-related vulnerabilities. But adoption of new, more se-
cure languages can be fraught and complex. To better under-
stand the benefits and challenges of adopting Rust in partic-
ular, we conducted semi-structured interviews with profes-
sional, primarily senior software developers who have worked
with Rust on their teams or tried to introduce it (n = 16), and
we deployed a survey to the Rust development community
(n = 178). We asked participants about their personal experi-
ences using Rust, as well as experiences using Rust at their
companies. We find a range of positive features, including
good tooling and documentation, benefits for the development
lifecycle, and improvement of overall secure coding skills, as
well as drawbacks including a steep learning curve, limited li-
brary support, and concerns about the ability to hire additional
Rust developers in the future. Our results have implications
for promoting the adoption of Rust specifically and secure
programming languages and tools more generally.

1 Introduction

Secure software development is a difficult and important task.
Vulnerabilities are still discovered in production code on a reg-
ular basis [4,27,38], and many of these arise from highly dan-
gerous violations of memory safety, such as use-after-frees,
buffer overflows, and out-of-bounds reads/writes [28–32].
Despite their long history and the many attempts aimed at
mitigating or blocking their exploitation, such vulnerabili-
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ties have remained a consistent, and sometimes worsening,
threat [37], with estimates that 60-70% of critical vulnerabili-
ties in Chrome [13], Microsoft products [7] and in other large
critical systems [12] owe to memory safety vulnerabilities.

Overwhelmingly, memory safety vulnerabilites occur in
C and C++ code—while most popular languages enforce
memory safety automatically, C and C++ do not [43, 47].
Relatively recently, Google developed Go [14] and Mozilla
developed Rust [33] to be practical but secure alternatives to
C and C++; these languages aim to be fast, low-level, and
type- and memory-safe [34,40]. Rust and Go have been rising
in popularity—IEEE’s 2019 Top Programming languages list
ranks them 17 and 10, respectively—but C and C++ continue
to occupy top spots (3 and 4). We might wonder: What are
the factors fueling the rise of these secure languages? Is there
a chance they will overtake their insecure counterparts, C and
C++, and if so, how?

In this paper, we attempt to answer these questions for Rust,
in particular. While Go is extremely popular, Rust’s popular-
ity has also risen sharply in the last few years [9,15,34,39,46].
Rust’s “zero-cost abstractions” and its lack of garbage col-
lection make it appropriate for resource-constrained environ-
ments, where Go would be less appropriate and C and C++
have traditionally been the only game in town.

We conducted semi-structured interviews with professional,
primarily senior developers who have actively worked with
Rust on their product teams, and/or attempted to get their com-
panies to adopt Rust (n = 16). We also surveyed participants
in Rust development community forums (n = 178). We asked
participants about their general programming experience and
experiences using and adopting Rust both personally and at
a company. We also asked about the benefits and drawbacks
of using Rust in both settings. By asking these questions, we
aim to understand the challenges that inhibit adoption, the net
benefits (if any) that accrue after adoption, and what tactics
have been (un)successful in driving adoption and use.

Our survey population likely represents those who view
Rust at least somewhat positively, since we would not expect
those who tried Rust and abandoned it to be members of Rust
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forums. That said, our survey population comprised people
with a variety of general and Rust-specific development expe-
rience. 26% of respondents had used Rust for less than one
year and they often held similar opinions to more experienced
Rust users. Our results uncovered a wide variety of specific
challenges and benefits which can provide novel insights into
the human factors of secure language adoption.

Participants largely perceived Rust to succeed at its goals
of security and performance. Other key strengths identified
by participants include an active community, high-quality
documentation, and clear error messages, all of which make
it easy to find solutions to problems. Further, participants
indicated that overall Rust benefits the development cycle in
both speed and quality, and using Rust improved their mental
models of secure programming in ways that extend to other
languages.

However, participants also noted key drawbacks that can
inhibit adoption, most seriously a steep learning curve to
adjust to the paradigms that enforce security guarantees. Other
concerns included dependency bloat, limited library support,
slow compile times, high up-front costs, worries about future
stability and maintenance, and apprehension about the ability
to hire Rust programmers going forward. For our participants,
these negatives, while important, were generally outweighed
by the positive aspects of the language.

Lastly, participants offered advice for others wanting to ad-
vocate adoption of Rust or other secure languages: be patient,
pick projects playing to the language’s strengths, and offer
support and mentorship during the transition.

Analyzing our findings, we offer recommendations aimed
at supporting greater adoption of Rust in particular and se-
cure languages generally. The popularity of Rust with our
participants highlights the importance of the ecosystem —
tooling, documentation, community — when developing se-
cure languages and tools that users will actually want to use.
Our results also suggest that perhaps the most critical path
toward increased adoption of Rust in particular is to flatten
its learning curve, perhaps by finding ways to gradually train
developers to use Rust’s ownership and lifetimes. Further, we
find that much of the cost of adoption occurs up front, while
benefits tend to accrue later and with more uncertainty; secu-
rity advocates should look for ways to rebalance this calculus
by investing in a pipeline of trained developers and contribut-
ing to the longevity and stability of the Rust ecosystem.

2 Background

Rust is an open-source systems programming language cre-
ated by Mozilla, with its first stable release in 2014. Rust’s
creators promote its ability to “help developers create fast,
secure applications” and argue that Rust “prevents segmenta-
tion faults and guarantees thread safety.” This section presents
Rust’s basic setup and how it aims to achieve these benefits.

For those with a deeper interest, we recommend the tutorial
offered in the official Rust Programming Language Book [21].

2.1 Core features and ecosystem
Rust is a multi-paradigm language, with elements drawn from
functional, imperative, and object oriented languages. Rust’s
traits abstract behavior that types can have in common, sim-
ilarly to interfaces in Java of typeclasses in Haskell. Traits
can be applied to any type, and types need not specifically
mention them in their definitions. Objects can be encoded
using traits and structures. Rust also supports generics and
modules, and a sophisticated macro system. Rust’s variables
are immutable by default: once a value is bound to a vari-
able, the variable cannot be changed unless it is specifically
annotated as mutable. Immutability eases safe code composi-
tion, and plays well with ownership, described shortly. Rust
also enjoys local type inference: types on local variables are
generally optional, and can be inferred from their initializer.
Rust also supports tagged unions (“enums”) and pattern
matching, which allow it to, for example, avoid the need for
a null value (the “billion dollar mistake” [19]).

Rust has an integrated build system and package man-
ager called Cargo, which downloads library packages, called
crates, as needed, during builds. Rust has an official commu-
nity package registry called crates.io. At the time of writing,
Crates.io lists more than 49,000 crates.

2.2 Ownership and Lifetimes
To avoid dangerous, security-relevant errors involving ref-
erences, Rust enforces a programming discipline involving
ownership, borrowing, and lifetimes.

Ownership. Most type-safe languages use garbage col-
lection to prevent the possibility of using a pointer after its
memory has been freed. Rust prevents this without garbage
collection by enforcing a strict ownership-based programming
discipline involving three rules, enforced by the compiler:
1. Each value in Rust has a variable that is its owner.
2. There can only be one owner at a time for each value.
3. A value is dropped when its owner goes out of scope.
An example of these rules can be seen in Listing 1. In this
example, a is the owner of the value “example.” The scope
of a starts when a is created on line 3. The scope of a ends
on line 5, so the value of a is then dropped. In the second
block of code, x is the initial owner of the value “example.”
Ownership is then transferred to y on line 11, which is why
the print on line 13 fails. The value cannot have two owners.

Borrowing. Since Rust does not allow values to have more
than one owner, a non-owner wanting to use the value must
borrow a reference to a value. A borrow may take place so
long as the following invariant is maintained: There can be (a)
just one mutable reference to a value x, or (b) any number of
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1 {
2 //make a mutable string and store it in a
3 let mut a = String::from("example");
4 a.push_str(" , text"); //append to a
5 }
6 //scope is now over so a’s data is dropped
7

8 {
9 //make a mutable string and store it in x

10 let x = String::from("example");
11 let y = x; //moved ownership to y
12 println!("y is {}", y); //allowed
13 println!("x is {}", x); //fails
14 }

Listing 1: Examples of how ownership works in Rust

immutable references to x (but not both). An example of the
rules of borrowing can be seen in Listing 2. In this example, a
mutable string is stored in x. Then, immutable references are
made (“borrowed”) on lines 6 and 8. However, the attempt to
mutate the value on line 10 fails since x cannot be mutated
while it has borrowed (immutable) references. Line 12 fails
in the attempt to make a mutable reference: x cannot have
both a mutable and an immutable reference. Once we reach
line 13, the immutable references to x have gone out of scope
and been dropped. x is once again the owner of the value and
possesses a mutable reference to the value, so line 14 does not
fail. In the second code block, starting on line 15, a mutable
reference is made to the value. Attempts to make a second
mutable reference on lines 19 and 21 fail because only one
mutable reference can be made to a value at a time.

The ownership and borrowing rules are enforced by a part
of the Rust compiler called the borrow checker. By enforcing
these rules the borrow checker prevents vulnerabilities com-
mon to memory management in C/C++. In particular, these
rules prevent dangling pointer dereferences and double-frees
(only a sole, mutable reference may be freed), and data races
(a data race requires two references, one mutable).

Unfortunately, these rules also prevent programmers from
creating their own doubly-linked lists and graph data struc-
tures. To create complex data structures, Rust programmers
must rely on libraries that employ aliasing internally. These li-
braries do so by breaking the rules of ownership, using unsafe
blocks (explained below). The assumption is that libraries are
well-vetted, and Rust programmers can treat them as safe.

Lifetimes. In a language like C or C++, it is possible to
have the following scenario: (1) you acquire a resource; (2)
you lend a reference to the resource; (3) you are done with
the resource, so you deallocate it; (4) the lent reference to the
resource is used. Rust prevents this scenario using a concept
called lifetimes. A lifetime names a scope, and a lifetime
annotation on a reference tells the compiler the reference
is valid only within that scope. For example, the lifetime of
variable a in Listing 1 ends on line 5 where the scope of a

1 {
2 //make a mutable string and store it in x
3 let mut x = String::from("example");
4 {
5 //make immutable reference to x
6 let y = &x; //allowed
7 //make second immutable reference to x
8 let z = &x; //alllowed
9 println!("x is {}. y is {}", x, y) //allowed

10 x.push_str(" , text"); //fails
11 //make mutable reference to x
12 let mut a = &mut x; //fails
13 } //drops y and z; x owner again
14 x.push_str(" , text"); //allowed
15 {
16 //make mutable reference to x
17 let mut a = &mut x; //allowed
18 a.push_str(" , text"); //allowed
19 x.push_str(" , text"); //fails
20 //make second mutable reference to x
21 let mut b = &mut x; //fails
22 } //drops a; x is owner again
23 }

Listing 2: Examples of how borrowing works in Rust

ends. Similarly, the lifetime of a in Listing 2 ends on line 22.

2.3 Unsafe Rust
Since the memory guarantees of Rust can cause it to be
conservative and restrictive, Rust provides escape hatches
that permit developers to deactivate some, but not all, of
the borrow checker and other Rust safety checks. We
use the term unsafe blocks to refer generally to unsafe
Rust features. Unsafe blocks allows the developer to:
• Dereference a raw pointer
• Call an unsafe function or method
• Access or modify a mutable global variable
• Implement an unsafe trait
• Access a field of a union
Unsafe functions and methods are not safe in all cases or for
all possible inputs. Unsafe functions and methods can also
refer to code that a developer wants to call that is in another
language. Unsafe traits refer to traits with at least one unsafe
variant. Lastly, unions are like structs but only one field in
a union is used at a time. To use unsafe blocks, the relevant
code construct is labeled with keyword unsafe.

3 Method

To understand the benefits and drawbacks to adopting Rust,
we conducted semi-structured interviews with senior and pro-
fessional software engineers working at technology compa-
nies who were using Rust or attempting to get Rust adopted.
To examine the resulting findings in a broader ecosystem,
we then distributed a survey to the Rust community through
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Sect. Description and Example Questions

1 Technical Background (General, and Rust)
• How long have you been programming?
• How long have you been programming in Rust?

2 Learning and using Rust
• How easy or difficult did you find Rust to learn?
• How would you rate the quality of available Rust docs?
• When I encounter a problem or error while working in Rust,

I can easily find a solution to my problem?

3 Work (general), and using Rust for work
• Did anyone at your employer have apprehensions about

using Rust?
• What one piece of advice would you give to someone who

is trying to get Rust adopted?

4 Comparing Rust to other familiar languages
• How would you rate the quality of Rust compiler and run-

time error messages compared to [chosen language]?

5 Rust likes/dislikes & unsafe blocks
• Which of the following describes your use of unsafe blocks

while programming in Rust?

6 Porting and interoperating with legacy code
• What language(s) have you ported from?

7 Demographics about participants
• Please select your highest completed education level

Table 1: Survey sections and example questions.

various online platforms.

3.1 Interviews and Surveys

Interview protocol. From February through June 2020,
we conducted 16 semi-structured interviews via video-
conferencing software.

Each interview included two phases. Phase one asked the
participants how they discovered and learned Rust, as well
as about instances when they or their company decided to
use Rust for projects (or not) and why. In the second phase,
we asked more technical questions about programming with
Rust, including what features of the language/ecosystem they
like/dislike compared to other familiar languages, as well as
opinions about features relating to Rust’s security, such as
ownership and unsafe blocks.

Each session lasted about an hour, giving participants a
chance to share detailed experiences. The full interview pro-
tocol is given in Appendix A.

Survey. The survey was designed to mirror the interviews,
with closed-item answer choices inspired by answers from
the open-ended interview questions. The survey was broken
into seven sections; Table 1 tabulates the sections and pro-
vides some example questions. The full survey is given in
Appendix B. It was active from July to September 2020.

Recruitment. To recruit for the interviews, we contacted
a longtime member of the core Rust team and asked them to
connect us with software engineers who were active members
or leaders of teams using or adopting Rust at their employ-
ers. From these initial referrals, we snowball-sampled more
interviewees (asked participants to refer us to peers). We also
recruited participants referred to us by colleagues, and con-
tacted people and companies quoted or listed on the Rust web-
site [35]. We focused on recruiting participants with senior,
leadership, or other heavily involved roles in the Rust adoption
process. We interviewed participants until we stopped hearing
substantially new ideas, resulting in a total of 16 participants.
This sample size aligns with qualitative best practices [16].

To recruit participants for the survey, we advertised
on several Rust forums and chat channels: Reddit
channel r/rust; Rust Discord community channels
embedded, games-and-graphics, os-dev, gui-and-ui,
and science-and-ai; Rust Slack beginners channel; Rust
Facebook Group; and the official Rust Users Forum. Those
who wanted to participate were directed to follow a link in
the notice that took them directly to the survey.

Ethics. Both the interview and the survey were approved
by University of Maryland’s ethics review board. We obtained
informed consent before the interview and the survey. Given
that we were asking questions about their specific companies
and the work they were doing, participants were informed that
we would not disclose the specific company they worked for.
They were reminded that they could skip a question or stop
the interview or survey at any time if they felt uncomfortable.

3.2 Data analysis
Once the interviews were complete, two team members tran-
scribed the audio recordings and then analyzed them using
iterative open coding [8]. The interviewer and the other team
member independently coded the interviews one at a time,
developing the codebook incrementally and resolving dis-
agreements after every transcript. This process continued
until a reasonable level of inter-rater reliability was reached
measured with the Krippendorff’s α statistic [22]. After seven
interviews, the two researchers achieved a Krippendorff’s
α = 0.80, calculated using ReCal2 [11]. This level of agree-
ment is above the commonly recommended thresholds of
0.667 [18] or 0.70 [23] for exploratory research and meets the
more general minimum threshold recommended by Krippen-
dorff of 0.8 [22]. Once a reliable codebook was established,
the remaining nine interviews were evenly divided among the
two researchers and coded separately.

We report the results of our closed-response survey ques-
tions using descriptive statistics. While we did not have any
questions as specific attention checks, we evaluated the re-
sponses for completeness to ensure that we removed all low-
quality responses. We did not remove many responses as can
be seen in Section 4. Since our work is exploratory, we did
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not have any hypotheses, so we do not make any statistical
comparisons. Free response questions from the survey were
analyzed by one researcher using the same codebook from
the interview. When new codes were added to the codebook,
they were back-applied to the interviews.

Throughout the following sections, we use I to indicate how
many interview participants’ answers match a given statement,
and use S to denote how many survey participants’ answers
do, either as a percentage (closed-item questions) or count
(open-ended ones). We report on interview and survey results
together, as the results generally align. We report participant
counts from the interviews and open-ended items for context,
but not to indicate broader prevalence. If a participant did not
voice a particular opinion, it does not necessarily mean they
disagreed with it; they simply may not have mentioned it.

3.3 Limitations
Our goal with the interviews was to recruit people who had
substantial experience, and preferably a leadership role, in
attempting to adopt Rust at a company or team. We believe we
reached the intended population. Only one interviewee failed
to see Rust adopted at their employer, but all interviewees
faced similar adoption challenges.

For the surveys, our goal was to reach a broad variety of de-
velopers with a range of Rust experiences, in order to capture
the widest range of benefits and drawbacks. We did reach par-
ticipants with a wide range of Rust experience, in part because
we targeted many Rust forums, including some specifically
for beginners. However, because all of these forums are about
Rust, we may not have reached people who have tried Rust but
abandoned it, or those who considered it but decided against
it after considering potential pros and cons. In addition, these
forums are likely to overrepresent Rust enthusiasts compared
to those who use the language because they are required to.
Further, there could be self-selection bias: because we stated
our goal of exploring barriers and benefits to adopting Rust
when recruiting, those with particular interest in getting Rust
adopted may have been more likely to respond.

Taken together, these limitations on our survey population
suggest that our results may to some extent overstate Rust’s
benefits or may miss some drawbacks that drive people away
from the language entirely. Nonetheless, our results uncovered
a wide variety of challenges and benefits that provide novel
insights into the human factors of secure language adoption.
Given the general difficulty of recruiting software develop-
ers [36], and the particular difficulty of reaching this specific
subpopulation, we consider our sample sufficient.

4 Participants

Interview participants. We interviewed 16 people who
were active members of teams using or adopting Rust at their

company. Our participants mostly held titles related to soft-
ware development (I = 12) and worked at large technology
companies (more than 1000 employees, I = 9), as shown in
Table 1 in Appendix C. Most of them had worked in software
development for many years and were members of, several
leading, teams building substantial project(s) in Rust at their
employers. Many were Rust evangelists at their companies.
Their companies develop social media platforms, bioinformat-
ics software, embedded systems, cloud software, operating
systems, desktop software, networking software, software for
or as research, and cryptocurrencies.

Survey respondents. We received 203 responses to our
survey. We discarded 25 (12%) incomplete surveys, which left
178 complete responses. Respondents were predominantly
male (88%), young (57% below the age of 30 and 88% below
the age of 40), and educated (40% had a bachelor’s degree
and 28% had a graduate degree). Our participants were rel-
atively experienced programmers (53% had more than 10
years of programming experience and 85% had at least 5
years). Seventy-two percent of our participants were currently
employed in the software engineering field and worked in
a variety of application areas, as shown in Table 2 in Ap-
pendix C. Additionally, our participants had used a variety of
languages in the prior year, as shown in Figure 1.

Our survey participants were fairly experienced at program-
ming in Rust (37% had been programming in Rust at least
2 years and 74% at least 1 year). Ninety-three percent of re-
spondents had written at least 1000 lines of code and 49% had
written at least 10,000 lines of code. Forty-six percent had
only used Rust for a hobby or project, 2% had only used it in
a class, 14% had maintained a body of Rust code, and 38%
had been paid to write Rust code. Most of our respondents
were currently using Rust (93%), while some had used it on
projects in the past but were not currently using it (7%). While
our survey participants had a broad variety of experiences,
they may underrepresent people who tried and turned away
from Rust—such people would probably not be members of
the Rust forums in which we advertised. As such, our results
may overstate Rust’s benefits or may miss some drawbacks
that drive people away from the language entirely. Neverthe-
less, we believe our results offer practical insights relevant to
the adoption of secure programming languages.

Survey respondents’ companies. Nearly half of our re-
spondents were using Rust for work (49%). Of those using
Rust for work, most were using Rust as a part of a company
or large organization (84%), rather than as a freelance assign-
ment. We gathered further details about these 87 respondents’
companies. They were primarily small (53% of the 87 worked
for companies with 100 or fewer employees and 74% worked
for a company with less than 1000 employees). They mostly
developed alone (50%) or in small teams of two to five people
(40%) at their companies, and their companies had legacy
codebases of varying sizes (88% had 500,000,000 or fewer
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Figure 1: Languages used in the past year by survey partici-
pants (counts), companies that had adopted Rust, and compa-
nies that considered but didn’t adopt Rust. Ordered according
to the IEEE 2019 top programming languages list [20].

lines of code and 64% had 1,000,000 or fewer lines of code).
A variety of languages were used at respondents’ companies
(whether they had adopted Rust or not), as shown in Figure 1.

5 How is Rust being used?

This section and the next two analyze our interview and survey
results. We first examine how our participants are using Rust.

5.1 Applications
Interview participants reported using Rust in a variety of ap-
plication areas, including databases (I = 3); low-level systems
such as operating systems, device drivers, virtual machine
management systems, and kernel applications (I = 5); data
processing pipelines (I = 1); software development applica-
tions such as monitoring resource usage (I=2); and compilers
and programming languages tools (I = 2).

Participants did not always consider Rust the best tool for
the job. When asked to select application areas for which Rust
is not a strong fit, they most frequently mentioned mobile (I =
1, S = 44%), GUI (I = 3, S = 37%), and web applications (I = 3,
S = 17%). For example, I9 said “Strongly typed languages like

Figure 2: Interview and survey participants porting (survey n
= 123) to Rust from and interoperating (survey n = 84) Rust
with other languages. Languages are ordered via ranking on
the IEEE 2019 top programming languages list [20].

Rust. . . lend themselves much more to systems programs. . .
and less to web applications and things that you want to
be very flexible.” Interestingly, 13 survey participants who
selected web development as a bad fit for Rust also chose web
development as one of the things they do for work. Several
participants mentioned that Rust is a poor fit for prototyping
or one-off code (I = 6, S = 3%). I4 explained, “I still prototype
everything in C++ because it just works faster . . . [Rust’s]
not a great prototyping language.”

5.2 Porting and interoperating
Because Rust is relatively new, using it often requires porting
or interoperating with legacy code written in other languages.

Most participants had ported code from another language
into Rust (I = 14, S = 69%). They had ported from a variety
of languages (Figure 2). Interview participants found porting
code from Python to be easy (I = 5); similarly, where 70%
of survey respondents who had ported from Python (n=33)
found it either somewhat or extremely easy. In contrast, fewer
participants found porting from C (I = 2; S = 54%, n = 41)
and C++ (I = 2; S = 52%, n = 44) somewhat or extremely
easy. I11 said porting from C++ is “much harder because. . .
you structure your data with movability [mutability].”

Many participants had written code to interoperate with
Rust (I = 13, S = 47%), starting from a variety of languages
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(Figure 2). Ease of interoperation varied by language some-
what differently than ease of porting. Almost three-quarters
of participants who had interoperated with C found it at least
somewhat easy (I = 6; S = 70%, n = 44). A majority also rated
Python somewhat or extremely easy (I = 2; S = 53%, n = 17).
Less than half considered C++ at least somewhat easy (I = 2;
S = 43%, n = 23). I6 attributes this to the fact that “the C++
side is just the Wild West. There’s rampant aliasing . . . and
none of that is going to play by Rust’s rules.”

5.3 Unsafe blocks

As described in Section 2, unsafe blocks allow the program-
mer to sidestep borrow-checking, which can be too restrictive
in some cases. Because unsafe blocks may potentially com-
promise Rust’s safety guarantees, we investigate how they are
used and what if any error-mitigation strategies exist.

Unsafe blocks are common and have a variety of uses.
Most participants had used unsafe blocks (I = 15, S = 72%).
Use-cases included foreign-function interfacing (I = 11, S =
70%), increasing code performance (I = 3, S = 40%), kernel-
level interaction (I = 1, S = 35%), hardware interaction (I
= 4, S = 34%), and memory management (I = 4, S = 28%).
For example, I14 uses unsafe blocks to “wrap all of our. . .
code for accessing hardware,” since they had to do things
like “write values into this offset relative to the base address
register,” which is prohibited by Rust ownership rules.

Few companies have unsafe-code reviews. To avoid in-
troducing problems Rust otherwise guarantees against, com-
panies may implement a procedure to check that “unsafe”
code is actually safe. However, unsafe-review policies were
uncommon at our participants’ employers (I = 7, S = 28%).
Where specific policies do exist, the most common approach
is a thorough code review (I = 2, S = 68%). For example, at
S118’s company, the review policy is “pretty simple: pay extra
close attention to unsafe blocks during code review.” To help
code reviewers, developers use comments to explain why the
code is actually safe (I = 5, S = 21%). I5 commented, “I guess
the only formal thing is that every unsafe block should have a
comment saying why it is in fact safe.” These comments may
aim to explain important safety invariants [3].

6 Benefits and drawbacks of Rust

This section explores benefits and drawbacks of Rust related
to technical aspects of the language, learning the language,
the Rust ecosystem, and Rust’s effect on development.

6.1 Technical benefits of Rust

Participants largely are motivated by, and agree with, Rust’s
claims of performance and safety [34].

Safety is important. Many participants identified Rust’s
safety assurances as benefits. They listed memory safety (I =
10, S = 90%), concurrency safety (I = 6, S = 84%), immutabil-
ity by default (I = 4, S = 74%), no null pointers (I = 3, S =
81%), Rust’s ownership model (I = 2, S = 75%), and lifetimes
(I = 2, S = 55%). As I5 said about Rust’s strengths, “The
safety guarantees, like 100%.. . . That’s why I use it. That’s
why I was able to convince my boss to use it.”

So is performance. Participants were also drawn to Rust’s
promise of high performance. Respondents explicitly listed
performance (I = 7, S = 87%) and, less explicitly, lack of
garbage collection (I = 3, S = 63%) as reasons to like the
language. I1 describes the appeal of Rust: “it gives you the
trifecta of performance, productivity, and safety.”

6.2 Learning Rust: Curiosity vs. reality
We next review participants’ experiences learning Rust.

Most chose to learn Rust because it is interesting or
marketable. Most participants selected, as their primary
reason(s) to learn Rust, curiosity (I = 2, S = 90%). Other said
they had heard about it online or it was suggested by a friend
(I = 12, S = 25%). Participants also believed knowing Rust
was a marketable or useful job skill (I = 7, S = 22%).

Rust is hard to learn. Possibly the biggest drawback of
Rust is its learning curve. Most participants found Rust more
difficult to learn than other languages (I = 7, S = 59%). I14
said Rust has “a near-vertical learning curve.”

Asked how long it took to learn to write a compilable pro-
gram without frequently resorting to the use of unsafe blocks,
a plurality of participants said one week to one month (I = 2,
S = 41%), less than one week (I = 0, S = 27%), or one to six
months (I = 3, S = 25%). Notably, six survey participants were
not yet able to do this. Interviewees had similar experiences.
I3 “didn’t feel fully comfortable with Rust until about three
months in, and really solid programming without constantly
looking stuff up until about like six months in.” Five intervie-
wees said it takes longer to get Rust code to compile than
another language they are comfortable with. Survey partic-
ipants agreed (S = 55%, Figure 3). S161 commented, “You
spend 3–6 months in a cave, breathing, eating and sleeping
Rust. Then find like-minded advocates who are prepared to
sacrifice their first born to perpetuate the unfortunate senti-
ment that Rust is the future, while spending hours/days/weeks
getting a program to compile and run what would take many
other ‘lesser’ languages a fraction of the time.”

The borrow checker and programming paradigms are
the hardest to learn. Seven interviewees reported that the
biggest challenges in learning Rust were the borrow checker
and the overall shift in programming paradigm. A few survey
participants (S = 3) noted this in free-response as something
they explicitly did not like about Rust. S136 did not like “hav-
ing to redesign code that you know is safe, but the compiler
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Figure 3: Likert-style responses comparing Rust to a language survey participants were most comfortable with. Green bars
advantage Rust; gold bars advantage the other language. Questions with a ∗ have been flipped in polarity for consistency.

doesn’t.” I8 echoes this frustration: “There are new paradigms
that Rust sort of needs to teach the programmer before they
can become super proficient. And that just makes the learning
curve a little bit higher, and that did frustrate a number of peo-
ple, . . . because it’s something that’s sufficiently different from
other things they’re used to.” This could pose a problem for
adoption, if the frustration of learning these new paradigms
turns developers away from Rust altogether.

6.3 Rust ecosystem: Good and getting better
The Rust ecosystem influences organizational adoption, be-
cause it provides needed support for large projects. Partici-
pants identified a variety of current benefits and drawbacks.

Tools are easy to use and well supported, but slow.
Asked how Rust’s tooling compared to the other language
they were most comfortable programming in, 75% of survey
participants found it either very good or good (Figure 3). Also
in Figure 3, most survey participants found Rust’s compiler
and runtime error messages to be good or very good compared
to their reference language (S = 92%). Beginners (less than
one year of experience, n = 47) felt this way, too (S = 87%). A
large majority (I = 8, S = 97%) listed the compiler’s descrip-
tive error messages as a major problem-solving benefit. I9
comments: “Most of the time the compiler is very, very good
at telling you exactly what the problem is.” When it doesn’t,
“Rust is an exercise in pair programming with the compiler,”
wrote S176. Participants also liked the crates ecosystem (I =
4, S = 83%). For example, I7 said, “I also just love the cargo
tooling; it’s so easy to get crates.” While participants like the
tooling, they dislike that Rust has a long build time (I = 4, S =
55%). I16 said, “Compile times are pretty bad. . . I don’t think
Rust will ever get close to like Go level of compile speed."

Easy to find solutions. Despite the challenging learning
curve, participants report it is easy to find solutions to prob-
lems they encounter when developing in Rust (I = 14, S =

79% overall, 70% of beginners). Participants attribute this to
good compiler errors (discussed above), good official docu-
mentation (I = 3, S = 91%), and the helpfulness of the Rust
developer community, in-person and online (I = 5, S = 46%).
I5 notes the “very accessible documentation and kind of an
active community. . . on Stack Overflow and so forth. I feel
like if I have a problem with Rust, I Google it and there’s
always an answer.”

Rust lacks libraries and infrastructure and causes depen-
dency bloat. Despite the high quality of available tools
and libraries, Rust still lacks some critical libraries and infras-
tructure, perhaps in part because it is fairly new. When asked
what they dislike about the language, many participants noted
the lack of available libraries (I = 3, S = 39%). I4 agrees:“It
feels like you’re reinventing a lot of infrastructure, right? So,
I’ve felt that it’s slower [to develop with].” Additionally, par-
ticipants complained about a tendency toward dependency
bloat (I = 4, S = 34%). I4 agrees: “You know (cargo) goes and
pulls every dependency ever.. . . That part’s bad. It encour-
ages dependency bloat, which, in a security focused area, is
also the exact opposite of what you want."

6.4 Mostly positive impact on development

We find Rust offers development-cycle benefits that may in
part offset its learning curve and upfront adoption costs.

Rust improves confidence in code. A key benefit men-
tioned by participants is that once Rust code compiles, devel-
opers can be fairly confident that the code is safe and correct.
Four interview participants mentioned that they spend less
time debugging in Rust than in other languages; this was
supported in the survey, when 89% of respondents (87% of
beginners) slightly or strongly agreed they spend less time
debugging compiled Rust code than code in another language
they are comfortable with. Interviewees also mentioned that
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Rust makes them more confident their production code is bug-
free (I = 9); 90% of survey respondents slightly or strongly
agreed. I16 said, “The thing that I like the most about Rust
overall is the fact that if the compiler is okay with your code
then it will probably mostly be working.”

Rust improves productivity in the development cycle.
While the initial time to design and develop a solution in Rust
is sometimes long and/or hard to estimate due to unforeseen
conflicts with the borrow checker, interview participants felt
— and survey participants agreed or strongly agreed — that
Rust reduced development time overall, from the start of a
project to shipping it, compared to other languages they were
comfortable with (I = 7, S = 45%). I1 said, “They see how
well these projects go in comparison to the C++ projects;. . .
and they’ve seen quantitatively that the Rust projects they’ve
been working on have been a dramatically better experience
and more predictable and a faster lifecycle.”

Additionally, five interview participants noted that they
could more quickly design and implement bug-free code in
Rust than in another language they were comfortable with.
This is echoed in the survey, where 61% of participants agreed
or strongly agreed, as shown in Figure 3. 81% of survey par-
ticipants also strongly or slightly disagreed that maintaining
code is more difficult in Rust than in other languages. The
reported improvement in developer productivity and code
quality resulting from the use of Rust means that companies
and organizations can ship better-quality code in less time.

Rust improves safe development in other languages.
Most participants report Rust has had at least a minor posi-
tive effect on their development in another language they’re
comfortable with (I = 10, S = 88%). These participants said
Rust causes them to think about ownership (I = 5, S = 68%
of 155), data structure organization (I = 6, S = 59%), use of
immutability (I = 0, S = 48%), iteration patterns (I = 1, S =
45%), memory lifetimes (I = 4, S = 37%), and aliasing (I = 2,
S = 25%). This is encouraging, as it shows developers carry
over the safety paradigms that they are forced to consider in
Rust when working in other languages. This is exemplified
by S40, who said, “Once you learn Rust, you are one with
the borrow checker — it never leaves you. I now see many of
the unsafe things I have been doing in other languages for
years, (but probably not all of them, as I am human and not a
compiler).”

Notably, a few participants volunteered that Rust has even
made them stop using C++ altogether (I = 2, S = 2). S26 said,
“It has made me stop working with C++. I really do feel that
Rust replaces C++’s use cases well.”

Overall, these results hint that the high cost of learning
Rust can be worth it, providing longer-term benefits in other
applications. This means developers may write more secure
code in other languages, and organizations may get benefit
out of investing time in their developers learning Rust.

7 Organizational adoption of Rust

While the Rust benefits identified by our participants may
also apply to organizations, many participants mentioned ex-
periencing pushback from teammates or managers (I = 9, S =
41%). Notably, some participants’ attempts at adoption were
unsuccessful (I = 1, S = 20%).

Participants identified several organization-level apprehen-
sions about adopting Rust. We divide these into two cate-
gories: those that may apply to any change in programming
language, and those that are specific to Rust. Rust-specific
concerns closely mirror the drawbacks of adopting Rust indi-
vidually our participants identified above.

7.1 Apprehensions about any new language

Unfamiliarity with the language. Many participants cited
unfamiliarity with Rust as one reason people were worried
about adopting or did not adopt Rust at their company (I = 2,
S = 69%). Any change to an unfamiliar language could create
uncertainty or apprehension.

Avoiding unnecessary changes. Participants also reported
a general desire to avoid unnecessary change. In particular,
several participants’ companies are reluctant to add any new
languages (I = 2, S = 46%). As I2 explained, “Not wanting
to have too many languages in play at the company simulta-
neously, and so just a general conservatism there around not
wanting to pick up new languages willy nilly.”

Business pressures. Some participants said their compa-
nies were concerned about using or did not want to use Rust
because there was time pressure to deliver a product, and they
did not want to invest the time to get a new language and its
infrastructure up and running (I = 1, S = 38%).

Lack of fit with existing codebase and ecosystem. Par-
ticipants reported that lack of compatibility with the existing
development ecosystem (I = 2, S = 27%) or interoperability
with the existing codebase (I = 4, S = 27%) were concerns for
their employers. As I6 said, “It’s very different for your devel-
opers or your managers who are managing a large, mature
C++ ecosystem. They’re much more skeptical of Rust. Maybe
not on its merits, but just in the practical terms of how do I
integrate this with my huge existing ecosystem?”

7.2 Apprehensions specific to Rust

Rust’s steep learning curve. The difficulty of learning
Rust was among the biggest concerns participants encoun-
tered at their companies (I = 3, S = 50%). I14 said one worry
was “how are we going to ramp programmers up? And I think
Rust in particular has this reputation of having a very steep
learning curve.” Some participants’ companies were also con-
cerned about potential reduction in developer productivity (I
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= 3, S = 29%) or difficulty maintaining Rust code (I = 1, S =
23%). At I7’s company, for example, “the main concern was
that it would be taking too long to use Rust.”

Rust’s maturity and maintenance. Since Rust is rela-
tively new, some participants cited company concerns about
the maturity and maintenance of its tooling and ecosystem, as
well as whether it would be around long-term (I = 4, S = 29%).
As I1 said, “If [developers are] launching a new codebase in
a new language, it’s going to take them a year, maybe three
years, to develop the things, and they care where the ecosys-
tem will be at that point.” Other comments reflected a lack
of trust in the Rust toolbase (I = 3, S = 8%). I14’s company
worried, “How well supported is the tool chain? How mature
is the compiler? . . . Rust is a new language.”

Difficulty hiring Rust developers. Stemming possibly
from the newness and the difficulty of learning Rust, some
participants reported their companies worried about the abil-
ity to hire Rust developers (I = 5, S = 42%). I11, for example,
said, “Do we really want to keep this thing in Rust? It’s hard
to find a new person for the team. . . because we don’t have
. . . a huge pool of Rust programmers.”

7.3 Ways to encourage adoption

Despite these apparent apprehensions, many participants’
companies still adopted Rust (I = 15, S = 49%). We report
their suggestions for enabling adoption.

Pick projects carefully. Participants suggest that advo-
cates pick initial projects for Rust carefully. Projects should
fit Rust’s strengths (I = 5, S = 2), both in terms of language de-
sign and available tooling. S62 recommended, “Pick projects
that are suitable for Rust, based on how mature the ecosystem
(crates) is at supporting that type of project.” S99 similarly
commented, “Don’t try to port paradigms or design patterns
from other languages.” Participants also advise starting small
(I = 5, S = 12). S95 said, “Start small. There are many little
problems that Rust programs solve well, which builds trust.”

Demonstrate value. Participants argue that adoption
hinges on demonstrating the value of using Rust. Most im-
portantly, participants said advocates must argue that Rust
offers a measurable improvement over the company’s current
language (I = 6, S = 10). While Rust touts its guarantees
for safety and correctness, companies want to know the time
and effort they allot to tackle the Rust learning curve will
result in a major benefit. For example, S65 suggests, “If you
give a presentation about Rust, focus on concepts unique to
Rust and what they offer; what matters is the idea that some-
how it’s possible to write safe, concurrent & fast software
thanks to those concepts.” This echoes results from Haney et
al. suggesting security advocates must demonstrate value to
motivate people to take appropriate security actions [17].

Participants emphasize being clear and straightforward
about Rust’s drawbacks, while arguing that the benefits out-
weigh them. I3 recommends “rewrit[ing] [code] in Rust and
swap[ping] it in.. . . And then you say look, this provides the
same API. You didn’t even know.” If advocates can show their
managers and teammates that using Rust had no negative ef-
fect on the codebase, they may be less apprehensive about its
effect on productivity and timelines. Other participants recom-
mend using a prototype to show that Rust is worth adopting
(I = 4, S = 4). As I11 said, “We’re gonna do a prototype. If
doesn’t work we’ll just kill it”

Account for upfront costs. Another strategy suggested
by participants is to be clear about, and attempt to mediate,
upfront costs, including additional time to design for the own-
ership paradigm as well as challenges related to tooling and
dependencies (all discussed above). Participants suggest advo-
cates spend time significant time planning tooling (I = 4, S =
2). I14 specifically advised to “invest in your tooling upfront.
Everybody starts out with Cargo, and Cargo is wonderful for
what it does, but it has problems.” Due to the steep learning
curve, participants also suggest that advocates budget enough
time to get started (I = 3, S = 1). For example, I5 advised, “Fac-
tor in the learning curve and ramping up period that you’re
going to need to do. Because with initial adoption, you’re
probably not going to be able to hire like Rust programmers
. . . for a decent size project, and . . . it does take a long time
to kind of become productive in Rust, especially compared to
some other languages, but if you are expecting that then over
the long term you’re gonna get big advantages.”

Be helpful and have a good support system. Given the
steep learning curve, participants emphasize the need for ad-
vocates to be willing and able to help new developers (I = 4,
S = 2). They recommend the advocate themselves be a knowl-
edgeable Rust developer (I = 2, S = 8): S118 suggests “Make
yourself an expert (e.g., via personal projects and study) and
share your expertise generously. People will feel more com-
fortable with an unfamiliar language if they have a friendly,
helpful expert on their team. Finally, be patient. . . . Being
friendly, helpful, and humble usually works better than be-
ing pushy, righteous, and evangelical.” Similarly, S73 said,
“Make sure you are willing to mentor aggressively for a long
time.” Further, some participants suggest a formal support
system for teaching and mentoring new Rust developers (I
= 3, S = 3). I8 advised, “Try to just have some good support
for newer engineers.. . . If you do happen to have a couple
engineers who are more proficient in Rust and are willing to
help, . . . have those engineers help the newer ones.”

Be persistent but patient. Companies may not always buy
in to adopting Rust immediately. Some participants suggest
advocates for Rust be persistent (I = 1, S = 3). S84 suggested
adopters should “keep at it and try to get coworkers to pick
it up as well. Strength in numbers.” However, participants
also suggested advocates be patient (I = 3, S = 5) and not
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“expect [their employer] to agree to making any changes at
first.” Advocates need to “give Rust time and be patient, the
memory model and lack of OOP combine to make it difficult
for existing programmers to jump into.” This advice — which
ties into the steep learning curve and lack of language maturity
discussed in Section 7.2 above — aligns well with Haney et
al.’s finding that building relationships and trust helps with
the adoption of secure systems and technologies [17].

8 Discussion and recommendations

Our results demonstrate that there are drawbacks to adopting
Rust but, at least for our participants (many of whom are
Rust enthusiasts), the benefits appear to outweigh them. This
section summarizes what we can learn from Rust’s success
to date, and recommends steps toward improving adoption or
use of Rust itself, as well as other secure languages and tools.

Making secure tools and languages appealing. All but
one survey respondent said they would either probably or
definitely use Rust again in the future (S = 99%) and many
survey participants felt that their employer would likely use
Rust again (S = 88%). This mirrors the results of the Stack
Overflow Developer Survey, where Rust has been the “most
loved” language for the last five years in a row [46].

Our results shed some light on why this might be. We con-
firmed that to a large extent, Rust is perceived to meet its
motivating goals of security and performance. Further, Rust’s
tools provide high-quality feedback (e.g., error messages),
the language boasts good documentation, and it has an ac-
tive and helpful online community; all of these were deemed
important in prior studies of language adoption [25]. Good
documentation and a responsible and attentive community
are also known to be important for encouraging adoption of
secure APIs and programming patterns [1, 2].

Flatten the learning curve. Participants overwhelmingly
report that learning Rust had a positive effect on their devel-
opment skills in other languages, including by internalizing
memory safety-relevant concepts such as ownership and life-
times. Rust caused participants to shift their programming
mental models, which echoes prior work showing that “mind-
shifts are required when switching paradigms” [45].

Unfortunately, our participants also report that Rust can be
very difficult to learn (Section 6.2) precisely because of the
difficulty of adhering to these concepts (as enforced by Rust’s
ownership and lifetime rules). As observed with other security
tools, Rust’s learning curve may be turning some developers
and/or organizations away from using it [48].

Finding ways to flatten this curve could have a big impact.
For example, it may make sense to develop a version of Rust
that allows users to incrementally learn the difficult concepts
of ownership and borrow checking, rather than forcing them
on users all at once. We speculate that Go may be easier
to learn for developers given its garbage collected memory

model, which removes some of the burden of memory man-
agement from the developers. Could we create a version of
Rust with garbage collection as a learning tool?

Reduce the risk of investment. Several of the drawbacks
we identified interact in ways that may multiply the perception
of risk related to adoption. Much of the cost of adoption occurs
up front: the steep learning curve, the relative immaturity
of the ecosystem, the slower initial development time, and
the inherent challenge of making a large change. Benefits
accrue later: improvements in security-minded programming,
shorter debugging time and eventually shorter development
time overall, and enforced avoidance of key security problems,
since Rust is type- and memory-safe. The perceived difficulty
of hiring experienced Rust developers, as well as concerns
about longevity and future maintenance, may make these
future-term benefits seem too uncertain to be worth the risk.

Educators and security advocates who want to incentivize
secure programming languages should look for ways to im-
prove this calculus, perhaps by investing in a pipeline of
trained Rust developers (reducing learning curve and improv-
ing hiring prospects), by developing libraries to contribute
to the increasing stability of the ecosystem, or perhaps by
developing models and templates for common porting and
interoperability challenges. Our participants offer suggestions
for action within organizations, such as “starting small” to
demonstrate value, and implementing mentoring support for
transitioning to Rust. Security advocates could help, by creat-
ing and publishing detailed case studies that illuminate bene-
fits and costs of adopting secure tools in real systems, and by
creating and supporting mentoring networks for these tools.

Improve the culture around unsafe code. Rust’s mem-
ory safety-related security benefits come simply by virtue of
using the language, but only as long as unsafe blocks are used
correctly; the more often and more carelessly they are used,
the greater the risk of a security hole. Our participants report
that unsafe blocks in Rust code are being used frequently,
often with only rudimentary vetting processes; prior studies
have come to similar conclusions [3, 10]. While many par-
ticipants/companies do recognize the risks of unsafe code,
we encourage the adoption of more, and more formal, review
procedures to more thoroughly mitigate these risks.

Reaching non-enthusiasts. While our participants had a
variety of general- and Rust-specific development experience,
our sample overrepresents people who show active interest
in Rust (as indicated by their adoption efforts and/or mem-
bership in a community forum). Future work could explore
recruitment strategies to target developers who failed in their
adoption efforts and/or lost interest in Rust programming.
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9 Related work

Programming language adoption. Chen et al. [5] identi-
fied features relevant to a language’s adoption success, includ-
ing institutional support, technology support, and the ability
for users to add features. Meyerovich et al. [24] proposed a so-
ciological approach to understanding why some programming
languages succeed while others fail. In follow-on work includ-
ing both project analysis and surveys of developers, they find
that open-source libraries, existing code, and prior experience
strongly influence developers’ selection of languages, while
features like performance, reliability, and simple semantics do
not [25]. Further, they find that developers tend to prioritize
expressivity over correctness. Many of these findings align
with our results on the importance of the overall ecosystem to
language adoption.

Shrestha et al. [45] studied Stack Overflow questions to
understand when and why programmers have difficulty learn-
ing a new language, finding that interference from previous
languages was common, since programmers often attempt
to relate a new programming language to ones they know.
Our findings suggest that the significant departure from prior
experience contributes to Rust’s steep learning curve.

Secure tool adoption. Other researchers have investigated
factors affecting secure tool adoption by developers. Xiao
et al. [50] explored the social factors influencing secure tool
adoption, finding that company culture influences adoption
and use of security tools through encouragement or discour-
agement to try new tools and managerial intervention in the
security process. In follow-on work, researchers surveyed
developers about why they chose (not) to use security tools
and found that the biggest predictor of adoption was peers
demonstrating the use and benefits of the tool [49]. Haney et
al. [17] found that security advocates promoting tool adoption
must first establish trust by being truthful about risks. These
recommendations align with the suggestions our participants
offered to Rust advocates.

Other researchers have focused on the adoption of specific
tools. Sadowski et al. [44] focused on static analysis tools
by building Tricorder which integrates static analysis into
developer workflow. They found that developers were gener-
ally happy with the results from the static analysis tools and
the number of mistakes in the codebase reduced. Christakis
et al. [6] explored the factors and features that make a pro-
gram analyzer appealing to developers by interviewing and
surveying developers at Microsoft, finding that the biggest
pain-point in using a program analyzer is that the default
rules do not match developer wants and developers most want
security issues detected.

Real-world Rust usage. Evans et al. [10] studied Rust li-
braries and applications to uncover how unsafe blocks are
used in real-world scenarios and found that less than 30% of
Rust libraries contain unsafe blocks, but the most downloaded

libraries are more likely than average to use unsafe blocks.
Similarly, Astrauskas et al. [3] examine what they call the
Rust hypothesis: unsafe blocks should be used sparingly, easy
to review, and hidden behind a safe abstraction. They find
only partial adherence: a large portion of unsafe blocks relate
to interoperation, leaving the unsafe blocks publicly accessi-
ble and most unsafe blocks are used to call unsafe functions.
Qin et al. [41] explored how and why programmers use un-
safe blocks, along with the types of security and concurrency
bugs found in real Rust programs. They found a number of
memory safety issues, all involving the use of unsafe blocks.
We explore the use of unsafe blocks, along with mitigation
procedures, from the developer’s perspective.

Perhaps closest to our work are studies of Rust’s usability.
Luo et al. [42] developed an educational tool, RustViz, that
allows teachers to demonstrate ownership and borrowing by
visual example. Mindermann et al. [26] studied the usability
of Rust cryptography APIs in a controlled experiment, find-
ing that half of the major cryptography libraries in Rust focus
on usability and misuse avoidance. Zeng et al. [51] explored
Rust adoption by analyzing Reddit and Hacker News posts
relating to Rust, hypothesizing three main barriers to Rust’s
adoption: tooling which is not promoted by the language
developers, difficulty representing complex pointer aliasing
patterns, and the high cost of integrating Rust into an existing
language ecosystem or toolchain. Our interview and survey
study complements this work by asking developers to report
on their experiences, positive and negative, with more con-
sistency than can be observed via forum posts but without
direct access to specific challenges at the time they occurred.
Further, we explore both personal and organizational contexts.
Our findings are similarly complementary, identifying both
benefits and drawbacks to the tooling and situating the steep
learning curve within the eventual benefits.

10 Conclusion

Secure programming languages are designed to alleviate com-
mon vulnerabilities that are otherwise difficult to eliminate,
such as out-of-bound reads and writes or use-after-free errors.
However, these languages cannot provide any security guar-
antees if they are not adopted. To understand the benefits and
hindrances that influence adoption in practice, using Rust as
a case-study, we interviewed 16 professional, mostly senior,
software engineers who had adopted or tried to adopt Rust on
their teams and surveyed 178 members of the Rust developer
community. We asked about personal and professional expe-
riences with adopting and using Rust. Participants reported
a variety of benefits and drawbacks to adopting Rust, includ-
ing upfront costs like a steep learning curve and longer-term
benefits like shorter development cycles and improved mental
models of code security. Participants also discussed reasons
their employers were skeptical about Rust adoption, and sug-
gested strategies for championing adoption in the workplace.
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A Interview protocol

Most interviews were conducted by one interviewer; some
interviews were assisted by a second interviewer. The sec-
ond interviewer took notes and asked some additional and
follow-up questions. Each interview was audio recorded, with
permission.

Rust Background
• How did you initially learn about Rust?

• Why did you/your team/your company decide to adopt
Rust?

• Was it hard to convince the necessary people/groups
(bosses, team members, others?) at your company to use
Rust?

– What concerns did they have?

– What were they excited about?

• Have any attitudes/policies of (team members, manage-
ment) changed since you attempted this project in Rust?

– How so?

• Can you please describe at a high level the project you/y-
our team/your company are/is working on in Rust?

– Is the project currently ongoing?

* If yes, would you (briefly) characterize it as
going well? Why (not)?

* If no, did you finish it?

· If no, why do you think you weren’t able
to complete the project?

· If yes, do you consider the outcome a suc-
cess? Why (not)?

– Why did you pick this project to write in Rust?

• Can you tell me more about what happened when you
tried to adopt Rust?

– How long did it take you/did you spend trying/do
you think you’ll need to complete this project in
Rust?

– What went particularly well when adopting Rust
at your company/on your team?

– What went particularly poorly when adopting Rust
at your company/on your team?

– Did you receive positive feedback from adopting
Rust?

* From whom?

* What were they happy about?

– Did you receive negative feedback from adopting
Rust?

* From whom?

* What were they happy about?

– What would you do differently if you were to at-
tempt another project in Rust?

* Would you even try again at all?

• What would you tell someone in your position at a differ-
ent company that is also thinking about adopting Rust?

Experiences with Rust (Only ask if they are pro-
grammer/familiar with coding)

• Have you ever felt like there was a programming task or
something you wanted to program in Rust but could not
get it to work?

– What was it?

– What did you try in order to debug/fix this prob-
lem?

• Can you tell me how Rust specific things affect your
ability to fit a problem specification into a solution in
Rust?

– Ownership?

– Lifetimes?

• Can you tell me more about your process of going from
a problem specification to a solution in Rust?
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• Do you find it difficult to find a solution to a program-
ming problem in Rust?

– Why?

• How easy is it for you to find solutions to any problems
or errors you encounter while programming in Rust?

• What features do you like most about the Rust program-
ming language?

– Libraries/APIs?

– Online community?

• What features do you like least about the Rust program-
ming language?

– Libraries/APIs?

– Online community?

• In your opinion, what are the biggest strengths of Rust?

– Libraries/APIs?

– Online community?

• In your opinion, what are the biggest weaknesses of
Rust?

– Libraries/APIs?

– Online community?

• Have you ever used unsafe blocks in this project?

– Why did you use them?

– What solutions did you try before using the unsafe
blocks?

• Does this project code interoperate with any other code
from another language?

– What was hard about getting the code to interoper-
ate?

– What was easy about getting the code to interoper-
ate?

• Did you/the team port code from another programming
language to Rust for this project?

– What language did you port from?

– What was hard about porting your code to Rust?

– What was easy about porting your code to Rust?

– Did you feel like it was easier to write this code in
the original language or Rust?

B Survey

Technical Background
1. How long have you been programming? [Less than a

year, 1 - 5 years, 5 - 10 years, More than 10 years]

2. Are you currently employed in a software engineering
field? [Yes, Maybe, No]

3. Which of the following currently describe(s) what you
do for work? (Check all that apply) (Only show if
they answered yes or maybe to question 2) [Operating
systems programming, Embedded systems program-
ming, Firmware development, Web development,
Network programming, Databases programming,
Game development, Data science, DevOps, Desk-
top/GUI applications development, Library devel-
opment, Mobile application development, CS/Tech-
nical research, CS/Technical education, Other [text
box]]

4. Approximately how many employees work for your em-
ployer? (Only show if they answered yes or maybe to
question 2) [1 - 100, 100 - 999, 1000 or more]

5. Which of the following programming languages have
you been using for the last year (in a substantive manner),
and/or expect to use in the near term? (Check all that
apply) [Python, C++, Java, C, C#, PHP, R, Javascript,
Swift, Go, Haskell, Other (Please comma separate if
more than 1) [text box]]

6. Please rate your level of comfort and experience using
the following programming languages.

1 - I have never used the programming language.

2 - I have used the programming language sparingly (e.g.
modifications to others’ programs or small toy programs)

3 - I have written a few thousand lines of code in the
programming language.

4 - I am comfortable writing in it.

5 - I have programmed in this language a lot and know
it very well.

[Python, C++, Java, C, C#, PHP, R, Javascript, Swift,
Go, Haskell]

7. To what extent have you used the Rust programming
language? [I have used Rust for hobby projects, I
have used Rust in a class, I have maintained a body
of Rust code, I have been paid to write Rust code, I
have never used Rust]

8. What were the main reason(s) that you decided to learn
Rust? (Check all that apply) [Rust was assigned for
a class, Rust was assigned for a paid job, Curiosity
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about Rust, Rust was suggested by a friend, To learn
a marketable job skill, Other [text box]]

9. How long have you been programming in Rust? (Total
time which you have actively spent working on Rust
projects) [Less than a year, 1- 2 years, 2 - 5 years,
More than 5 years]

10. How many lines of code (LOC) do you estimate you
have written in Rust? [0 - 1000 LOC, 1000 - 10k LOC,
10k - 50k LOC, 50k - 100k LOC, More than 100k
LOC]

11. Which best describes your current use of Rust? [I am
currently using Rust for projects., I have used Rust
in the past for projects, but I am not using it cur-
rently., I am not currently using Rust for projects.]

12. If it were up to you to choose, how would you feel about
using Rust for future projects? [I would definitely want
to use Rust in the future., I probably want to use
Rust in the future., I probably do not want to use
Rust in the future., I definitely do not want to use
Rust in the future.]

13. Notwithstanding your general interest in using Rust in
the future, for which of the following tasks/application-
s/projects would you not choose Rust? (Check all that
apply) [GUI applications, Web applications, Mobile
applications, Writing compiler code, Writing graph-
ics code, Writing testing code, Other [text box]]

Learning and Using Rust

1. Which of the following describes the primary way(s) you
learned Rust? (Check all that apply) [Followed a Rust
tutorial, Worked through “The Rust Programming
Language” on-line text, Asked questions about Rust
through on-line forums, Asked questions about Rust
to coworkers/group-mates/friends, Studied Rust in a
class, Attended a Rust workshop/bootcamp, Wrote a
small Rust program from scratch, Ported some exist-
ing code to Rust, Other [text box]]

2. How easy or difficult did you find Rust to learn? [Very
difficult, Slightly difficult, Neither difficult nor easy,
Slightly easy, Very easy]

3. How long after learning and using Rust did it take before
you could quickly and easily write a program that com-
piled and ran (without frequently resorting to the use of
unsafe blocks)? [Less than 1 week, 1 week - 1 month,
1 month - 6 months, 6 months - 1 year, More than 1
year, I am not yet able to quickly and easily write a
program that compiles and runs.]

4. Approximately how long did it take for you to feel com-
fortable in Rust writing:

• A small program (Less than 10,000 lines of code)
[1 week, 1 week - 1 month, 1 month - 6 months,
6 months - 1 year, More than 1 year, N/A]

• A large program (More than 10,000 lines of code)
[1 week, 1 week - 1 month, 1 month - 6 months,
6 months - 1 year, More than 1 year, N/A]

• Library code [1 week, 1 week - 1 month, 1 month
- 6 months, 6 months - 1 year, More than 1 year,
N/A]

• An application [1 week, 1 week - 1 month, 1
month - 6 months, 6 months - 1 year, More than
1 year, N/A]

5. How would you rate the quality of available Rust doc-
umentation? [Very poor, Poor, Average, Good, Very
good, I don’t know]

6. How would you rate the quality of advice from the Rust
online community (For example: reddit, Stack Overflow,
etc)? [Very poor, Poor, Average, Good, Very good, I
don’t know]

7. To what extent do you agree with the following state-
ment: When I encounter a problem or error while work-
ing in Rust, I can easily find a solution to my problem?
[Strongly disagree, Disagree, Neither agree nor dis-
agree, Agree, Strongly agree, I don’t know]

8. Which of the following make(s) the process of find-
ing a solution to your problems or errors easy? (Check
all that apply) (Only show if the answer to 7 is agree
or strongly agree) [Availability of examples in of-
ficial documentation, Availability of examples on
Stack Overflow, Availability of examples on other
online tutorials, Availability of knowledgable team-
mate/friend, Availability of descriptive compiler/er-
ror messages, Strong understanding of the language,
Other [text box]]

9. Which of the following make(s) the process of finding a
solution to your problems or errors difficult? (Check all
that apply) (Only show if the answer to 7 is disagree or
strongly disagree) [Lack of examples in official doc-
umentation, Lack of examples on Stack Overflow,
Lack of examples on other online tutorials, Lack
of knowledgable teammate/friend, Lack of descrip-
tive compiler/error messages, Lack of strong under-
standing of the language, Other [text box]]

Using Rust for Work
1. Are you, personally, currently writing Rust code for

work? [Yes, No]
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2. Which of the following most accurately describes how
you are writing Rust code for work? (Only show if the
answer to 1 is yes) [I am writing Rust code as part of
a company or large organization., I am writing Rust
code as part of a freelance assignment.]

3. Have you or anyone on your team tried to get Rust
adopted at your employer? (Only show if the answer
to 1 is no) [Yes, No]

4. What were the major reasons your employer stated for
deciding against using Rust? (Check all that apply)
(Only show if the answer to 3 is yes) [Insufficient secu-
rity, Inadequate performance, Lack of interoperabil-
ity with existing codebase, Difficulty of maintainabil-
ity, Lack of compatibility with development ecosys-
tem, Difficulty of learning the language, Potential
reduction in productivity of developers, Unfamiliar-
ity with the language, Inability to hire Rust develop-
ers, Lack of trust in Rust toolbase, Concern about
the long-term development and support of the lan-
guage, Time pressure to deliver a product, Not want-
ing another new language at the company, Other
[text box]]

5. Did anyone at your employer/on your team have appre-
hensions about using Rust? (Only show if the answer
to 2 is I am writing code as part of a company or large
organization) [Yes, No]

6. What were the major apprehensions of your employ-
er/teammate(s) about using Rust? (Check all that ap-
ply) (Only show if the answer to 5 is yes) [Insufficient
security, Inadequate performance, Lack of interop-
erability with existing codebase, Difficulty of main-
tainability, Lack of compatibility with development
ecosystem, Difficulty of learning the language, Poten-
tial reduction in productivity of developers, Unfamil-
iarity with the language, Inability to hire Rust devel-
opers, Lack of trust in Rust toolbase, Concern about
the long-term development and support of the lan-
guage, Time pressure to deliver a product, Not want-
ing another new language at the company, Other
[text box]]

7. Other than Rust, what language(s) do you primarily use
at your employer (in terms of largest number of projects
and/or lines of code)? (Check all that apply) (Only show
if the answer to 2 is I am writing code as part of a com-
pany or large organization [Python, C++, Java, C, C#,
PHP, R, Javascript, Swift, Go, Haskell, Other [text
box]]

8. What language(s) do you primarily use at your employer
(in terms of largest number of projects and/or lines of
code)? (Check all that apply) (Only show if the answer

to 1 is no and 3 is yes [Python, C++, Java, C, C#, PHP,
R, Javascript, Swift, Go, Haskell, Other [text box]]

9. What are the primary conditions under which you have
developed using Rust at your employer? (Only show if
the answer to 2 is I am writing code as part of a company
or large organization) [Developing alone, Developing
in teams of 2 - 5 people, Developing in teams of more
than 5 people]

10. Approximately how much legacy code at your em-
ployer was written in another language? (Only show
if the answer to 2 is I am writing code as part of a
company or large organization) [Less than 100,000
lines of code, 100,000 - 1,000,000 lines of code,
1,000,001 - 500,000,000 lines of code, 500,000,001 -
1,000,000,000 lines of code, More than 1,000,000,000
lines of code]

11. Which best describes your employer’s future use of Rust
after the completion of current project(s), if any? (Only
show if the answer to 2 is I am writing code as part of a
company or large organization) [I am certain that my
employer will use Rust again in the future., I think
my employer will use Rust again in the future., I do
not think my employer will use Rust again in the
future., am certain my employer will not use Rust
again in the future.]

12. What one piece of advice would you give to someone
who is just starting out in writing Rust at an employer
similar to yours? (Only show if the answer to 2 is I am
writing code as part of a company or large organization)
[text box]

13. What one piece of advice would you give to someone
who is trying to get Rust adopted at an employer similar
to yours? (Only show if the answer to 3 is yes) [text box]

Comparing Rust to Other Languages

1. The next set of questions will ask you to compare your
opinions about and experiences with Rust to those of
another language. This language should be among those
you are most comfortable programming in; it can be
your favorite, or perhaps the one you are using most right
now. Please choose it from the list below. [Python, C++,
Java, C, C#, PHP, R, Javascript, Swift, Go, Haskell,
N/A (Rust is the only language I program in), Other
[text box]]

2. How would you rate the quality of Rust debugging
tools compared to [chosen language]? [Very poor, Poor,
Average, Good, Very good]
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3. How would you rate the quality of Rust testing tools
compared to [chosen language]? [Very poor, Poor, Av-
erage, Good, Very good]

4. How would you rate the quality of Rust compiler and
run-time error messages compared to [chosen lan-
guage]? [Very poor, Poor, Average, Good, Very good]

5. To what extent do you agree with the following state-
ment: I can more quickly design and fully implement
code in Rust (well-tested, few if any bugs) than in [cho-
sen language]? [Strongly disagree, Slightly disagree,
Neither agree nor disagree, Slightly agree, Strongly
agree]

6. To what extent do you agree with the following state-
ment: I find it more difficult to prototype in Rust (i.e.,
get the basic working, but there may be bugs and miss-
ing corner cases) than in [chosen language]? [Strongly
disagree, Slightly disagree, Neither agree nor disagree,
Slightly agree, Strongly agree]

7. To what extent do you agree with the following state-
ment: I spend more time getting my Rust code to com-
pile than code in [chosen language]? [Strongly disagree,
Slightly disagree, Neither agree nor disagree, Slightly
agree, Strongly agree]

8. To what extent do you agree with the following state-
ment: Once I get it to compile. I spend less time debug-
ging my Rust code than code in [chosen language]?
[Strongly disagree, Slightly disagree, Neither agree
nor disagree, Slightly agree, Strongly agree]

9. To what extent do you agree with the following
statement: Rust code is more difficult to main-
tain than code in [chosen language]? [Strongly dis-
agree, Slightly disagree, Neither agree nor disagree,
Slightly agree, Strongly agree]

10. To what extent do you agree with the following state-
ment: Rust makes me more confident that my pro-
duction code is bug-free than programming in [cho-
sen language]? [Strongly disagree, Slightly disagree,
Neither agree nor disagree, Slightly agree, Strongly
agree]

11. To what extent do you agree with the following state-
ment: Rust reduces the amount of time from the start
of a project to shipping the project compared to [cho-
sen language]? [Strongly disagree, Slightly disagree,
Neither agree nor disagree, Slightly agree, Strongly
agree]

Rust Language/Ecosystem
1. Recall recent experiences developing with Rust. What

are some things about Rust - both language and ecosys-
tem - that you liked? (Check all that apply) [Traits,
Slices, Enums, Memory safety, Concurrency safety,
Immutability by default, Pattern matching, No null
pointers, Closures, Generics, Ownership, Lifetimes,
Performance, Crates ecosystem, Lack of garbage col-
lection, Other [text box]]

2. Recall recent experiences developing with Rust. What
are some things about Rust - both language and ecosys-
tem - that you disliked? (Check all that apply) [Depen-
dency bloat, Lack of available libraries, Long build
time, Code size, Prototyping in Rust, Missing fea-
tures (Please elaborate below) [text box], Other [text
box]]

3. Which of the following describes your use of unsafe
blocks/code while programming in Rust? (Check all
that apply) [I have used unsafe code for foreign func-
tion interface (FFI) code., I have used unsafe code to
enhance the performance of my code., I have used
unsafe code for kernel-level/low-level interaction., I
have used unsafe code for hardware interaction., I
have used unsafe code to allow for memory man-
agement., I have used unsafe code in another way.
(Please elaborate below) [text box], I have never used
unsafe code.]

4. Does your employer/team/do you have a system for the
review and use of unsafe blocks? (Only show if the an-
swer to 3 is not I have never used unsafe blocks) [Yes
[text box], No]

5. To what extent has Rust positively affected how you
program in [chosen language]? [No effect at all, Minor
effect, Some effect, Moderate effect, Major effect]

6. How has Rust affected how you work in [chosen lan-
guage]? (Check all that apply) (Only show if the an-
swer to 5 is not no effect at all) [Made me think about
ownership, Made me think about aliasing, Made me
think about memory lifetimes, Made me think about
data structure organization, Made me think about
the use of generics, Made me think about the use
of immutability, Made me think about iteration pat-
terns within my code, Other [text box]]

Porting and Interoperating with Legacy Code
1. Have you ever tried to port code from another language

into Rust? [Yes, No]

2. What language(s) have you ported from? (Check all
that apply) (Only show if they answered yes or maybe
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to question 2) [Python, C++, Java, C, C#, PHP, R,
Javascript, Swift, Go, Haskell, Other [text box]]

3. How easy or difficult was it to port code from[chosen
language] to Rust? [Extremely easy, Somewhat easy,
Neither easy nor difficult, Somewhat difficult, Ex-
tremely difficult]

4. Have you ever written Rust code intended to interoperate
with code in another programming language? [Yes, No]

5. What language(s) have you tried to interoperate with?
(Check all that apply) (Only show if they answered yes
or maybe to question 4) [C, C++, Other [text box]]

6. How easy or difficult was it to achieve the interoperation
between [chosen language] and Rust? [Extremely easy,
Somewhat easy, Neither easy nor difficult, Some-
what difficult, Extremely difficult]

Background of Participants
1. Please select your gender: [Male, Female, Non-binary,

Other [text box], Prefer not to answer]

2. Please select your age: [18 - 29, 30 - 39, 40 - 49, 50 - 59,
60 - 69, Over 70, Prefer not to answer]

3. Please select your highest completed education level:
[Some high school, High school diploma/GED, Some
college, Bachelor’s degree, Master’s degree, PhD]

C Demographic tables

ID Title Company Size
(# employees)

I1 aid in Rust adoption ≥ 1000
I2 group director 100 - 999
I3 software engineer ≥ 1000
I4 software engineer ≥ 1000
I5 senior engineer 100-999
I6 principal software engineer ≥ 1000
I7 system engineer ≥ 1000
I8 software engineer ≥ 1000
I9 co-founder and CTO < 100
I10 instrumentation engineer 100 - 999
I11 engineering manager ≥ 1000
I12 research software engineer 100 - 999
I13 research software engineer 100 - 999
I14 software engineer ≥ 1000
I15 principal engineer < 100
I16 software engineer ≥ 1000

Table 1: Interviewee demographics.

Area # of participants (%)

Web development 73 (54%)
Library development 51 (38%)
Network programming 44 (32%)
DevOps 33 (24%)
Databases programming 28 (21%)
Data science 27 (20%)
Embedded systems programming 27 (20%)
Desktop/GUI apps development 26 (19%)
OS programming 25 (18%)
Other 24 (18%)
Mobile application development 19 (14%)
Firmware development 16 (12%)
CS/Technical research 14 (10%)
Game development 9 (7%)
CS/Technical education 7 (5%)

Table 2: Survey participants who worked in each area of
software development. Multiple selection was allowed.
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Abstract
We conducted an ethnographic study of a software devel-

opment company to explore if and how a development team
adopts security practices into the development lifecycle. A
PhD student in computer science with prior training in qual-
itative research methods was embedded in the company for
eight months. The researcher joined the company as a soft-
ware engineer and participated in all development activities
as a new hire would, while also making observations on the
development practices. During the fieldwork, we observed a
positive shift in the development team’s practices regarding
secure development. Our analysis of data indicates that the
shift can be attributed to enabling all software engineers to
see how security knowledge could be applied to the specific
software products they worked on. We also observed that
by working with other developers to apply security knowl-
edge under the concrete context where the software products
were built, developers who possessed security expertise and
wanted to push for more secure development practices (secu-
rity advocates) could be effective in achieving this goal. Our
data point to an interactive learning process where software
engineers in a development team acquire knowledge, apply
it in practice, and contribute to the team, leading to the cre-
ation of a set of preferred practices, or “culture” of the team.
This learning process can be understood through the lens of
the situated learning framework, where it is recognized that
knowledge transfer happens within a community of practice,
and applying the knowledge is the key in individuals (soft-
ware engineers) acquiring it and the community (development
team) embodying such knowledge in its practice. Our data
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show that enabling a situated learning environment for se-
curity gives rise to security-aware software engineers. We
discuss the roles of management and security advocates in
driving the learning process to start a security culture in a
software company.

1 Introduction

A wide range of research has addressed how to best estab-
lish secure development practices within a software devel-
opment team/company. The standard approach is to use a
secure development model to formulate a suitable secure soft-
ware development lifecycle (S-SDLC) [10,19,36,43]. Despite
the success of S-SDLC in its originating company [19], suc-
cessful establishment of secure development practices has
remained more difficult for the software industry at large. In
general, some companies are unwilling to place code security
on a level playing field with business considerations such as
time-to-market of the product. There are also companies that
make an effort to deliver secure code through the adoption of
secure development life cycles but have not been able to do
so effectively. Reasons for such failures have been posited as
lack of security knowledge in developers, lack of available
resources, lack of usable security, improper use of security
APIs, and so on [1, 12, 33, 35]. Use of security tools is of-
ten suggested as a way to help alleviate such problems by
catching developer mistakes before they land in the product.
However the adoption of security tools into development itself
can remain an issue [34]. Some studies allude to the notion
of security mindset or security culture within the company
as the influential factor in driving these secure development
practices [5, 17, 42]. But what is a security culture? What
are the benefits it provides and how can a company start to
develop such a culture?

We conducted an extensive ethnographic study in a soft-
ware company in order to understand how and why secure
coding practices are (or are not) integrated into software de-
velopment processes. We embedded a computer science PhD
student with training in qualitative methods as part of the
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company’s software development team. Approximately two
months prior to the researcher joining, the company had initi-
ated the process of implementing a secure development life-
cycle, with upper-management declaring that security should
receive greater consideration. This new emphasis on security
provided us an opportune moment to conduct research into
whether and how such push for security may result in concrete
positive changes in the development processes. Our research
was helped by the company empowering a recently hired soft-
ware engineer who was also trained in security, to push for
secure development practices within the development team.
The main contributions of our work are as follows.

1. We identify an important factor in establishing secure de-
velopment practices in a software company – the role of
situated learning [20] that forms an integral part of soft-
ware engineers’ work. Rather than assuming structured
processes on their own can solve security problems, we
examine the context for learning about security within
the development environment and analyze how it shapes
the workflows followed by individual software engineers.
Our analysis of data shows that what was driving the
positive shift in the development team’s security aware-
ness can be explained by the learning dynamics existent
therein, in particular the software engineers being able
to identify the applicability of the security knowledge
within the context of the everyday work they perform.
The situated learning dynamics could drive the team
into a set of agreed-upon knowledge and the associated
practices, becoming the “preferred practices” for dealing
with specific security concerns. We hence identify a way
to start a secure coding culture in a development team.

2. Our data also indicate that the presence of a security
expert working within the development team is instru-
mental in driving the situated learning cycle for security.
It appears that when such security experts are part of the
development team, and their actions foster the learning
process, the adoption of secure coding practices become
more readily accepted by the team. In particular, we find
it important that security knowledge be offered within
the context of the team’s concrete work.

2 Fieldwork

Our fieldwork was conducted at a software development com-
pany headquartered in the United States with offices through-
out the world. The researcher was embedded in a development
team responsible for two security-related products developed
by the company, referred to as P1 and P2 in this paper. Due
to the ongoing COVID-19 pandemic, the mode of work var-
ied between work-from-home and on-premise. The company
followed local government guidelines; mandated work-from-
home when stay-at-home order was in effect, and provided

the flexibility of either work-from-home or on-premise other-
wise. For on-premise work, the company followed all safety
precautions by reorganizing the office setup to socially dis-
tance cubicles and providing masks and hand sanitizers. All
meetings were held through video conferencing even when
on premise. The advantages of being on premise were ease of
access to the test environment and ability to start impromptu
discussions and meetings when necessary.

2.1 The Development Team
The main participants were five software engineers (SWEs)
in the development team, two network engineers, two support
engineers, two sales/customer relations representatives, one
quality assurance engineer (QAE), one graphic designer, and
one vice president (VP), who also oversaw the management of
the two products. All SWEs had at least 1.5 years’ experience
within the company, with two having more than five years’
experience. The QAE joined during the fieldwork.

2.2 Research Methodology
We employed the qualitative research method of participant
observation [7, 29]. In this method, the researcher spends an
extended amount of time in the field taking part in day to day
activities and practices. This method allows researchers to
obtain in-depth understanding of practices such as software
development that take place over long periods of time.

The participant observer in this research was a computer
science PhD student with prior training in qualitative research
methods as well as ample industry experience. This experi-
ence allowed the researcher to integrate quickly into the daily
work. The researcher spent three days per week at the com-
pany for a duration of eight months. Although the researcher’s
background was in security, the researcher was not limited to
security-related tasks and participated in all activities a regular
SWE at the company would, such as sprint planning, scrum
meetings, bug fixes, feature design/implementation/testing,
and code reviews.

Our data analysis utilized the general inductive ap-
proach [30], augmented by specific techniques for qualitative
data analysis such as analytic notes and comparative analy-
sis [6]. The researcher maintained descriptive field notes on
daily activities and interactions. After three months of data
collection, the research team met weekly to reflect on the
observations made so far. The team went over the events of
the past week and discussed the events concerning software
development practices, security practices, and the relevant
interactions. For the security incidents encountered, we sep-
arately kept track of the process of identification, technical
details of the issue, and the progress made towards mitigating
them. The researcher coded the raw field data based on the
patterns and themes that emerged during these discussions.
Any unanswered questions and/or missing information during
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these discussions then guided the future observations in the
field. The weekly iteration of data collections followed by
in-depth discussions led to the refinement of the emerging
categories used for coding (see Appendix for the final set of
codes used in our research). Then, as broader themes were
conceptualized, the researcher started to write analytic notes
summarizing each theme and documenting ideas and analysis
of each along with supporting data from exploration of code,
tickets, and other relevant sources in addition to the raw field-
work data. Multiple themes emerged and evolved throughout
this process. After the end of the fieldwork, the research team
continued further analysis of data through extensive discus-
sions to draw out the major implications of our observations
to secure software development practices.

The study was reviewed and approved by the Institutional
Review Board (IRB). The researcher explained the study goals
to participants and obtained verbal informed consent from
them. Field notes were anonymized, as well as discussions
during weekly research meetings.

3 Software Development Processes and Chal-
lenges Facing Secure Development

Approximately two months prior to the researcher joining the
development team, management instructed the team to em-
ploy secure software development lifecycle (S-SDLC). This
provided an invaluable opportunity for the research team to
examine whether and how secure development practices can
take hold in a software development team when there is buy-
in from the top. In this section, we describe our observations
of the company’s overall software development processes and
challenges facing secure development throughout our field-
work. In section 4 we focus our discussion on observations
and analysis of the shift in the development processes as a
result of the management push for S-SDLC.

The company adopted a sprint-based agile development
model. An issue-tracking tool was used for planning and
tracking the development progress throughout a sprint. We
describe this process below.

3.1 Sprint Planning
Everyone in the team was free to create a ticket for any work
that was not already tracked and would be added to the back-
log queue. However, only the lead SWEs could approve the
ticket for development. In addition, the VP and customer fac-
ing specialists could add feature tickets based on company
vision and customer requests/feedback. Each week the VP
and the lead sales representative, along with the lead SWEs
had a prioritization meeting where the new tickets were dis-
cussed, approved/rejected for future development, with the
approved tickets ranked based on priority. For each sprint, the
SWEs and QAE conducted a sprint planning meeting where
the highest priority tickets from the backlog were discussed

and assigned story points representing the estimated complex-
ity/amount of work. Story points for each ticket were agreed
upon by the whole team using SCRUM poker [41], where
each SWE and QAE anonymously assigned story points based
on their understanding of the required work. When the as-
signed scores varied widely, a discussion was held to allow
each SWE/QAE to explain the reasoning for their scores and
SCRUM poker was re-done, until everyone converged on a
common score. A total of 60-70 story points were targeted for
each sprint, which allowed for a small number of additional
high-priority tickets or unforeseen issues to be included in the
sprint at a later time.

3.2 Development Workflow
A short 20-30 minute scrum meeting was held every morning
to provide brief updates on the progress from the previous day,
any issues/roadblocks encountered, and goals for the current
day. The meeting was led by the lead SWE and included all
SWEs, the QAE, the graphic designer, and the VP. Additional
meetings were called by individuals as required to discuss
ticket requirements, design issues, knowledge transfer for
codebase, or testing strategies. We next discuss the stages of
development and the challenges facing secure development
in the context of each stage.

3.2.1 Design

A high-level design discussion was held during the sprint
planning. For simple tickets, the SWE assigned took the re-
sponsibility of finalizing the design. For more complex tickets,
discussions were held with the appropriate team members.
In some cases, a wiki page with suggested alternatives was
requested before such discussions.

Including security as a part of the design consideration
presented the following challenges.

Challenges regarding security knowledge of SWEs. Dur-
ing the design stage the main focus was to achieve functional
correctness and performance considerations when applicable.
When the features dealt with sensitive information, security
became a necessity. Yet, secure design practices were not
always the focus and instead assumed protection through “se-
curity functions” such as authentication and authorization. For
example, one SWE when asked if the input attributes should
be validated:

“I’m not sure I’d worry too much about that. This
form is authorized for admin only, so customers
won’t be changing this attribute themselves. Trying
to validate that they’ve provided a valid <redacted>
attribute feels kind of complicated. . . ”

Secure design must determine relevant threats (through
threat modeling) and consider all aspects of the software, but
it is a tall order to require all SWEs to have such knowledge
and skills.
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Challenges in understanding contextual knowledge by
a security expert. One of the software engineers in the team
had a significant background in security (called SecSWE here-
after). He was able to identify the relevant security risks and
propose secure design solutions. However, although he had
been working with the team for more than 1.5 years, the
knowledge of the minutiae of how the product operated was
lacking and the proposed solutions were not always directly
applicable for the product at hand. Since there was no one-
size-fits-all solution to security problems, secure design re-
quired in-depth knowledge of both security and the product.

3.2.2 Implementation

SWEs picked up tickets from the sprint plan to implement.
Again, the first priority of SWEs was to implement the func-
tional requirements of the tickets. We observed the following
secure development challenges in this stage.

Challenges regarding security knowledge in SWEs.
Even with security considerations in the design phase, the
actual implementation of code could expose vulnerabilities
if the SWE was not capable of defensive programming and
unaware of secure development practices. The main challenge
is that the SWE needs to be able to identify the potential secu-
rity risks in the code that he/she is writing. Other factors such
as reliance on frameworks, or incorrect use of frameworks or
APIs can also lead to insecure implementation. Such lack of
knowledge in SWEs cannot be simply compensated by the
presence of a security expert in the team. Usually in such
cases the identification of security issues shifts further down
the development process during code analysis or security test-
ing and presents additional challenges – the issue might be
missed altogether, fixing the security could require significant
code changes or even design changes, or there might not be
enough time in the sprint to fix the issues which might lead to
the ticket being excluded from the sprint.

Challenges in applying security knowledge in practice.
In certain cases SWEs were able to identify potential security
risks and also had the necessary knowledge to resolve them,
but chose not to do so. We concluded this based on our data
where we observed that during discussions regarding security
issues, often times some SWEs were able to propose the
solutions, but did not apply them in practice. This could be
attributed to multiple reasons such as lack of time, reliance on
security functions (such as authentication and authorization),
or security of code considered “invisible” to the customer
compared to the feature itself.

3.2.3 Continuous Integrations/Code Analysis

Once the implementation was complete, the source code was
pushed to the remote repository where automated builds were
carried out by the continuous integration (CI) pipelines. These
pipelines executed unit/integration tests and code analysis

tools such as SonarQube [37] (later Black Duck [44]) on the
feature branch.

Challenges on fully utilizing available tools. We found
that the available tools were not utilized to their full capabili-
ties. SonarQube was not maintained and mostly only relied
upon for simply lint and code quality checks. The team was
asked to set up Black Duck, a tool that analyzes the use of
third-party open-source libraries in the codebase and provides
information on licenses and known security vulnerabilities,
into the CI pipeline as a part of the secure development effort.
During discussions on the initial results of the scan, one SWE
remarked: “We use quite a few out-dated packages. I would
be surprised if this tool didn’t report any issues.” Black Duck
was setup on management’s request, and the scans were ini-
tially enabled by default in the CI pipeline. But the resulting
build failures in the Black Duck stage prevented SWEs from
merging in code. The tool was then disabled by default and a
separate ticket was filed to track and address the vulnerabili-
ties discovered.

3.2.4 Developer Testing

Before a ticket was assigned for code review, SWEs made
sure that all automated tests were passing, deployed the up-
dated product on a test environment, and performed their own
testing. These tests were usually targeted towards functional-
ity rather than security. Once functionality was verified, the
ticket was updated with the steps to replicate the test plan and
assigned for code review with the creation of a pull request.

3.2.5 Code Review

Two SWEs were assigned for code review. Usually one SWE
provided thorough review while the other would just sanity-
check the code. Depending on the complexity of the feature,
the reviewers may perform quick functionality tests on top
of going through the code changes. Any missing pieces, mis-
takes, inconsistency or departure from existing best practices
in the coding pattern were set up as tasks to be addressed
before the ticket was marked as “done.” We observed the
following challenges in this stage.

Challenges in consistently performing code review. Oc-
casionally, when the changes were required urgently, code
review was essentially skipped with the SWE just describing
the changes made to others and asking if anyone objected to
the approach. This could lead to potentially identifiable issues
propagating to the production code base.

Challenges in thoroughly performing security review.
Although SWEs provided good feedback during code review,
the suggested changes were based on internal best practices
and patterns followed in other similar modules in the product.
However, a thorough security code review requires more in-
depth security knowledge and experience which was lacking
in the SWEs. SecSWE however was able to provide specific
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security-related feedback. A potential API misuse of a crypto-
library (bouncycastle [39]) was identified by SecSWE during
code review. While addressing this comment, it was discov-
ered that the API misuse could have caused memory leaks
leading to out of memory conditions.

3.2.6 Post Development Testing

The QAE, who was hired during our fieldwork, prepared thor-
ough test plans for each ticket in the sprint and carried them
out on the test build. We observed the following challenges at
this stage.

Challenges in acquiring contextual knowledge by QAE.
Although the QAE had years of prior experience, he was new
to the team and the products, and hence required assistance to
set up test environments and understand the specifics of the
product before he could create strategic test plans. The QAE
also had a security background and showed interest to learn
and practice security-oriented testing along with SecSWE.
But he expressed lack of time and in-depth knowledge about
the product as reasons not to do so at that time.

3.3 Product Release

At the end of a sprint, a build of the product including all
implementations in the sprint was deployed within the com-
pany for up to a week; then release notes were written and the
product was released. The customers were required to opt-in
for the updates, after which the support team executed the
remote update procedures.

4 A Shift in Secure Development Practice

Shortly after the researcher joined, one SWE from each prod-
uct team was assigned to be a member of a “virtual” appli-
cation security engineering team and tasked to help drive
security improvements for the product. This was part of the
secure software development lifecycle (S-SDLC) effort that
was kicked off before we joined. The designated SWE per-
formed security-related tasks in addition to the normal sprint
work. SecSWE was assigned this role for his team.

4.1 Little Impact at First

During the first three months of the fieldwork, the only
security-related work fell into two new categories of tickets
created as part of the S-SDLC efforts.

• CSF tickets: security-related tasks guided by the NIST
Cybersecurity Framework (CSF) [38].

• ASVS tickets: compliance with OWASP Application Se-
curity Verification Standard (ASVS) framework [40], for
web facing application components.

These tickets were not included in the sprint plan. SecSWE
and another developer (SWE1) were tasked to work on these
tickets alongside the sprint work. Both SecSWE and SWE1
worked on these tickets individually, and the only updates
about this work was provided briefly during morning scrum.
These tickets were referred to as “burning cycles” and often
the updates on these efforts carried little information:

• “I knocked off a couple of CSF tickets.”
• “I talked with <management personnel> about some

CSF work and what is expected.”
• “I will be catching up on some neglected CSF work and

write up some wikis.”
• “My changes are in PR. I will next work on ASVS tickets

while I wait for reviews.”
• “I am working on a P2 ticket and also doing some ASVS

audits.”

When talking to SecSWE on how the security work is
going, he remarked:

“I don’t know. It takes a lot of work for this ASVS
stuff, looking at all the code, testing, researching... I
feel like we are putting all of this effort and time on
this but nothing is being done about it you know.”

Although significant effort was put on resolving the CSF
and ASVS tickets, we did not observe any impact on the
development workflow as a whole.

4.2 Making Progress

During the third month of the fieldwork, SecSWE started
to work on threat models for both products. He first shared
the initial threat model for P1 with the team for feedback
which garnered greater visibility on the security work in the
development team as a whole and initiated discussions on the
communication patterns between the different microservices
in the product. SecSWE also documented the security issues
in order to facilitate the pending discussions for the threat
modeling work.

Prior to the threat modeling work, two security tickets had
also been logged: 1) The researcher discovered that the same
key pair was reused for all customers when P1 was setup
as a high availability (HA) pair. 2) On further investigation,
SecSWE discovered another instance of key reuse problem
in establishing connections to the cloud server. The threat
modeling work also initiated discussions and feedback from
other SWEs concerning these issues.

Another key mismanagement issue was discovered where
a private key was exposed in a publicly accessible server.
The initial response from other SWEs was that this server,
while Internet facing, was not advertised to the public as it
was mainly used to distribute software updates. Discussions
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on the potential misuse cases of this issue in particular gar-
nered positive interest in security work with the lead SWE
remarking: “I am excited about the work SecSWE is doing.”

Security Scrum Poker. With several security tickets
logged, SecSWE suggested to have a meeting specifically
to discuss these tickets before the next sprint. Prior to the
meeting, everyone was asked to review the tickets and corre-
sponding wiki pages for discussion. SecSWE also introduced
the DREAD risk assessment scheme [21] and the security
scrum poker (akin to scrum poker) in order to assess the es-
timated risk of the discovered vulnerabilities. The goal was
for the entire team to converge on a risk score for each ticket,
discuss the rationale behind the scores in case of mismatch to
clarify everyone’s understanding of the issue, and ultimately
use the risk scores to prioritize the security tickets.

4.2.1 Putting Security into Development Context Made
Security into Development Practice

Three security scrum pokers were held during the fieldwork.
In the first meeting, two SWEs tended to score lower than
the others. As with scrum poker, in case of mismatch the
SWEs were asked to explain the rationale behind their scores.
This brought forward any misunderstanding of the discussed
issue and allowed the group to clarify them. After a couple of
iterations, one of the SWEs kept having varying scores and
tried to move on to another ticket by agreeing with the others’
scores but the lead SWE remarked: “You cannot just do that.
Either you have to defend the score or tell us why you changed
your mind.” The whole team agreed that the meeting was very
fruitful in clarifying their understanding of the issues and/or
the proposed solutions with the SWEs remarking:

• “That was more productive than I expected.”
• “I really liked this session and the discussions cleared

things up. I am excited to see where this effort leads.”

These discussions led to contextual analysis of the discov-
ered issues (what is the risk in the system?). They helped
uncover root causes of existing issues and bring forward
discussion on potential solutions, trade-offs for alternatives,
and potential road-blocks in implementing them. Importantly,
these discussions were useful to SecSWE as well.

The discussions between SecSWE and the lead SWE led
to the understanding of how and why the private key ended
up in the public-facing server in the first place – it turned
out that previously P1 was distributed to the customers using
Preboot Execution Environment (PXE) boot over the network.
Although this method had not been used for several years, it
was still used internally to quickly deploy test environments.
As setting up internal test environments did not require the
PXE boot kickstarter script to be on a public facing server, it
was subsequently moved to an internal server during the field-
work. This task required collaboration between SecSWE, lead
SWEs, as well as the networking engineers to implement, test,

and deploy. For the cases of reused keys, short-term solutions
of limiting users to only required commands while restricting
shell access altogether were proposed. A longer-term goal
to set up a per-deployment key management and distribution
mechanism was also discussed. During the fieldwork only the
task to research the approach was created.

After the first security scrum poker, SecSWE asked oth-
ers to also report any security issues they found. During the
course of the fieldwork 15 security tickets were created that
were not related to ASVS or CSF. The following are the cate-
gories of vulnerabilities discovered during the fieldwork.

• Mismanagement of cryptographic keys and certificates.
• Lack of access control to remote assets
• Improper handling of passwords
• Unencrypted application update channel
• Remote code execution
• Cross-site scripting (XSS)
• Privilege escalation
• SQL and command injection
• Misconfigured SAML (Security Assertion Markup Language)

authentication

These issues were discussed in at least one security scrum
poker meeting. SecSWE and the researcher also developed
proof-of-concept (PoC) attacks for application-level vulnera-
bilities such as remote code execution, XSS, Privilege esca-
lation, and SQL and command injection which helped drive
further discussions. Out of the 15 security tickets identified,
8 were approved for development after going through both
the security scrum poker and the prioritization stages. Six of
the approved tickets were included in a sprint plan. The re-
searcher asked for SecSWE’s opinion on the increased focus
on security. The response was:

“I am surprised by the increased focus on security
as well. They were not at all interested in these stuff
before. . . I had already reported some of these is-
sues before, although I didn’t have time to make
PoCs for it. But it’s good that we have some atten-
tion now.”

4.3 Challenges in Security Ticket Prioritiza-
tion

Although work was done to identify security issues, getting
them prioritized for development still presented challenges.

Security tickets were not considered “real.” Purely ad-
dressing existing security issues or improving security in
existing code/infrastructure was not considered as “real.” In
one sprint planning meeting after a few security tickets were
discussed and included in the sprint, the lead SWE remarked:

“Okay now let’s include some real tickets in here as well.” The
basis for this point of view seemed to be that security im-
provements made to existing features or to the infrastructure
were not visible to the customers.
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Security tickets had higher story points. Many security
tickets were voted to have high story points and hence would
not leave room to include other feature-driven tickets. The
reasons for higher scores include:

• Technical challenges: Security tickets required more re-
search and experimentation to figure out the most suit-
able solution for the product.

• Dependencies: Fixing existing security issues required
identifying all use cases of the vulnerable feature and the
impacts of the changes on the product. Finding depen-
dencies itself was time consuming as documentations
may be outdated, and additional developer and QAE
testing would be needed.

• Implied changes in processes: SWE/support/QAE may
be relying on the vulnerable features and may not want
to change. SWE may need to provide viable alternatives.

“Before we move on with the fix, we need to first find out if
there are undocumented use cases of these things. This
is not uncommon with the support team to have some
automated scripts which might rely on some access or
some feature and we do not want to break them.” This
could lead to additional work.

Legacy systems. Older systems already deployed at cus-
tomer sites may still need to be supported. In such cases,
alternative solutions needed to be provided or both new and
old systems needed to be supported. Some security holes
may be impossible to resolve because of initial bad design.
One ticket was blocked due to this very reason as around 20
customer sites were yet to be migrated to the updated system.

Meeting Customer Requirements. Customers were un-
willing to allow change of existing features. During a discus-
sion for changing the rule specification UI, which introduced
command injection vulnerability, one SWE mentioned that
they had already tried to remove that feature before as the
product already had an updated alternative built in. But the
customers were unwilling to migrate to the new feature as it
meant that they had to transition all the existing rules to the
new format and they were unwilling to do so. SWE said that
he already knew what this customer would say:

“If there are security issues then that is your prob-
lem and you need to fix it without taking away my
features.”

New customer requests. During the course of a sprint, new
high-priority customer tickets may be received. In such cases
the security tickets would be de-prioritized, as happened to
two security tickets included in the sprint plan.

4.4 Security-aware SWEs
After the introduction of security scrum pokers, there was an
increase in security-related discussions outside the meetings
as well. These ranged from humorous comments – “SecSWE
is not going to be happy if you do that.” or “He is the security

police now!? <laughs>” to positive reactions for including
security tickets during prioritization meetings: “SecSWE and
<the researcher> are pretty good with security.”

Security considerations in other tickets In addition to the
security tickets, security considerations were made in three
other feature tickets.

1. User-side error reporting for failed certification valida-
tion. The researcher was assigned this ticket which led to
a major refactoring of the code and use of an updated sin-
gle library for performing uniform certificate validation
throughout P1.

2. Enabling use of new certificate for SAML authentication
without requiring application restart. A certificate reuse
misconfiguration was discvoered while working on this
ticket. Code was refactored to allow proper configuration
changes.

3. Sending real-time alerts to customers. As part of the
ticket access control on cloud server was tightened to
disable shell access.

Potential security issues identified. Security issues were
also brought up and discussed by other SWEs.

1. An SWE discussed potential XSS vulnerabilities in an-
other team’s application while working with them, and
advocated for the other team to consider upgrading a
programming framework to the latest stable version.

2. Input validation was added in multiple modules proac-
tively by SWEs working on a ticket with UI changes.
Often they asked (in person or over slack) if validation
code was already implemented in the module or where
to look for reference validation code. In cases where
validation was complicated lead SWEs proposed how
the validation could be done.

“Do we have any input validation code that is used
both by <microservice1> and <microservice2>? If
so, do you remember where it is located?”

“. . . I know that it’s not a priority for management to
validate input that is supposed to be entered only
by support, but it doesn’t cost much.”

Security considerations in design. A feature requested by
a high-priority customer required the ability to access internal
configuration options otherwise hidden behind the applica-
tion for an unorthodox use case of product P1. The initial
design for the feature had not considered security risks with
the assumption that this feature would only be accessible
by the administrative account, which belongs to the support
team. SecSWE pointed out that such design could potentially
expose command injection and privilege escalation vulner-
abilities and started a discussion on the feature, which led
to the finding that the original design had overestimated the
access requirements to implement the desired functionality.
The initial design was then shelved with a follow up design
discussion scheduled to allow time to gather information for
a more secure approach.
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4.4.1 What was Driving the Change

On analysis of the fieldnote data, we find that the positive
shift in the development team’s security awareness can be
attributed to the software engineers being able to identify the
applicability of the security knowledge within the context of
the everyday work they performed. We observe that by work-
ing along with others in the team to apply security knowledge
under the concrete context of the software products, the soft-
ware engineers became attentive to security risks when similar
situations were encountered later. When a considerable num-
ber of discussions had taken place on a security-related topic,
the group ended up with an agreed-upon set of knowledge and
the associated set of practices became the “preferred practice”
for dealing with this security concern. At this stage, consider-
ing this specific aspect of code security became the group’s
“habit.” Later if some SWE in the team needed to work on
a relevant part of the code but lacked this specific piece of
security knowledge, they would seek guidance from others in
the team, in the same manner as they would with other types
of development tasks. They then learned and executed the
preferred practice of the group.

Our analysis of data shows that what was driving the posi-
tive change was the learning dynamics existent in the devel-
opment team. The initial lack of visible impact from manage-
ment pushing for adopting S-SDLC was because the CSF and
ASVS tickets were detached from the SWEs’ regular work,
and thus the relevant security knowledge did not have much
opportunity to be directly applied in their work. It turned out
that application of knowledge was the key driver for learning
in an environment like a development team. Later on when
SecSWE started to use security scrum poker in the threat
modeling work, and involved all SWEs in the discussions,
the security knowledge became concretized and contextual-
ized. This drove a learning cycle within the team that allowed
the SWEs to start obtaining relevant security knowledge and
become more security aware.

We find that understanding the learning dynamics in the
development team is crucial to effectively push for secure
development practices. In fact, making developers more secu-
rity aware is no different than cultivating their knowledge in
any other aspect of software development. Our data indicate
that, to establish a security culture in a development team,
it might be helpful to follow the same learning dynamics
that drive how culture forms for that community.

5 Learning in a Development Team

The analysis of our fieldnote data yielded a model that ex-
plains the establishment and evolution of preferred practices
in a development team and hence the progression of its culture.
In summary, the development team is a situated learning [20]
environment where the process of learning drives the creation
and evolution of preferred practices. When SWEs needed

assistance, they acquired the necessary knowledge from the
team. As they performed their task and applied the knowl-
edge in practice, it provided the necessary platform to further
drive the process of learning and started to make contributions
to the group. This process iterated over many cycles, until
the group reached a point of saturation where the knowledge
developed within the team was sufficient to facilitate progres-
sion in the task at hand. When this process was applied in
practice, it not only led to professional growth of the SWE
but also served as validation for the knowledge which then
became a part of the current culture of practice.

5.1 Subject Matter Experts (SMEs)

As is common in software industry these days, the products
the company built were vast entities and no single SWE knew
the details of all aspects of a product. Multiple dimensions
of knowledge were required within the development team in
order to build the software, and the in-depth knowledge of
each dimension was scattered between different SWEs in the
team. An SWE can be the subject matter expert (SME) for
some dimensions while at the same time being a novice in
others.

When an SWE had the most in-depth knowledge on a
topic within a development team, they were often called a
subject matter expert (SME) of that particular dimension of
knowledge. Although everyone in the team may have a good
understanding on the topic, the SME was the one who under-
stood the underlying details of the implementation. When an
SWE started to work on a task new to them, they first went
(or were directed to go) to the SME on the team. This created
an implicit hierarchy within the team based on the dimension
of knowledge under consideration, which facilitated the flow
of knowledge within the team. This hierarchy transcended
job titles. For example, despite holding a junior position in
the company, a new hire who had worked on a task could
immediately become the SME on certain pieces of knowledge
associated with the task, and any future queries related to
these pieces would first be directed towards them.

We observe the existence of SMEs throughout our data.
When trying to set up a test environment for a new router
device, an SWE asked the group: “I have read through the
documentation but I still cannot get it to work in our test
environment. Can anyone help me out?” He was directed to
one of the network engineers: “Normally, I just go and ask
<network engineer>. I do that even before going through the
documentation. 99% of the time, he knows what to do and I
trust him.”

When trying to get access to a development infrastructure,
the researcher asked the lead SWE: “I need to access the CA
server to test this feature. How do I get access?” Lead SWE:

“You should go ask SWE1. He just cleaned up the access list
for the CSF thing.”

When the lead SWE was asked the details of an existing
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script: “Full disclosure, I have no idea how that script works.
<Former employee> implemented it and no one has had to
make changes till now. But <support engineer> should pro-
vide you more information. They are the ones who use it.” In
this case, although the SME is no longer within the company,
the workflow established through the use of the automation
script still remained and the next most knowledgeable person
took responsibility of it.

Our data shows that the roles of SMEs, the knowledge on
each dimension, and the preferred set of practices were not
static but were developed and evolved within the development
environment. When there were multiple potential SMEs on
a topic, the responsibility could be passed on to the others
as well. In some cases this also led to more official trans-
fers of duties within the team. For example, when dealing
with customer issues, the lead SWE was pulled into multiple
meetings between the customer support team and the clients.
Overwhelmed by the work, the team internally discussed the
possibility of having another SWE who was working on the
problem module for the past months to take over some of the
client discussions, with some guidance from the lead SWE.
After reaching an agreement, this was then communicated to
the management for future meetings.

5.2 Establishment of Preferred Practices
The development team tended to have established preferences
for activities that were carried out repeatedly. We observed
team preferences for coding styles, debugging techniques,
code reviews, ways of dealing with the IT department, use
of scripts/tools for tasks, etc. We also observe that these pre-
ferred practices were usually tried and tested approaches of
doing things within the team and were communicated to other
SWEs in the team as needed. For example, preferred coding
styles were communicated through the code itself while any
unwarranted deviations were communicated through code re-
views and reverted back to the preferred way. Any changes
made to improve the existing style were also communicated
through code and code review. Other preferences could be
communicated mainly through discussions between the SWEs
whether in a one-on-one or group setting. Usually an SWE
sought help from the group using language like “Got a sec-
ond for a rubber ducky?”, “Can I borrow some of your time
<SWE>?” SWEs were encouraged to hold these discussions
in the group chat as there could be more “eyes” on the prob-
lem and the solutions could be reached more quickly. These
discussions also allowed for the preferred practices to evolve
and improve as issues or better options were identified.

These preferred practices became a part of the group knowl-
edge and tended to stick through generations of employees. In
such cases some of the in-depth knowledge might be lost with
the employee leaving but the preferred practices continued.

• “That is a script that <former employee> developed and
we still use it.”

• “That playbook was written by a <former employee>. I
know what it does but I am not sure if it uses this script
internally. I would have to go read through the code but
it gets the job done.”

5.3 A Situated Learning Environment

Through analysis of the field notes we find that the roles of
“SME” and “learner”, assumed by different SWEs for different
dimensions of knowledge, drove a learning cycle within the
team. This interactive activity of learning was the core process
through which preferred practices were established within the
team.

The pattern of learning observed here is not new. The con-
cept of learning, not through a teacher/learner dyad, but as a
situated activity where a learner not only acquires knowledge
from the experts (“old-timers”) and their peers but does so
while participating and contributing in a community of prac-
tice is referred to as situated learning [20, 26, 32]. Learning,
in this view, is not simply a process of transfer or assimilation
of knowledge from the expert (SME) to learners (SWEs), but
rather a generative process where each “reproduction cycle”
from “learner” to “old-timer” leaves a trace in the community
of practice, in both its social structure and physical, linguistic
and symbolic artifacts.

The development team is a dynamic situated learning en-
vironment with a wide range of knowledge to be acquired
and mastered. Based on the dimensions of knowledge under
consideration, SWEs simultaneously perform multiple roles
of learning practitioner, aspiring expert, status subordinate, or
sole responsible agent [20]. The everyday activity of software
development provided situated opportunities to learn, defin-
ing the “learning curriculum” for the task that SWEs were
performing. As an SWE sought to learn from the team, differ-
ent SWEs enacted different roles to drive a learning cycle to
reproduce the existing culture of practice.

• “Are you guys available for a zoom to discuss the DNS
cache changes for the data viz stuff?”

• “Alright type gurus. I’m trying to make an interface that
is a Map between two sets of constants. I’m not allowed
to do what I posted above. Suggestions? . . . ”

Contradictions also arise as a part of this interactive social
process as learners start to contribute. Working on resolutions
to these contradictions leads to a renewed practice in the com-
munity, i.e., preferred practices are established and evolved
as SWEs go through the learning cycle.

In this vein, creating a secure development culture is the
process of making secure coding practices into the pre-
ferred practices of the development team. Thus, facilitating
situated learning regarding security within the development
team, is key.
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5.4 The Learning Cycle
Figure 1 shows the interactions of an SWE with the develop-
ment team as he/she progressed from the role of a learner to
an SME. At any given time, an SWE could assume different
roles for different dimensions of knowledge. For example, the
SecSWE could be an SME on certain secure coding practices,
but at the same time a learner on some technical details about
a particular aspect of the product. External resources were
accessible at anytime throughout the process of learning. We
first describe the different roles an SWE could assume in this
learning cycle.

• Learner: An SWE started out as a learner acquiring
knowledge, the preferred set of practices, from the team.
Learners also looked to external resources on their own,
especially for a completely new aspect on which there
was no existing knowledge in the team yet. Such ac-
quisition of knowledge only made a difference in the
team’s practice when the SWE applied the knowledge in
the practice, whereby he/she started to contribute to the
team’s knowledge and progressed in the path of profes-
sional growth.

• Knowledgeable SWE: The application of acquired knowl-
edge in the context of daily practice by the SWE served
an important purpose – it provided the basis to have con-
textual discussions whereby the SWE was able to make
contributions to the group. The resulting iterations of
the interactive learning process led to a convergence in

understanding of the knowledge within the group, and
thereby the establishment of preferred practices.

• SME: When the learning cycle reached saturation and
no new contributions were made to the community of
practice, the SWE was able to assume the role of SME.
In terms of legitimate peripheral participation [20], the
SWE had reached full participation for that particular
dimension of knowledge space. The learning cycle then
continued for that dimension with other SWEs filling in
the role of learner and knowledgeable SWE.

We find that an effective learning cycle went through the
following stages to create, maintain, and grow the preferred
practices through multiple generations of employees.

Acquisition The most accessible and credible source for a
learner was the SME on the topic of interest. They provided
access to the current culture of practice to the new learner. The
level of knowledge available in the team varied depending
on factors such as education, prior experience, applicability
in the daily work, and so on. When the knowledge within
the team was sufficient, the learning cycle simply reinforced
the current preferred practices, as new learners continued
buying into it. In case of insufficient expertise within the
team, a new knowledge requirement was created which led
to individual/group research on the topic through external
resources. This could also be facilitated by a new member
joining the team who possessed the lacking knowledge.
Security Implication: the expertise levels of the SMEs on se-
curity within the team determine the team’s preferred practice
in secure coding.

Application Acquired knowledge needed to be applied in
daily practice to drive the learning process. This was a crit-
ical step in the learning cycle; without application in daily
work, the knowledge was limited to the individual SWE and
never became a part of the preferred practice. On the other
hand, applicability led to both individual and team growth
as the applied knowledge was immediately shared to the
peers through development activities like scrum meetings,
design/implementation discussions, code review, testing, doc-
umentation, and so on. This provided two important driving
forces that helped propagate the learning cycle: 1) a shared
motivation to solve problems, and 2) the shared context of the
work practices which everyone was aware of. These facilitated
bi-directional discussions as opposed to a teacher-student sce-
nario as is often perceived as how transfer of knowledge
happens.
Security Implication: SWEs’ security knowledge, like all
other knowledge, needs to be grown with application. This
works well for security, since the best time to apply security
knowledge is when the code is being written (as opposed to
applying security knowledge to fix vulnerabilities later on).
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Contributions As SWEs put knowledge into practice, they
were able to contribute to the group based on their experience
and findings from daily practice. This knowledge exchange
through application led to the growth and evolution of the
whole team with the increase in existing knowledge on the
topic. When there was an established/preferred/agreed upon
knowledge base on that given topic, the knowledge in the
group reached a level of saturation, and it became a part of
the preferred practices.
Security Implication: When security becomes part of the
preferred practice, all SWEs in the team will be security aware
while writing new code. We observe that the first successful
step towards implementing an effective S-SDLC and creating
a security culture in the development team was the rise of
security-aware SWEs. After all, if the SWEs are capable of
writing secure code, it will make a real change in the final
products’ security. As was pointed out in prior literatures, fix-
ing security bugs retroactively is costly and often encounters
resistance from the development team [18, 25]. Companies
would be better off to prevent, as much as possible, security
vulnerabilities from being introduced in the first place.

6 Revisiting the Shift towards Security

We now identify the key enablers of the positive shift in secure
development we observed during the fieldwork.

6.1 Setting Security as a Goal
Past experience suggested that management support was
an important factor in the successful implementation of S-
SDLC [19]. Our observations supported this. Due to cost in
terms of time and efforts required, security was easily per-
ceived as an “obstruction” to the daily practice of SWEs and
hence the learning cycle for this dimension of knowledge
did not evolve at first. We found that management played an
important role to set security as a goal, making it a part of
the deliverable. Doing so ensures that security knowledge is
not something that overwhelms SWEs but simply applicable
to daily practice, eliminating a critical barrier to drive the
learning cycle.

6.2 Applying Security Knowledge in Context
Having the management directive and support for secure cod-
ing was necessary but not sufficient to eliminate the barrier
to adopting secure development practices. Secure coding re-
quires a wide range of security knowledge, and providing
adequate education and awareness was pointed out as one
major challenge in successfully implementing S-SDLC [19].
While the company provided SWEs virtual training for secure
coding and there were also various guidelines and wiki pages
the SWEs could access, applying the acquired knowledge in
everyday work required expertise in both security and the

contextual knowledge of the existing code base. Finding this
connection was challenging for SWEs. Without application,
the knowledge gained from training was at best internalized
by individual SWEs, but remained detached from their daily
practice. The SWEs effectively considered security-related
tasks as secondary tasks, separate from their primary practice.
To overcome this, a bottom up support was also needed to
make real progress. In our fieldwork we found that such bot-
tom up support happened through the learning cycle identified
in the previous section. The threat modeling and associated
security scrum poker meetings, which involved all SWEs,
provided the opportunity for the SecSWE to put the relevant
security knowledge into the concrete context of the software
being built. This started the learning dynamics that enabled
all SWEs to progress on the “security dimension.”

6.3 The Role of Security Advocates
The work of SecSWE played an important role in facilitat-
ing the learning cycle and making security into part of the
development team’s preferred practices. SecSWE was a “se-
curity advocate” [15] even before the management pushed
to implement S-SDLC. He worked in the development team,
and was also assigned to be a part of the virtual security team,
providing additional security resources. Analyzing our data,
we find that this structure added more value to security advo-
cacy, making other SWEs more receptive to his advice as they
started to consider it “part of his job.” Working on the same
team provided an important factor in demonstrating the appli-
cability of the security knowledge in the context of the daily
practice. This facilitated SecSWE to contribute knowledge
as applicable to daily practice, helping to drive a productive
learning cycle, which was beneficial to both the rest of the
team and SecSWE himself. Through this interactive learning
process, SecSWE was able to better understand the necessary
details of the product which allowed him to apply his security
knowledge in a more context-aware manner. Further iterations
of this learning cycle led to more security-aware SWEs in the
team.

7 Limitations

Our work is limited by a few factors. First, our findings are
based on the fieldwork data collected by a single researcher.
Although the researcher had prior training and experience
in conducting participant observation research, the collected
data are shaped by the researcher’s positionality (his age, gen-
der, position in the company, and so forth). For example, the
researcher did not have as many interactions with customer
service and upper management because of his position in the
company. However, the researcher did build an overall under-
standing of the company during the research, and the results
were extensively discussed with the broader research group
during analysis to better account for any inherent biases in the
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data. Second, our findings are based on the observations of a
single company with a particular size and structure. Although
we believe the development team is representative of one
in a mid-sized software development company, the specific
challenges of adopting secure development practices and how
they were/were not overcome may not be directly applicable
and generalizable to every company. As such, the model of
how a culture is developed within a software development
team might not be comprehensive. Nevertheless, during data
analysis, the team paid particular attention to how results re-
lated to common problems faced in security and software
development to ensure that the findings could be relevant to
other companies.

8 Recommendations for Companies

Our findings suggest a potentially useful strategy for a small
to medium sized company. Having a security expert as a part
of the development team, participating and advocating for se-
curity at every stage of the development process, is beneficial
in starting a security culture. This not only helps cultivate
security-aware developers, but also helps the security expert
identify security issues and collectively converge to secure
practices that are best suited for the project at hand. Devel-
opment of the relevant security knowledge in conjunction
with the regular software development skills promotes secure
coding practices which, overtime, become a part of the team
culture. Our research also observed the effect management
had in facilitating the positive shift. Even though the initial
efforts focused on the compliance tickets were not effective,
the fact that management made security an explicit goal pro-
vided the opportunity for the security advocates to experiment
different strategies that eventually led to positive results.

9 Related Work

Our fieldwork was conducted in the backdrop of the company
starting to implement a secure development lifecycle, a con-
cept first articulated by Howard and Lipner [19]. This seminal
work highlighted the importance of education and training
in creating S-SDLC. Our findings further indicate that under-
standing the learning dynamics, in particular how preferred
practices are established within a software development team
through the situated learning framework, can be instrumental
in creating positive changes in secure development.

There is a long line of study on developers’ role in software
security. Some used psychological techniques [24]. Others
used surveys and interviews [3, 5, 13, 22, 28, 35] as well as
study of code artifacts [3, 22]. More recently, researchers
have used secure coding competitions [27, 31] and controlled
experiments [2–4, 11, 23] to study the problem. Our work
is unique in that we use long-term participant observation
conducted in a real company. The longitudinal study based

on real-world observations allows us to obtain deep insights
that are otherwise hard to come out through snapshots-in-time
study or self-reported data.

Palombo et al. [25] used ethnographic methods to study
a software company’s secure development processes. The
authors indicated that a co-creation model where security ex-
perts working inside the development team could produce
positive changes in secure development processes. Our work
revealed the role of learning dynamics in pushing for positive
shift in adopting secure development processes. The role situ-
ated learning plays in starting a secure development culture
is consistent with the co-creation model.

The SecSWE in our study can be viewed as a “security
advocate,” which has been extensively discussed in recent
studies [14–16]. Our findings on the role of team culture in
security awareness of SWEs echoes that from prior studies.
Assal and Chiasson [5] explored how security best practices
are integrated into the software development lifecycles and
found that company culture is an influential factor in adoption
of security practices. Haney et al. [17] carried out in-depth
interviews to understand cryptographic development and test-
ing practices in organizations and found that rigorous secure
development and testing practices are guided by a strong se-
curity culture within organizations. They also identify that
security experts within the team are critical influences in the
security culture of an organization and in supporting less-
experienced personnel. Our findings confirm the important
role security advocates play in starting a security culture, and
further provide guidance on how to make security advocates’
work effective, through understanding the underlying learning
dynamics that drive the formation of a development team’s
culture.

There are also past work that examined the effect of learn-
ing from experience in software development [9], and work
that analyzed open-source software development using the
situated learning framework [8]. Our work focuses on se-
cure development, and our research findings are consistent
with these earlier works which focused on learning’s role in
software development in general.

10 Conclusion

We present an ethnographic study of secure development
processes in a software company. Our research was able to
observe the unfolding of implementing a secure development
life cycle in the company. Data analysis shows that a positive
shift in developers’ security awareness resulted from underly-
ing situated learning dynamics, where security knowledge is
constantly applied in the concrete work of the development
team. This process drives the establishment of secure coding
practices as the preferred practices of the team, essentially
establishing a secure development culture. We find that a se-
curity expert working within the development team could be
instrumental in driving this positive shift.
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A Appendix: Codebook

Coding of the fieldnote data followed the general guidelines
of inductive approach [30] and grounded theory [6]. It was
an iterative process and started after the first three months of
the field work. The research team held weekly meetings to
discuss and reflect on the data collected. Themes and patterns
emerged from those discussions and various codes were used
to tag the content in the raw fieldnote. Coding was done
by the embedded researcher only, to protect the privacy of
participants. Below is the list of codes used.

• Bug discovery
• Bug discovery:internal
• Communication issue
• Compliance:asvs
• Compliance:csf
• Compliance:csf:thirdparty
• Compliance:encryption
• Compliance:phishing
• Cross product issue
• Customer pressure
• Feature pressure
• Forgotten issue
• Ignored issue

• Infra
• Infra:legacy
• Infra:security
• Learn
• Learn:best practice
• Learn:figure out
• Learn:peer programming
• Learn:review
• Policy change
• Preferred practice:code
• Preferred practice:support
• Preferred practice:workflow
• Remote work issues
• SME
• SME:handover
• SME:new
• Secure development
• Security-aware
• Threat modeling
• Threat modeling:dread
• Training
• Workflow change
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Abstract
In response to the Covid-19 pandemic, educational institu-
tions quickly transitioned to remote learning. The problem of
how to perform student assessment in an online environment
has become increasingly relevant, leading many institutions
and educators to turn to online proctoring services to admin-
ister remote exams. These services employ various student
monitoring methods to curb cheating, including restricted
(“lockdown”) browser modes, video/screen monitoring, lo-
cal network traffic analysis, and eye tracking. In this paper,
we explore the security and privacy perceptions of the stu-
dent test-takers being proctored. We analyze user reviews
of proctoring services’ browser extensions and subsequently
perform an online survey (n = 102). Our findings indicate
that participants are concerned about both the amount and
the personal nature of the information shared with the exam
proctoring companies. However, many participants also rec-
ognize a trade-off between pandemic safety concerns and the
arguably invasive means by which proctoring services ensure
exam integrity. Our findings also suggest that institutional
power dynamics and students’ trust in their institutions may
dissuade students’ opposition to remote proctoring.

1 Introduction

In the past decade colleges and universities have steadily ex-
panded online course offerings [19]. The Covid-19 pandemic
has significantly accelerated that pace, as in-person classes
were quickly replaced with virtual instruction [2]. With the
increase in online education, academic integrity issues sur-

Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
without fee.
USENIX Symposium on Usable Privacy and Security (SOUPS) 2021.
August 8–10, 2021, Virtual Conference.

rounding how students complete online exams led many ed-
ucators to utilize remote proctoring services [7].1 A 2020
EDUCAUSE poll found that more than half of higher educa-
tion institutions use remote proctoring services and another
23% are either planning for or considering their use [9].

Remote proctoring services are offered by a number of com-
panies, including popular vendors such as Respondus [29],
Proctorio [25], and ProctorU [26]. Many remote proctoring
services require students to install a browser extension that
“locks down” their browser, preventing navigation to other
sites during exam time. However, more invasive monitoring
may also include webcams, screen sharing, the use of a live
(human) proctor, and even automated monitoring techniques
such as eye tracking and network traffic analysis.

There is evidence of higher rates of academic integrity vio-
lations for online exams [18, 22], and some argue that online
proctoring is an effective tool to curb cheating [14]. How-
ever, this can come at the expense of increased test anxiety
and diminished student performance [6]. Importantly, the
privacy policies and practices of these services, and of online
education, generally, significantly impact students and their
privacy rights [4]. While concerns over the privacy and the
ethics of online exam proctoring have led several institutions
(cf. [1, 17]) to discontinue their contracts with online proctor-
ing services, there is little research on the privacy perceptions
and understandings of the student test-takers who undergo
remote proctoring. In this paper we endeavor to answer the
following research questions about privacy in the setting of
online proctoring services:

RQ1 What are students’ perceptions and understandings of
online proctoring services?

RQ2 What are students’ privacy concerns regarding the use
of online proctoring software?

RQ3 What are students’ security concerns regarding the use
of online proctoring software?

1Remote proctoring services are sometimes called online proctoring ser-
vices, or more simply, online proctoring. We use these terms interchangeably
in this paper.
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We first reviewed eight online proctoring services’ Chrome
browser extensions. Based on the number of user reviews,
we observed explosive growth of online proctoring since the
start of the Covid-19 pandemic (720 %). Qualitative analysis
of the user reviews revealed a number of privacy concerns,
including providing personal identifiable information to verify
students’ identities, live-proctors viewing webcams, local
network monitoring, and screen sharing.

We subsequently developed an online survey to further
explore privacy issues with n = 102 student participants who
took an online proctored exam. Only 39 % of participants
agreed or strongly agreed that they prefer an online proctored
exam, and participants expressed many of the same privacy
concerns as found in user reviews, particularly around the
process of identity verification. They also expressed concern
for installing proctoring software. A little more than half were
at least somewhat, moderately or extremely concerned about
installing proctoring software on their personal computers,
and 52 % agreed or strongly agreed that exam proctoring was
too privacy invasive. Participants were more comfortable
with lockdown browsers, keyboard restrictions and even a
live proctor while being monitored but expressed discomfort
with screen, webcam or microphone recording. They were
least comfortable with browser history monitoring.

Despite concerns, many participants noted a privacy-benefit
trade-off in their qualitative responses, recognizing that tak-
ing exams online was more convenient and safe during the
Covid-19 pandemic. At the same time, many participants also
indicated that they did not believe online proctoring prevents
academic dishonesty: 61 % noted that they agreed or strongly
agreed that they could still cheat (if they wanted to).

We also found that power dynamics shaped students’ per-
ceptions of online proctoring. Students reported that for 97 %
of remotely proctored exams, the proctoring was required by
their instructor or institution. The obligatory monitoring and
its backing by academic institutions may explain why many
participants are able to contextualize their privacy exposure.
Some participants noted that their trust in the proctoring ser-
vices was due in part to their belief that their institution would
not harm their security or privacy.

Given our findings, we present a number of recommenda-
tions for educators. These include acknowledging students’
concerns regarding remote proctoring services, better com-
municating the privacy and security implications of using
these services, presenting a clear rationale for using the se-
lected proctoring system, providing some form of consent
and notice to students before online proctored exams, and
providing clear instructions and/or assistance in removing
invasive monitoring software following an exam.

2 Background and Related Work

Online exam proctoring services enable students to complete
an exam (or other coursework) online while being proctored

remotely. When taking an online exam, students may be
required to install software to assist in confirming their iden-
tity, monitoring their behavior, and preventing their access
to unauthorized resources. Monitoring may include the use
of the webcam and microphone, sharing computer screens,
monitoring the network, eye tracking, or other behavioral
tracking. Some services use a live (human) proctor to observe
the student. While there are other mechanisms for remote ex-
amination, such as taking an exam using video conferencing
(e.g., Zoom), this study is focused on remote online proctor-
ing services that provide a more comprehensive observation
using browser plugins and/or standalone software, as well as
student identify verification. Herein, when we refer to “on-
line exam proctoring” or an “online proctored exam” we are
specifically referring to services as described above.

Despite considerable media attention [11, 13, 23, 31], stu-
dent perceptions of online proctoring services have been un-
derstudied. We identified one recent study by Kharbat and
Abu Daabes which finds high levels of privacy concerns in
the UAE when using online proctoring systems [16]; we find
similar results. However, unlike Kharbat and Abu Daabes,
we focus on participants’ security and privacy concerns, and
how they compare with the risks we identified through our
own analysis of these tools. A recent manuscript by Cohney
et al. explores privacy risks of online proctoring services [4]
but instead focuses on perceptions of university administrators
and faculty; we focus on the student perspective.

Cheating during online exams has been investigated, with
sometimes contradictory findings. Watson and Sottile found
that students indicated they would be 4x more likely to
cheat in online classes, but more readily during in-person
exams [32]. Lanier compared rates of academic dishonesty at
a university that offered both online and in-person learning,
finding more cheating in the online courses [18]. However,
Grijalva et al. found that the rate of cheating in online classes
resembles that of traditionally proctored exams [10].

Hylton et al. examined whether webcam-based monitor-
ing had a deterrent effect [14]. They found no statistically
significant difference in exam scores between students who
were and were not monitored, but report that non-proctored
students took longer to complete exams and perceived they
had more opportunity to cheat. Similarly, Rios and Liu also
found little difference in exam performance on low-stakes ex-
ams, suggesting that rates of cheating are also similar between
low-stakes proctored and non-proctored exams [30].

In contrast, Daffin and Jones found that student perfor-
mance was generally 10-20% higher on online psychology
exams that did not use online proctoring services [6]. Goedl
and Malla also found that student performance was signifi-
cantly greater without online proctoring. However, like Hyl-
ton et al., they found students consistently took less time to
complete their exams when proctored [8]. In these studies,
it is unclear whether the differences in completion time and
performance were due to (1) the online proctoring acting as
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Figure 1: Number of Chrome Web Store reviews and star
ratings for exam proctoring browser extensions (n = 8).

a deterrent to curb cheating that would otherwise result in
higher test scores or (2) a psychological effect of the presence
of the remote monitoring. Woldeab and Brothen addressed
this more specifically and found that for students with trait
test anxiety, exam-time stress was more closely correlated
with poorer performance in online proctored exams [33].

In two recent opinion articles, Coghlan et al. highlight eth-
ical considerations when integrating machine learning and
artificial intelligence techniques into online proctoring ser-
vices [3], and Swauger opines that the algorithms that un-
derpin online monitoring have been shown to “[reinforce]
white supremacy, sexism, ableism, and transphobia” and that
proctoring services inherit these traits [31]. These types of
concerns, particularly those of online proctors’ inadequate
accessibility and protection of student privacy, have led to
the cancellation or discontinuation of contracts with online
proctoring vendors at the University of Illinois [17] and the
University of California, Berkeley [1].

3 Browser Extension and Privacy Policies

As an initial investigation into online proctoring services, we
conducted a study of Chrome Web Store reviews of online
proctoring services’ browser extensions. These extensions are
often required to be installed as a prerequisite to taking online
proctored exams. We analyzed user reviews from the Chrome
Web Store posted between October 2015 and December 2020
for eight browser extensions. We also analyzed the privacy
policies of 25 proctoring services, as reported on their web-
sites with respect to the kinds of information collection and
monitoring practices. This analysis informs the development
of the online survey discussed in Section 4.

Growth in Online Proctoring We first analyzed the num-
ber of reviews over time, dating back to January 2018. (See
Figure 1.) While there is a steady rise in the number of re-

Table 1: The number of results found for each URL match
pattern in the Honorlock browser extension manifest file.
To obtain this data we used the Google site operator (e.g.,
site:http://*/courses/*/quizzes/*) in February 2021.

Pattern Matching URLs

http://*/courses/*/quizzes/* 8
https://*/courses/*/quizzes/* 99,300
http://*/courses/*/quizzes/*/take?user_id=* 8
https://*/courses/*/quizzes/*/take?user_id=* 8
https://*/courses/*/quizzes* 9
*://*/d2l/lms/quizzing/* 8
*://*/webapps/assessment/* 316,000
*://*/ultra/courses/* 9
http://*/courses/*/quizzes 183,000
https://*/courses/*/quizzes 240,000
http://*/courses/*/quizzes/*/take 9
http://*/courses/*/quizzes/*/take/questions/* 8
https://*/courses/*/quizzes/*/take 231,000
https://*/courses/*/quizzes/*/take/questions/* 8
*://*/webapps/assessment/* 316,000
*://*/d2l/lms/quizzing/* 8

Total Matches 1,385,383

Table 2: Permission access of browser extensions.
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views, starting in January 2020 (the beginning of the Covid-19
pandemic) the growth in reviews greatly increased. By the
end of 2020, exam proctoring browser extensions experienced
an 8.2x (720 %) increase in the number of reviews, totaling
2,348 reviews. In the prior two years (2018, 2019), only
292 reviews appeared on the web store, strongly suggesting
that the Covid-19 pandemic has led to a large expansion of
students who are taking remotely proctored exams. This con-
firms a recent poll by Grajek that found that more than half of
colleges and universities make use of online proctoring [9].

Interestingly, as shown in Figure 1, there is a noticeable
decline in the average star rating that coincides with the start
of the pandemic (and the growth in popularity of online proc-
toring services). Remarkably, by the end of 2020, the average
rating fell to just 1.02 (the lowest possible rating is 1).

Analysis of Reviews We analyzed a total of 613 reviews
that were written between August 2015 and October 2020 for
the browser extensions offered by ConductExam [5], Honor-
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lock [12], IRIS [15], Mercer Mettl [21], ProctorExam [24],
Proctorio [25], ProctorU [26] and PSI Online [27]. A primary
coder crafted a codebook by coding a random sample of (up
to) 100 reviews per extension. (Some extensions had fewer
than 100 reviews.) Using the codebook, a secondary coder
coded all reviews over several rounds, providing feedback
on the codebook and iterating with the primary coder until
inter-coder agreement was reached (Cohen’s κ > 0.7).

We find that 83 % (n = 510) of users shared negative re-
views. For instance, a user stated, “Just an absolute nightmare
to use,” and, “It is a small wonder how they convinced all
these companies to use it for their online exams.” The most
prevalent concern was the 55 % (n = 335) who mentioned
concerns about their privacy. For example, “I’m not letting
some random person have control over facial recognition of
me and scan the inside of my home.” A number of reviews
noted positive experiences (n = 73; 12 %), e.g., “It has got-
ten the job done, and I have never had any problems with
it.” A few reviews (n = 60; 10 %) mentioned that the use of
proctoring services was required by their institution.

Monitoring Techniques and Scope We also extracted
manifest files from each extension, which describe the per-
missions (or access level) for the extension and on which web
pages the extension is active. Pages on which the extension
is active are indicated by a list of URL match patterns, with
* indicating a wild card. We found that the extensions’ URL
matching can be quite broad. For example, in Table 1, we re-
port the number of Google search results that match each URL
pattern specified by Honorlock’s browser extension. These
URL patterns match a wide variety of URLs, most likely
associated with online course content hosted through Black-
board2 or Canvas.3 However, generic URL patterns can match
other URLs (e.g., any URL that has /courses/ followed by
/quizzes/), activating the browser extension regardless of
whether the student is taking an exam.

This can be problematic for student privacy, beyond the
duration of the exam, as these browser extensions request
many browser permissions in order to conduct monitoring. Ta-
ble 2 reports the permission requests for the eight proctoring
browser extensions. All but two extensions request multiple
permissions. ProctorU and Proctorio request the most, with
Proctorio requesting 22 different permissions, which could
be active when visiting any page matching a URL pattern.

Privacy Policies In addition to viewing permissions in the
manifest file, we also reviewed the privacy policies of 25
exam proctoring services. See Question Q6 for a full list;
not all had browser extensions in the web store. Figure 2
presents the number of exam proctoring services (x-axis)
that disclose certain data collection practices (y-axis). All 25

2https://www.blackboard.com
3https://www.instructure.com/canvas
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Figure 2: Data collection disclosed by exam proctoring ser-
vices in their privacy policies (n = 25).

discuss setting cookies, collecting IP addresses, and accessing
the webcam, and all but one note access to a photo ID to verify
identity. Many policies also mention that the software will
request access to the microphone, screen recordings, or collect
other kinds of biometric information. Notably, 18 state that
they share information with third parties.

4 Survey Methodology

We conducted an online survey to evaluate the security and
privacy concerns of student test-takers who are remotely proc-
tored. The design of our study is informed by our preliminary
analysis of the browser extensions and the privacy policies
(see Section 3), and in what follows, we describe the sur-
vey’s procedures, recruitment, limitations, and ethics. Survey
results are presented in Section 5.

4.1 Study Procedure

To ensure that participants had taken at least one online proc-
tored exam, we used a two-part structure with an initial screen-
ing survey in which qualified participants were then asked to
participate in the main study. The full text of the screening
survey and main study can be respectively found in Appen-
dices A.1 and A.2.

Screening Survey We used the following two inclusion
criteria to screen participants for the main study: (1) the
participant is familiar with online exam proctoring and (2) the
participant has taken an online proctored exam.

In the screening survey we also asked participants to de-
scribe their overall experience taking online proctored exams
and to provide demographic information such as age, identi-
fied gender, education, and technical background. Participants
also answered the Internet Users’ Information Privacy Con-
cerns (IUIPC) questionnaire [20] to provide insights into their
privacy concerns.
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Main Study The main study consisted of the following:
1. Informed Consent: Participants were asked to consent to

the study. The consent included that participants would
answer questions about their awareness and concerns
about online exam proctoring services.

2. Awareness and Exposure: Participants were asked to
report their experiences with online exam proctoring,
including the number of exams taken, the nature of
the exams, the proctoring service(s) used, and if they
were required to take the exam. Participants were also
asked if the online proctoring service provided any nec-
essary accommodations or other modifications based on
their needs as a test taker, and if they experienced any
technical difficulties during the exam. These questions
were informed by the browser extension reviews. Ques-
tions: Q1-Q17.

3. Proctoring Methods: Next, participants were asked about
their level of comfort with specific monitoring meth-
ods used by proctoring services, such as eye movement
tracking, video monitoring, and internet activity moni-
toring, and if these monitoring methods were necessary.
The list of these methods were informed by the analysis
of the browser extensions and privacy policies. Ques-
tions: Q17-Q28.

4. Proctoring Effectiveness: To determine the perceived
effectiveness of online exam proctoring we asked if par-
ticipants were less likely to cheat and if they believed
it is still possible to cheat on an exam even with the
monitoring methods employed by online exam proc-
toring services. Additionally, participants were asked
if they had been accused of cheating by exam proctor-
ing software and, if so, which specific methods such as
eye movement tracking, screen recording, or internet
activity monitoring was used to detect cheating. Par-
ticipants could choose to not answer these questions.
Questions: Q29-Q33.

5. Privacy Concerns: Participants were asked to evaluate
their concern regarding sharing information with online
exam proctoring companies, whether the proctoring ser-
vice was a reasonable trade-off between personal privacy
and the integrity of the exam, and whether online exam
proctoring was a good solution for monitoring remote
examinations. Questions: Q34-Q39.

6. Proctoring Software: Finally, participants were asked
about the installation of exam proctoring software, what
the software did, and their level of concern about the
software. Questions: Q40-Q50.

4.2 Recruitment and Demographics

We initially recruited 27 participants by posting an adver-
tisement on Reddit via the subreddit SampleSize4 between

4https://www.reddit.com/r/SampleSize

Table 3: Demographic and IUIPC data collected at the end
of the screening survey.

Screening Main Study
(n = 178) (n = 102)

G
en

de
r n % n %

Woman 85 48 47 46
Man 85 48 52 51
Non-binary 7 4 2 2
No answer 1 1 1 1

A
ge

18–24 124 70 73 72
25–34 39 22 22 22
35–44 9 5 5 5
45–54 4 2 2 2
55+ 2 1 0 0

IU
IP

C

Avg. SD Avg. SD
Control 5.9 0.8 6.0 0.8
Awareness 6.5 0.6 6.5 0.6
Collection 5.7 1.0 5.7 1.1
IUIPC Combined 6.0 0.6 6.0 0.7

November 14, 2020 and December 2, 2020. Note that partici-
pants recruited via Reddit did not take the screening survey,
but rather the pre-survey questions were included in the main
study. We excluded responses that did not meet the screening
criteria.

We were not able to find a sufficiently large sample on
Reddit, and so we recruited additional participants on Prolific5

between December 18, 2020 and December 28, 2020. As a
part of the screening survey we recruited 150 participants.
Using their ProlificIDs, we re-recruited 75 of the participants
who met the criteria for participation in the main study.

Participants who completed the Reddit survey were given
the opportunity to enter a drawing for a $50 USD Amazon
gift card with a 1 in 27 chance of winning. On average, it
took 27.2 minutes (SD=24.5) to complete the Reddit survey.
Participants who completed the screening survey received
$0.50 USD. On average, it took 4.2 minutes (SD=2.7) to
complete the screening survey and 15 minutes (SD=7.1) to
complete the main study. Participants who completed the
main study received $3.50 USD.

Seventy-two percent of main study participants were be-
tween 18–24 years old, 22 % were between 25–34 years old,
and 7 % were 35 years or older. The identified gender distri-
bution for the main study was 51 % men, 46 % women, and
3 % non-binary or did not disclose gender. Participant charac-
teristics are presented in Table 3, and additional demographic
information can be found in Appendix B. In total, n = 102
participants were recruited for the main study.

5https://www.prolific.co
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4.3 Ethical Considerations and Limitations
The study protocol was approved by our Institutional Review
Board (IRB) with approval number NCR202908, and all col-
lected data is associated with random identifiers. Throughout
this process we considered that many participants may not
want to share their perceptions of whether proctoring services
are effective at preventing academic dishonesty, and so we
made those questions optional.

Our study is limited in its recruitment, particularly to Pro-
lific and Reddit users residing in the U.S. We cannot claim
full generalizability of the results. Despite this limitation,
prior work [28] suggests that online studies about privacy and
security behavior can approximate behaviors of populations.

We are also limited by the fact that this study relies on
self-reported behavior. We cannot verify that the participants
actually experienced an online proctored exam, which is why
we used a screening survey. Finally, responses can suffer from
social desirability and response bias, leading participants to
over describe their awareness of online exam proctoring as
they may believe that this is the expectation of the researchers.
Such biases may be most present when participants indicate
concerns and indicate they are less likely to cheat on an exam.

5 Results

We organize our results according to our research questions.
We first present our findings concerning participants’ percep-
tions and understanding of online exam proctoring (RQ1),
and then describe participants’ privacy concerns regarding
online exam proctoring (RQ2). Finally, we discuss partici-
pants’ understanding of exam proctoring software and their
concerns about such software (RQ3).

For all qualitative findings, we used a pair of primary coders
from the research team, each of whom crafted a codebook
and identified descriptive themes by coding each question.
A secondary coder coded a 20 % sub-sample from each of
the free-response questions over several rounds, providing
feedback on the codebook and iterating with the primary coder
until inter-coder agreement was reached (Cohen’s κ > 0.7).

5.1 RQ1: Perceptions and Understanding
As part of RQ1, we seek to measure (1) student perceptions of
online proctoring and (2) their understanding of the methods
used by online proctoring services to monitor exams.

Experience with Exam Proctoring Nearly half (n = 49;
48 %) of respondents had taken five or more online proctored
exams, 38 % (n = 39) had taken between two to four (inclu-
sive), and a mere 14 % (n = 14) of participants had only taken
a single online-proctored test (Q1). The online proctoring ser-
vice Respondus was the most used (n = 20; 20 %), followed
by Proctorio (n = 13; 13 %), and ProctorU (n = 10; 10 %)

Prefer online proct.. Q12

Less likely to cheat. Q29

Could still cheat. Q30

Sharing info concern. Q34

Proctoring privacy inv. Q36

Privacy tradeoff. Q37

Collected info concern. Q38

Good audit tool. Q39

0% 25% 50% 75% 100%

Strongly disagree Disagree
Neither agree nor disagree Agree
Strongly agree Prefer not to answer

Figure 3: Impressions of online proctoring services.

Online proctor reqd. Q7

Acct w/proctor reqd. Q18

Tech. issues w/proctor. Q16

Browser ext. reqd. Q40

Removed/disabled ext. Q43

Other software reqd. Q44

Removed other soft. Q46

Removing softw. issue. Q47

0% 25% 50% 75% 100%

Yes No Unsure No Data

Figure 4: Encountered exam requirements.

(Q6) (see Figure 10 in Appendix B). This generally con-
forms to the survey conducted by EDUCAUSE [9]. The most
common exam proctoring methods used to monitor study
participants included: lockdown browser (n = 71; 70 %), we-
bcam recording (n = 65; 64 %), screen recording (n = 61;
60 %), live proctor (n = 60; 60 %), and microphone recording
(n = 51; 50 %) (Q23). (See Figure 5.)

While most participants (n = 94; 92 %) reported that at
least one of their online proctored exams was a course exam
(e. g., test, midterm exam, final exam), many (n = 47; 46 %)
had also used online exam proctoring for lower stakes course
assessments such as quizzes (Q2). The most common sub-
jects that were proctored included science (n = 24; 24 %),
business (n = 17; 17 %), mathematics (n = 16; 16 %), com-
puter science (n = 11; 11 %), and medicine (n = 9; 9 %).

Many of the participants (n = 83; 81 %) took their most
recent online proctored exam in the year 2020 during Covid-
19, and most were in the last half of 2020: December (n = 39;
47 %), November, (n = 16; 19 %), and October (n = 8; 10 %)
(Q4). This matches the explosive growth in browser reviews
described in Section 3.
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Figure 5: Prevalence of monitoring types (Q23).

Requirement to Use Online Proctoring Nearly all partici-
pants were required to use an online proctoring service: 97 %
of subjects (n = 99) noted they had been required to take an
exam using online proctoring services (Q7) by an authority
at their university. When asked who had required them to
take an online proctored exam (Q8), 70 % (n = 68) of re-
spondents indicated their class instructor, followed by 23 %
(n = 22) who reported that online proctoring was required by
their university. Only 7 % (n = 7) of participants indicated
their requirement to use online proctoring had stemmed from
having taken a standardized test.

Preference for/against Online Proctoring A majority of
participants (n = 58; 56 %) prefer traditional exam formats,
but others (n = 30; 30 %) preferred online proctored exams
(Q12; Figure 3). Still, half (n = 51; 50 %) stated that they
agree (n = 36; 35 %) or strongly agree (n = 15; 15 %) that
online exam proctoring is a good solution for monitoring
remote exams (Q39). We asked participants to qualitatively
explain some of the benefits of using online exam proctoring
(Q10): 42 % (n = 43) highlighted that they prevent cheating,
e.g., “It effectively prevents cheating so students abilities
can be graded accurately” (P51); and 29 % (n = 30) liked
taking exams remotely, e.g., “You don’t have to leave your
house to take the exam” (P102). Some participants (n = 5;
5 %) specifically mentioned the social distancing during the
Covid-19 pandemic, e.g., “It was a good way to still be able
to take exams securely while distance learning because of
COVID-19” (P35). Other participants (n = 12; 12 %) liked
the flexibility, e.g., “It is a bit nicer to be able to take the exam
at a different time that works best for me” (P3).

To explore the factors that may drive a preference for or
against taking an online proctored exam, we performed an
ordinal logistic regression. For the outcome variable, we
used the Likert response to Q12, preference for online exam
proctoring over traditional exam formats. The factors we
considered were participant responses to questions about the
number of exams taken, awareness of monitoring methods,
concern about the amount of information collected, general

privacy perceptions, privacy trade-off, online exams as a good
solution, discomfort with monitoring methods, and concern
about sharing information. Each of the considered factors
was converted to a binary variable, using the appropriate
Likert values as bins. Table 6 in Appendix B presents the full
regression table.

We find that those that agree or strongly agree that online
proctoring is a good solution for remote examination were
3.66x more likely to have a higher preference for online exams
(b = 1.30,OR = 3.66, p = 0.01). A lack of privacy concerns
also played a role: those that either disagree or strongly dis-
agree that online proctored exams are privacy invasive were
at a significantly increased likelihood of preferring online
proctored exams (b = 2.21,OR = 9.10, p < 0.001). Surpris-
ingly, if participants disagree or strongly disagree that they
are concerned about the amount of information being col-
lected, they are 5.8x less likely to prefer online exams (b =
−1.76,OR = 0.17, p = 0.03). At the same time, participants
who noted that they are uncomfortable or very uncomfortable
with observation methods during exams were 2.6x less likely
to prefer online exams (b =−0.95,OR = 0.39.p = 0.05).

The above suggests that while privacy concerns play a role
in students’ preference for online proctoring, concerns about
data collection may not resonate as a privacy concern. In-
stead, concern about monitoring methods, as we discuss in
Section 5.2, appear to be of higher consequence for partici-
pants.

Preventing Cheating Online exam proctoring is perceived
as a deterrent to cheating. When asked if online exam proc-
toring makes it less likely for them to cheat, 63 % (n = 65)
of participants agreed or strongly agreed, while only 26 %
(n = 26) disagreed or strongly disagreed (Q29). However,
60 % (n = 61) agreed or strongly agreed that it would still be
possible for them to cheat during an online proctored exam,
with only 29 % (n = 29) who disagreed or strongly disagreed
(Q30).

When asked to qualitatively explain their belief about the
ability to cheat, 21 % (n = 21) responded that a second de-
vice such as a smartphone could be used, and 13 % (n = 13)
reported that notes, cheat sheets, or other materials could be
used to cheat. Others (n = 17; 17 %) explained that it was
difficult to cheat. For example, P93 said, “I think that with
so many sources being monitored on the student’s end, this
would make it extremely difficult for them to cheat.” Only
2 % of participants (n = 2) reported being accused of cheating
by the exam proctoring software (Q32).

Experiences with Monitoring When asked to described
their overall experience being monitored during their exam
(Q25), some participants (n = 26; 25 %) reported that being
monitored was a negative experience. For example, P62 re-
sponded, “I felt uncomfortable because I do not like being
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watched,” and P64 stated,

. . . it felt much more stressful than . . . taking an exam in
a typical proctored environment. I feared that any little
movement or sound may trigger the system and flag me
for cheating. . .

For a minority of participants (n= 18; 18 %), being monitored
was a positive experience. For instance, P50 stated, “It was
pretty good, I stayed focused on the test.”

However, other participants (n = 15; 15 %) had privacy
concerns about being monitored, including P27 who shared,
“It does feel uncomfortable to have my person and screen
recorded via video, knowing that the recordings are saved for
at least some period of time,” and P55 who noted, “Its [sic]
terribly intrusive and not worth the possibility that students
will cheat.”

For some participants (n = 12; 12 %), being monitored was
a distraction or caused increased stress that was detrimental
to their exam performance. For example, P66 indicated, “It
creates a very stressful environment that prevents me from
working to the best of my abilities,” and P22 described it as
“icky and uncomfortable” and that they felt like they “had to
perform in a certain way because I didn’t know if someone
was watching.”

RQ1 Key Findings Many students took an online-
proctored exam in the wake of the Covid-19 pandemic, which
corresponds to our analysis of browser extension reviews
(Section 3). Participants predominantly did not take online
proctored exams by choice but were rather required to do so
by their instructors. By and large, participants have taken
multiple exams with a remote proctor. At the same time,
most respondents would prefer a traditional exam even while
acknowledging that online exam proctoring is a good solution
for remote exams. Those who think online proctoring is
a good solution for remote examination as well as those
who do not think proctored exams are privacy invasive are
more likely to prefer online exam proctoring. We found
that concern about data collection matters less than concern
about monitoring methods when it comes to privacy and
exam preference. Participants also largely believed that exam
proctoring deters cheating, but most felt that it was still
possible to cheat, particularly using a second device.

5.2 RQ2: Privacy Concerns
We next investigate students’ privacy concerns regarding on-
line exam proctoring (RQ2).

Comfort with Monitoring Methods When asked about
their general comfort level with the methods used to proctor
their exam (Q22), participants were slightly more comfortable
overall (see Figure 6): 45 % (n = 46) were either comfortable
or very comfortable with monitoring, while 37 % (n = 38)

Table 1
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comfortable Comfortable
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comfortable 

nor 
uncomfortabl

e
Uncomfortabl
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Very 
uncomfortabl

e
Comfort with 
methods used 
to proctor 
online 
exam(s) (Q21) 16.67% 28.43% 17.65% 27.45% 9.80%
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Very uncomfortable

1

Figure 6: General comfort with proctoring methods (Q22).

were either uncomfortable or very uncomfortable. (The re-
maining participants (n = 18; 18 %) were neither comfortable
nor uncomfortable.)

We also asked participants about their comfort with spe-
cific monitoring methods (Q28). Aggregated results are pre-
sented in Figure 7. To compare the comfort across monitor-
ing methods, we additionally performed a Kruskal-Wallace
H-test (H = 94.6, p < 0.001) which showed significant differ-
ence, and a post-hoc, pair-wise Mann-Whitney U test (with
Holm-Sidek correction) indicated that those differences are
dominant when comparing monitoring via lockdown browser
(participants’ most comfortable monitoring method) and all
other methods, except for live proctoring and keyboard restric-
tions. (See Table 7 in Appendix B.) In particular, there are
significant differences with some of the most common moni-
toring methods: webcam recording, screen recordings, and
microphone recordings. This suggests that some of the meth-
ods deemed most invasive are among those that are used most
often, and this in turn may drive students’ privacy concerns.

To explore the factors affecting monitoring comfort further,
we performed an ordinal logistic regression with an outcome
variable of the Likert response to Q22 (overall comfort with
exam privacy) to reported comfort with individual proctoring
methods, binning comfortable and very comfortable. The full
regression table (Table 5) appears in Appendix B. We find that
comfort with live proctoring (b= 1.20,OR= 3.31, p< 0.001)
and webcam recordings (b = 1.96,OR = 7.08, p < 0.001) sig-
nificantly increased the likelihood of being more comfortable
with exam proctoring generally, suggesting that discomfort
with these forms of observation is problematic for many stu-
dents; both were commonly experienced, cf. Figure 5.

Participants were also asked how necessary a given moni-
toring method is for online proctoring (see Figure 8). Again
there is a significant difference (Kruskal-Wallace: H =
92.9, p < 0.001), and a post-hoc analysis (see Table 8 in
Appendix B) revealed that there are significant differences
between lockdown browser (deemed most necessary) and
live proctoring, microphone recording, browser history moni-
toring, keyboard restrictions, eye tracking and mouse track-
ing. There were no differences between the trio of lockdown
browser, webcam and screen recording with respect to how
necessary they are perceived to be for online proctoring. We-
bcam and screen recording were not (pair-wise) significantly
different than live proctoring.
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Table 1

For each exam 
monitoring type 
please select how 
comfortable you 
feel about them. 
Q27
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comfortable nor 
uncomfortable
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Browser
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Figure 7: Comfort with monitoring types (Q28).
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Figure 8: Necessity of monitoring types (Q27).

Sharing Information Part of the process of taking an on-
line proctored exam is to verify the identity of the exam taker.
This process may involve proof of identification via physi-
cal documentation such as IDs and other forms of identity
checks that may require students to provide sensitive infor-
mation to online proctoring services. Students may also be
required to create accounts on these services to facilitate
that process, and we find that 44 % (n = 45) of study par-
ticipants were required to do just that (Q18). Participants
also reported that many forms of personal information were
required during account creation and before taking an exam,
such as full name (n = 56; 55 %), student ID number (n = 52;
51 %), email address (n = 51; 50 %), educational institution
(n = 39; 38 %), birth date (n = 29; 28 %), phone number
(n = 19; 19 %), residential address (n = 16; 16 %), driver’s
licence number (n = 10; 10 %), and social security number
(n = 7; 7 %) (Q19; see Figure 11 in Appendix B). For some
participants, physical documentation was required; these in-
cluded student IDs (n = 56; 55 %), driver’s licenses (n = 32;
31 %), and passports (n = 7; 7 %) (Q20; see Figure 12 in
Appendix B). When asked if they were concerned about
sharing this kind of information with online exam proctoring
companies, most participants (n = 62; 61 %) agreed (n = 38;
37 %) or strongly agreed (n = 24; 24 %) (Q34). Of those who
responded with concerns (Q35), being uncomfortable shar-
ing personal information was the most common explanation
(n = 28; 27 %). For instance, P91 shared, “I feel uneasy that
in order to take an exam, I have to share personal information,”
and P45 said, “I understand that if I opt to take a test online it
needs to be fairly taken, but that doesn’t mean I should open
up these proctoring companies up to my home. . . ”

Data collection was also a concern for some participants
(n = 17; 17 %). For example P101 responded, “I am not sure
what they will do with my information and how long they will
store/keep my information,” and P58 shared, “For things like
recording my computer, or accessing my browser history, I
feel like that could invite abuse that go beyond simply making

sure I’m honestly taking an exam. . . ” Other participants (n =
28; 27 %) had no concerns about sharing information with
exam proctoring services, such as P53, who said, “I’m not
anymore [sic] worried about it than I am sharing my info with
the school,” and P48, who said, “I feel since it was required
by my school it is a safe place to share information.”

Privacy Trade-off When asked if they thought online exam
proctoring was too privacy invasive, 52 % (n = 53) of study
participants agreed (n= 25; 25 %) or strongly agreed (n= 28;
27 %) that it was too privacy invasive (Q36). There was a
split between those who agreed that online exam proctoring
offered a reasonable trade-off between personal privacy and
exam integrity and those who disagreed (Q37). Forty-one
percent (n = 42) of participants agreed (n = 30; 29 %) or
strongly agreed (n = 21; 21 %) while 39 % (n = 39) of partic-
ipants disagreed (n= 24; 24 %) or strongly disagreed (n= 15;
15 %). We also find evidence of split opinions regarding on-
line proctoring in the qualitative results. In response to Q11,
n = 11 (11 %) of participants reported that there was a trade-
off between privacy and academic integrity. For example,
P41 noted, “I think it is a valid reason to use online exam
proctoring . . . during this time pandemic. . . . I can understand
giving up some privacy to ensure integrity of exam results.”

Participants also reported being concerned about the
amount of information that online proctoring services col-
lect during the exam (Q38). Fifty-seven percent (n = 58) of
participants agreed (n= 33; 32 %) or strongly agreed (n= 25;
25 %), while 26 % (n = 26) of participants disagreed (n = 21;
21 %) or strongly disagreed (n = 5; 5 %). We again see sim-
ilar results in qualitative responses in Q11: 59 % (n = 60)
reported a privacy concern, with concerns about webcam ac-
cess being the most common (n = 27; 26 %). For example,
P65 reported, “I believe that online exams can be invasive,
as at least mine required both a webcam and microphone, so
they could see me and my room and hear my surroundings,”
and P36 responded:
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. . . Unlike in-class proctoring, students must be filmed in
their homes . . . The view is also on the student 100 % of
the time so the student cannot relax and has their entire
body language and quirks on display. It is a breach of
privacy without enough benefit to justify it.

Some participants (n = 6; 6 %) had concerns about relin-
quishing control of their computing devices to the exam proc-
toring services, e.g., “It is a little scary about how much they
can access and control your device” (P101). Sharing of per-
sonal information was a concern for participants (n = 6; 6 %),
such as P39, who noted, “It does make me a little uncom-
fortable that there is a 3rd party company that may have my
personal identification and see into my room.” Still other par-
ticipants (n = 19; 19 %) reported that they had no privacy
concerns, such as P69, who said, “I don’t see any huge issues
with privacy in online exam proctoring,” and P51 who stated:

I don’t mind that they can see my room and control my
screen. They aren’t doing anything sinister, and I can
revoke all permissions at the end of the exam.

RQ2 Key Findings A majority of students found online
exam proctoring to be privacy invasive, most citing concerns
with the webcam and microphone recordings, which provides
the means to view, listen, and record inside a student’s room.
However, some students felt a trade-off between loss of per-
sonal privacy and exam integrity was reasonable.

When considering privacy in the context of preventing aca-
demic dishonesty, participants had mixed reactions to the
proctoring methods used. Lockdown browsers, webcams, and
screen recordings were viewed as necessary for online exam
proctoring compared to other methods, and these were also
the most commonly used methods to observe students during
an exam. However, only about a quarter of the respondents
were comfortable with webcam or screen recording, while
half were comfortable with lockdown browsers. Regression
analysis indicated that comfort with live proctoring and web-
cam recordings drive comfort overall with monitoring. This
suggests that there is a gap between the proctoring methods
commonly used and the comfort level of students with those
observation techniques.

Students also create accounts and share significant informa-
tion with online proctoring services to verify their identities.
Services often require personal information, such as a student
ID number, email address, phone number, and residential ad-
dress, as well as images of physical documentation such as
student IDs and driver’s licenses. Participants expressed con-
cern about sharing this and other personal information with
exam proctoring companies. They were also concerned about
the overall quantity of information collected, what would be
done with the information, and how long it would be stored.

0% 25% 50% 75% 100%

Not at all concerned Slightly concerned
Somewhat concerned Moderately concerned
Extremely concerned 

Figure 9: Concern over installing proctoring software (Q49).

5.3 RQ3: Security Concerns

Along with privacy concerns, the installation of specialized
software to enable proctoring could lead to security issues,
and as part of addressing RQ3, we surveyed participants about
their experiences and concerns with proctoring software.

Browser Extensions One way in which exam proctoring
companies provide monitoring during an exam is by requir-
ing students to install web browser extensions, as noted in
Section 3. Most study participants (n = 65; 64 %) were re-
quired to install a web browser extension to take their exam
(Q40). When we asked participants who installed a browser
extension what they thought the extension did (Q41), they re-
sponded that the extension locked down their browser (n= 27;
42 %), collected data (n = 8; 12 %), monitored network ac-
tivity (n = 8; 12 %), initiated screen recording (n = 7; 11 %),
disabled functionality on their device (n = 6; 9 %), and en-
abled their webcam (n = 6; 9 %) and microphone (n = 4;
6 %).

Proctorio (n = 13; 13 %) was the most common web
browser extension installed by study participants, followed by
ProctorU (n = 12; 12 %), and Honorlock (n = 8; 8 %) (Q42;
Figure 13 in Appendix B). Significantly, only 45 % (n = 31)
of participants who installed a web browser extension reported
removing or disabling the extension after completing their
exam (Q43). Given that many of these browser extensions
have pervasive monitoring permissions that can be activated
on a broad set of URLs (see Section 3), it is important that
students remove these extensions; the failure of 45 % (n = 30)
to do so suggests that installing this custom software may put
students at risk beyond the exam.

Standalone Software Another way in which exam proctor-
ing companies provide monitoring during the examination is
by requiring students to install standalone software, which we
define as software that is installed as an application on their
computer and is not a browser extension. Thirty-five percent
(n = 36) of participants reported they were required to install
exam proctoring software (not including a browser extension)
(Q44). When we asked participants who installed exam proc-
toring software what they thought the software did (Q45),
they responded that the proctoring software locked down their
browser (n = 11; 31 %), disabled functionality on their de-
vice (n = 8; 22 %), monitored their activity (n = 7; 19 %),
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initiated screen recording (n = 3; 8 %), and enabled their we-
bcam (n = 3; 8 %). Of the participants who installed exam
software, most (n = 32; 89 %) said that they did uninstall the
exam proctoring software after the exam was complete (Q44).
Only one participant reported having issues uninstalling the
exam proctoring software (Q44). Most participants (n = 88;
86 %) said they had installed the exam software on their per-
sonal computer (Q44). When asked to report their concern
for installing proctoring software (Figure 9), 52 % of partic-
ipants (n = 52) specified that they were at least somewhat
concerned (n = 20; 20 %), moderately concerned (n = 21;
21 %), or even extremely concerned (n = 11; 11 %). In con-
trast, 48 % (n = 50) of participants were slightly concerned
(n = 25; 24 %) or not at all concerned (n = 25; 24 %) (Q49).

We asked participants to explain their concern, or lack of
concern, regarding the installation of online exam software
(Q49). Many participants (n = 49; 48 %) explained that they
had privacy concerns. Some (n = 11; 11 %) replied that the
software’s potential access to sensitive personal information
was a concern; for instance, P32 said, “I am worried it will be
able to access sensitive information,” and P38 reported, “It is
my own computer which stores all of my information so that
is a bit iffy.” A few participants (n = 6; 6 %) had concerns
about data collection from their computer after the exam was
completed, such as P52, who said, “I wonder if they continued
collecting information after the exam,” and P102, who noted,
“I don’t trust software that is designed to gather information
about my activities to confine itself to being used only for
exams.” Others (n = 11; 11 %) were unsure what information
could be collected by the software; e.g., P69 and P34, who
respectively stated “It’s unclear what all data it’s collecting
and when it’s running,” and “I don’t know what information it
was collecting or how it would be used.” Still others (n = 28;
27 %) had no concerns about the software. A few (n = 5;
5 %) stated they had no concerns because the exam privacy
software was supported by their university. For instance, P40
noted, “I believe the university would not use the proctoring
service if their software was dangerous,” and P87 stated, “I
know that my school and professors wouldn’t have me install
anything that could harm my computer or invade my privacy.”

RQ3 Key Findings The browser extension is the most com-
mon way in which exam proctoring tools access students
computing devices. Students understand that these extensions
are used both to surveil them and their devices during the
exam and to disable functionality that would otherwise allow
them to access unauthorized resources. Despite this knowl-
edge, only a small number of students actually removed or
disabled the extension after completing their exam, leaving
permission-hungry software residing on their computers.

Standalone software is also used for exam proctoring, and
most students install this software on their own personal com-
puters. Students are concerned about this software and say
they worry that it may access personal information stored

on their computers. Most students did uninstall this stan-
dalone software, an action that highlights and confirms their
concerns.

6 Recommendations and Conclusions

Privacy Trade-offs During a Pandemic Given the neces-
sary rapid transition to remote learning, many institutions and
educators did not have sufficient time to restructure courses
around alternative forms of learning and skills assessment.
Content and exams that had originally been envisioned as in-
person suddenly had to be delivered and proctored remotely,
forcing institutions to seek solutions to a perceived exam in-
tegrity problem. Our results suggest that students understand
that their educational institutions were struggling to maintain
mandated safety protocols while continuing to provide aca-
demic rigor, as evidenced by the fact that a large number of
study respondents (41 %) reported that online exam proctor-
ing was a reasonable trade-off between personal privacy and
exam integrity. A recurring theme in the qualitative responses
was that giving up some personal privacy during the Covid-19
pandemic to maintain safety protocols was a valid reason to
accept the use of online proctoring services. This suggests
that student acceptance of online exam monitoring is higher
than it might otherwise be in a post-pandemic situation.

At the same time, we find that a large percentage of stu-
dents have significant concerns—e.g., sharing personal infor-
mation with proctoring companies, the amount of information
collected by these companies, and installing online exam
proctoring software on their computers. When we consider
these facts, it is clear that many students found their proctored
exams to be privacy invasive and would prefer alternatives
to online proctored exams. However, it is unclear if a post-
pandemic context will lead to increased student opposition
to invasive monitoring or if students will have become accus-
tomed to these proctoring tools and resigned to their use.
Recommendation: Based on this study, we recommend that
institutions and instructors both expand student choice by
developing alternative forms of student assessment that can
account for privacy concerns whenever practicable and plan
to reduce future reliance on exam proctoring services after
the Covid-19 pandemic.

Necessary Type of Monitoring Many participants agreed
that the ability to deter cheating during an exam is important,
up to a point, after which they felt that monitoring goes from
necessary to unnecessary and invasive. In fact, we find that
the types of monitoring that students perceive as the most
unnecessary are among those that they report are the most
uncomfortable and invasive. For instance, a majority of stu-
dents reported that they do not think it is necessary to monitor
mouse movement, eye movement, or web browser history;
correspondingly, a majority also reported being uncomfort-
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able with the monitoring of their eye movement, web browser
history, microphone, and webcam. These very monitoring
types are those that students refer to most when they dis-
cuss how they feel that the online proctored exam can create
a stressful environment, how they feel “watched,” and how
they worry that any small sound or tiny movement—such as
looking away from the screen briefly—could flag them for
cheating. Students report that these additional stressors and
anxieties distract them, reduce their focus, and prevent them
from performing to the best of their abilities. This level of
monitoring assumes cheating and pre-penalizes all students
with additional stress and anxiety whether they were planning
to be honest or dishonest.

Our work suggests that even though technologically ad-
vanced invigilation techniques are available, such as 360-
degree room scans and eye movement tracking, it does not
mean that they are either necessary to curb cheating or sensi-
tive to students’ personal privacy and device security. Contin-
uing to use monitoring techniques that students find unnec-
essary for exam integrity, while at the same time requiring
students to sacrifice their personal privacy, displays a lack of
trust for students and undermines students’ trust in educators
and institutions.

Recommendation: We recommend that institutions and ed-
ucators follow a principle of least monitoring by using the
minimum number of monitoring types necessary, given the
class size and knowledge of expected student behavior. Insti-
tutions should perform due diligence when selecting online
exam proctoring companies with whom to contract, and they
should take into account student privacy, student discomfort
for certain monitoring types, and software installation re-
quirements. Moreover, instructors should use caution when
selecting monitoring types while setting up exams and should
provide students with clear reasoning for having selected the
individual methods that will be used to monitor their exams.

Invasion of Personal Computers As we have seen, exam
proctoring browser extensions and standalone software con-
tain invasive monitoring tools. These tools often include
permissions to access the webcam, microphone, and web
browser history. However, 43 % of students did not remove
or disable the required browser extensions once they had com-
pleted their assessments. As is the case with any custom
software, there is risk of vulnerabilities in these extensions.
The fact that students often neglect to remove them therefore
creates increased potential for harm from loss of privacy or
security intrusions. Institutions should therefore be sensitive
to which proctoring software they require students to install
on their personal devices.

Recommendation: We recommend that institutions thor-
oughly review common vulnerabilities and exposures of the
online exam proctoring software they plan to license for instal-
lation on students’ personal computers. We would also rec-

ommend that institutions limit the installation of standalone
exam proctoring software to devices issued to students by the
institution.

Implied Trust via Institutional Support Exam proctoring
tools are often integrated with existing learning management
software, such as Blackboard and Canvas, giving the appear-
ance that they are a part of the standard educational software
stack and imparting a sense of safety and normalcy. At the
same time, institutions have spent large amounts of money
to obtain site license agreements for exam proctoring soft-
ware. This gives the appearance of a certain amount of due
diligence being applied to the purchase, while potentially in-
creasing the barriers to student resistance towards these forms
of examination.

Throughout our qualitative findings are statements from
students of a transfer of trust between institutions who licence
and faculty who support the exam proctoring software and the
software itself. These students say that they believe their uni-
versity would not use the software to proctor exams if it was
dangerous. Moreover, they believe that their school would
not have them install anything that could harm their computer
or invade their privacy. Institutional support for third-party
proctoring software, which conveys credibility, makes the
exam proctoring software appear safer and less potentially
problematic because students assume that institutions have
done proper vetting of both the software and the methods
employed by the proctoring services.

Recommendation: We recommend that the students, along
with faculty and administrators, take part in the assessment
and selection of exam proctoring software. Students should be
involved in every step of the process, from deciding whether
to use exam proctoring software to determining which, if any,
software should be used and which methods should be made
available for exam monitoring.

Power Imbalances Finally, when students’ options are lim-
ited to taking an online proctored exam or failing the course,
it is a clear indication of an institutional power dynamic; 97 %
of students indicated they were required to take an online proc-
tored exam. Offering students more choices for assessment
and being upfront with students about institutional privacy
norms is a crucial step to alleviate this power imbalance.

Recommendation: We recommend implementing notice and
choice for courses employing online exam proctoring and
allowing students to consent to any monitoring that will take
place during course quizzes and exams. We also recommend
that syllabi include a readable privacy policy to better com-
municate expectations.

644    Seventeenth Symposium on Usable Privacy and Security USENIX Association



Acknowledgements
This work is partially funded by the National Science Founda-
tion under grants 1718498 and 1845300, and the Georgetown
University Callahan Family Professor of Computer Science
Chair Fund.

References

[1] Olivia Buccieri. Online Exam Proctoring No Longer Al-
lowed for UC Berkeley Classes. The Daily Californian.
https://www.dailycal.org/2020/04/05/online-
exam-proctoring-no-longer-allowed-for-uc-
berkeley-classes/, April 2020.

[2] Lilah Burke. Cutting the in-person semester short.
Inside Higher Ed. https://www.insidehighered.
com/news/2020/11/17/colleges-end-person-
instruction-early-due-covid-19-spread,
November 2020.

[3] Simon Coghlan, Tim Miller, and Jeannie Paterson.
Good proctor or “Big Brother”? AI Ethics and On-
line Exam Supervision Technologies. arXiv preprint
arXiv:2011.07647, 2020.

[4] Shaanan Cohney, Ross Teixeira, Anne Kohlbrenner,
Arvind Narayanan, Mihir Kshirsagar, Yan Shvartzsh-
naider, and Madelyn Sanfilippo. Virtual Classrooms
and Real Harms. arXiv preprint arXiv:2012.05867,
2020.

[5] ConductExam. Create, share & analyze exams
with the best online exam software. https://www.
conductexam.com.

[6] Lee William Daffin Jr and Ashley A Jones. Comparing
Student Performance on Proctored and Non-Proctored
Exams in Online Psychology Courses. Online Learning,
22(1):131–145, 2018.

[7] Colleen Flaherty. Big proctor. Inside Higher Ed.
https://www.insidehighered.com/news/2020/
05/11/online-proctoring-surging-during-
covid-19, May 2020.

[8] Patricia A Goedl and Ganesh B Malla. A Study of
Grade Equivalency between Proctored and Unproctored
Exams in Distance Education. American Journal of
Distance Education, pages 1–10, 2020.

[9] Susan Grajek. EDUCAUSE COVID-19 QuickPoll Re-
sults: Grading and Proctoring. EDUCAUSE Research
Notes, April 2020.

[10] Therese C Grijalva, Joe Kerkvliet, and Clifford Nowell.
Academic Honesty and Online Courses. College Student
Journal, 40(1), 2006.

[11] Drew Harwell. Mass School Closures in the
Wake of the Coronavirus are Driving a New Wave
of Student Surveillance. The Washington Post.
https://www.washingtonpost.com/technology/
2020/04/01/online-proctoring-college-exams-
coronavirus/, April 2020.

[12] Honorlock. Online Exam Proctoring with a Human
Touch. https://honorlock.com.

[13] Shawn Hubler. Keeping Online Testing Hon-
est? Or an Orwellian Overreach? The New York
Times. https://www.nytimes.com/2020/05/10/
us/online-testing-cheating-universities-
coronavirus.html, May 2020.

[14] Kenrie Hylton, Yair Levy, and Laurie P Dringus. Uti-
lizing Webcam-based Proctoring to Deter Misconduct
in Online Exams. Computers & Education, 92:53–63,
2016.

[15] IRIS Invigilation. Assess with integrity. https://www.
irisinvigilation.com.

[16] Faten F Kharbat and Ajayeb S Abu Daabes. E-proctored
Exams During the COVID-19 Pandemic: A Close Un-
derstanding. Education and Information Technologies,
pages 1–17, 2021.

[17] Allison Kushner and Kevin Pitts. Letter to instructors,
2021. University of Illinois, Urbana-Champaign.

[18] Mark M Lanier. Academic Integrity and Distance Learn-
ing. Journal of criminal justice education, 17(2):244–
261, 2006.

[19] Doug Lederman and Mark Lieberman. How Many
Public Universities Can ‘Go Big’ Online? Inside Higher
Ed. https://www.insidehighered.com/digital-
learning/article/2019/03/20/states-and-
university-systems-are-planning-major-
online, March 2019.

[20] Naresh K. Malhotra, Sung S. Kim, and James Agarwal.
Internet users’ information privacy concerns (IUIPC):
The construct, the scale, and a causal model. Info. Sys.
Research, 15(4):336–355, December 2004.

[21] Mercer Mettl. Conduct Extremely Secure, Scalable,
And Cost-Effective Online Proctored Exams With One
Click. https://mettl.com.

[22] Derek Newton. Another Problem with Shifting
Education Online: Cheating. Hechinger Report. https:
//hechingerreport.org/another-problem-with-
shifting-education-online-cheating/, August
2020.

USENIX Association Seventeenth Symposium on Usable Privacy and Security    645

https://www.dailycal.org/2020/04/05/online-exam-proctoring-no-longer-allowed-for-uc-berkeley-classes/
https://www.dailycal.org/2020/04/05/online-exam-proctoring-no-longer-allowed-for-uc-berkeley-classes/
https://www.dailycal.org/2020/04/05/online-exam-proctoring-no-longer-allowed-for-uc-berkeley-classes/
https://www.insidehighered.com/news/2020/11/17/colleges-end-person-instruction-early-due-covid-19-spread
https://www.insidehighered.com/news/2020/11/17/colleges-end-person-instruction-early-due-covid-19-spread
https://www.insidehighered.com/news/2020/11/17/colleges-end-person-instruction-early-due-covid-19-spread
https://www.conductexam.com
https://www.conductexam.com
https://www.insidehighered.com/news/2020/05/11/online-proctoring-surging-during-covid-19
https://www.insidehighered.com/news/2020/05/11/online-proctoring-surging-during-covid-19
https://www.insidehighered.com/news/2020/05/11/online-proctoring-surging-during-covid-19
https://www.washingtonpost.com/technology/2020/04/01/online-proctoring-college-exams-coronavirus/
https://www.washingtonpost.com/technology/2020/04/01/online-proctoring-college-exams-coronavirus/
https://www.washingtonpost.com/technology/2020/04/01/online-proctoring-college-exams-coronavirus/
https://honorlock.com
https://www.nytimes.com/2020/05/10/us/online-testing-cheating-universities-coronavirus.html
https://www.nytimes.com/2020/05/10/us/online-testing-cheating-universities-coronavirus.html
https://www.nytimes.com/2020/05/10/us/online-testing-cheating-universities-coronavirus.html
https://www.irisinvigilation.com
https://www.irisinvigilation.com
https://www.insidehighered.com/digital-learning/article/2019/03/20/states-and-university-systems-are-planning-major-online
https://www.insidehighered.com/digital-learning/article/2019/03/20/states-and-university-systems-are-planning-major-online
https://www.insidehighered.com/digital-learning/article/2019/03/20/states-and-university-systems-are-planning-major-online
https://www.insidehighered.com/digital-learning/article/2019/03/20/states-and-university-systems-are-planning-major-online
https://mettl.com
https://hechingerreport.org/another-problem-with-shifting-education-online-cheating/
https://hechingerreport.org/another-problem-with-shifting-education-online-cheating/
https://hechingerreport.org/another-problem-with-shifting-education-online-cheating/


[23] Anushka Patil and Jonah Engel Bromwich. How It
Feels When Software Watches You Take Tests. The
New York Times. https://www.nytimes.com/2020/
09/29/style/testing-schools-proctorio.html,
September 2020.

[24] ProctorExam. Leading online proctoring services.
https://proctorexam.com.

[25] Proctorio. A Comprehensive Learning Integrity Plat-
form. https://proctorio.com.

[26] ProctorU. Online Proctoring to Advance your Learning
and Testing Program. https://www.proctoru.com.

[27] PSI Online. Where People Meet Potential. https:
//www.psionline.com.

[28] Elissa M. Redmiles, Sean Kross, and Michelle L.
Mazurek. How Well Do My Results Generalize? Com-
paring Security and Privacy Survey Results from MTurk,
Web, and Telephone Samples. In IEEE Symposium on
Security and Privacy (SP), May 2019.

[29] Respondus. Assessment Tools for Learning Systems.
https://web.respondus.com.

[30] Joseph A. Rios and Ou Lydia Liu. Online Proctored
Versus Unproctored Low-Stakes Internet Test Adminis-
tration: Is There Differential Test-Taking Behavior and
Performance? American Journal of Distance Education,
31(4):226–241, 2017.

[31] Shea Swauger. Software that Monitors Students During
Tests Perpetuates Inequality and Violates their Privacy.
MIT Technology Review, August 2020.

[32] George R Watson and James Sottile. Cheating in
the Digital Age: Do Students Cheat More in Online
Courses? In Society for Information Technology &
Teacher Education International Conference. Associa-
tion for the Advancement of Computing in Education
(AACE), 2008.

[33] Daniel Woldeab and Thomas Brothen. 21st Century As-
sessment: Online Proctoring, Test Anxiety, and Student
Performance. International Journal of E-Learning &
Distance Education, 34(1), 2019.

646    Seventeenth Symposium on Usable Privacy and Security USENIX Association

https://www.nytimes.com/2020/09/29/style/testing-schools-proctorio.html
https://www.nytimes.com/2020/09/29/style/testing-schools-proctorio.html
https://proctorexam.com
https://proctorio.com
https://www.proctoru.com
https://www.psionline.com
https://www.psionline.com
https://web.respondus.com


A Survey Instruments

A.1 Screening Survey
S1 How familiar are you with online exam proctoring?

© Not at all familiar
© Slightly familiar
© Somewhat familiar

© Moderately familiar
© Extremely familiar

S2 I have taken an online proctored exam.
© Yes
© No

© Unsure
© Prefer not to answer

S3 Please describe your overall online proctored exam experience.
Answer:

These questions were followed by the 10 IUIPC items as described by
Malhotra et al. [20]

D1 What is your gender?
© Woman
© Man
© Non-binary

© Prefer not to disclose
© Prefer to self-describe

D2 What is your age?
© 18 – 24
© 25 – 34
© 35 – 44
© 45 – 54

© 55 – 64
© 65 or older
© Prefer not to disclose

D3 Are you currently a student?
© Yes
© No

© Prefer not to disclose

D4 What is the highest degree or level of school you have completed?
© No schooling completed
© Some high school, no diploma
© High school graduate, diploma, or equivalent (e. g., GED, Abitur,

baccalaureat)
© Some college credit, no degree
© Trade / technical / vocational training
© Associate degree
© Bachelor’s degree
© Master’s degree
© Professional degree (e. g., J.D., M.D.)
© Doctorate degree
© Prefer not to disclose

D5 Which of the following best describes your educational background or
job field?
© I have an education in, or work in, the field of computer science,

computer engineering or IT.
© I do not have an education in, nor do I work in, the field of computer

science, computer engineering or IT.
© Prefer not to disclose

A.2 Main Study
Thank you for participating in the second part of our survey. You have been
invited to our main study because of your direct experience taking an online
proctored exam.

Your answers based on your online exam proctoring experiences are
important to us!

Please read the following instructions carefully:
• Take your time in reading and answering the questions.
• Answer the questions as accurately as possible.
• It is okay to say that you don’t know an answer.

Q1 How many online proctored exams have you taken?

© 1
© 2

© 3
© 4

© 5+

Q2 What was the nature of the exam(s) you took using an online proctoring
service? Select all that apply.
© Course Quiz
© Course Exam (E.g. test, midterm exam, final exam)
© Standardized Test (E.g. GRE, GMAT, bar exam)
© I have not taken an exam with online proctoring
© Other:

Q3 Of those ones you chose, which is the most recent?
© Course Quiz
© Course Exam (E.g. test, midterm exam, final exam)
© Standardized Test (E.g. GRE, GMAT, bar exam)
© I have not taken an exam with online proctoring
© [Other value entered in Q2]

Q4 As best as you can remember, when was the month, date, and year
when you last took an online exam with a proctoring service?
© Month:
© Day:
© Year:

Q5 What was the subject matter of the last examination you took using an
online proctoring service?
Answer:

Q6 What was the name of the online proctoring service used during your
last examination?
© ConductExam
© Pearson OnVUE
© PSI Online Proctor-

ing
© Examity
© ProctorExam
© Questionmark
© ExamSoft

© ProctorFree
© Respondus
© Honorlock
© Proctorio
© Smowl
© IRIS Invigilation
© Proctortrack
© Surpass

© Kryterion
© ProctorU
© Talview
© Mercer Mettl
© Proview
© TestReach
© Other:
© Unsure

Q7 Were you required to take that exam using an online exam proctoring
service?
© Yes, I was required to use an online exam proctoring service.
© No, there were other forms of assessment available to me but I

opted to use an online exam proctoring service

Q8 Who required you to take an online proctored exam?
Answer:

Q9 What were the deciding factors in your choice to take your exam with
an online proctoring service instead of other forms of assessment?
Answer:

Q10 In your experience, what are some benefits of using online exam
proctoring?
Answer:

Q11 Please explain your views on the privacy of online exam proctoring.
Answer:

Q12 I prefer online exam proctoring services over traditional exam formats.

© Strongly disagree
© Disagree
© Neither agree nor disagree

© Agree
© Strongly agree

Q13 Did the online proctoring service make any necessary exam accommo-
dations or other modifications based on your needs as an exam taker?

© Yes, I request and was provided adequate accommodations
© No, I requested and was not provided adequate accommodations
© I did not request nor require exam accommodations
© Unsure
© Prefer not to answer
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Q14 Please describe the accommodations provided to you. You may indi-
cate N/A if you prefer not to answer. [Shown only if answer to Q13
was “Yes”]
Answer:

Q15 Please describe how accommodations were not provided for you de-
spite your request. You may indicate N/A if your prefer not to answer.
[Shown only if answer to Q13 was “No”]
Answer:

Q16 Did you experience any technical difficulties when taking your exam
as it relates to the online proctored service?
© Yes © No © Unsure

Q17 Please explain any technical difficulties you may have experienced
during your exam with the online proctored service. [Shown only if
answer to Q15 was “Yes”]
Answer:

Online Exam Proctoring Methods In this part of the sur-
vey you will be asked about the methods employed by online exam
proctoring services.

Q18 When preparing to take an online proctored exam were you required
to create an account with the online proctoring service?
© Yes © No © Unsure

Q19 When registering for an online proctored exam what, if any, personal
information where you required to enter in online forms? Select all
that apply.
© Residential Address
© Educational institution affilia-

tion
© Email Address
© Student ID Number
© Full Name

© Social Security Number
© Driver’s License Number
© Phone Number
© No information was required
© Unsure
© Other:

Q20 When taking an online proctored exam what kinds of physical docu-
mentation, if any, were you required to provide? Select all that apply.

© Driver’s License
© Student ID
© Passport
© No physical documentation was required
© Unsure
© Other:

Q21 How aware are you of the methods used by online exam proctoring
services to monitor exam takers?
© Not at all aware
© Slightly aware
© Somewhat aware

© Moderately aware
© Extremely aware

Q22 How comfortable were you with the methods used to proctor the
exam(s) that was proctored online?
© Very comfortable
© Comfortable
© Neither comfortable nor uncomfortable
© Uncomfortable
© Very uncomfortable

Q23 Please select all methods that were used to proctor the exam(s) that
was proctored online. Select all that apply.
© Live proctor visible to me
© Live proctor not visible to me
© Web browser history monitoring
© Eye movement tracking
© Facial detection
© Lockdown browser
© Mouse movement tracking
© Keyboard restrictions (E.g. no copy and paste)
© Screen recording

© Microphone recording
© Internet activity monitoring (E.g. interaction with a web site)
© Webcam recording

Q24 Please describe any methods not listed above, or indicate “none” if
there are no more methods.
Answer:

Q25 Please describe your overall experience being monitored during your
online proctored exam.
Answer:

Q26 Previously you indicated that your most recent online proctored exam
was a [Answer from Q3]. Please refer to that experience in answering
the following questions. Considering your most recent online proctored
exam, what kind of monitoring (if any) was necessary to proctor that
exam online?
Answer:

Q27 Previously you indicated that your most recent online proctored
exam was a [Answer from Q3]. Again considering your most re-
cent exam from the question above. For each exam monitoring type
please select how often they are necessary for online proctoring.

Often Rarely
Always Sometimes Never

Live proctor © © © © ©
Web browser history monitoring © © © © ©
Eye movement tracking © © © © ©
Lockdown browser © © © © ©
Mouse movement tracking © © © © ©
Keyboard restrictions (E.g. no copy/paste) © © © © ©
Screen recording © © © © ©
Microphone recording © © © © ©
Webcam recording © © © © ©

Q28 Again considering your most recent online proctored exam
of [Answer from Q3]. For each exam monitoring type
please select how comfortable you feel about them.

Very Comfortable Very Uncomfortable
Comfortable Uncomfortable

Neither comfortable nor uncomfortable

[Types from Q27] © © © © ©

Online Exam Proctoring Functionality In this part of
the survey you will be asked about the functionality of online exam
proctoring services. If you feel uncomfortable answering any question
below, you may select “Prefer not to answer.”

Q29 The use of online exam proctoring tools makes it less likely that my
classmates or I will cheat on an exam.
© Strongly disagree
© Disagree
© Neither agree nor disagree

© Agree
© Strongly agree
© Prefer not to answer

Q30 If I wanted to, I believe I would still be able to cheat even with online
exam proctoring.
© Strongly disagree
© Disagree
© Neither agree nor disagree

© Agree
© Strongly agree
© Prefer not to answer

Q31 Please explain your belief about the ability to cheat (or not cheat) with
online proctored exams. Or write N/A if you prefer not to answer.
Answer:

Q32 Have you been accused of cheating by exam proctoring software?
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© Yes
© No

© Prefer not to answer

Q33 Which of the following methods employed by the online exam proctor-
ing software was used to accuse you of cheating? Select all that apply.
[Shown only if answer to Q32 was “Yes”]
© Live proctor visible to me
© Live proctor not visible to me
© Web browser history monitoring
© Eye movement tracking
© Facial detection
© Lockdown browser
© Mouse movement tracking
© Keyboard restrictions (E.g. no copy and paste)
© Screen recording
© Microphone recording
© Internet activity monitoring (E.g. interaction with a web site)
© Webcam recording
© Unsure
© Other:
© Prefer not to answer

Privacy Concerns In this part of the survey you will be asked
about the benefits and potential risks you associate with online exam
proctoring.

Q34 I am concerned about sharing information with online exam proctoring
companies.
© Strongly disagree
© Disagree
© Neither agree nor disagree

© Agree
© Strongly agree

Q35 Please explain your answer to the previous question regarding the
consequences of sharing information.
Answer:

Q36 I think online exam proctoring services are too privacy invasive.
© Strongly disagree
© Disagree
© Neither agree nor disagree

© Agree
© Strongly agree

Q37 I think online exam proctoring offers a reasonable tradeoff between
my privacy and the integrity of the exam.
© Strongly disagree
© Disagree
© Neither agree nor disagree

© Agree
© Strongly agree

Q38 I am concerned about the amount of information that online proctoring
services collect during the exam.
© Strongly disagree
© Disagree
© Neither agree nor disagree

© Agree
© Strongly agree

Q39 I think online exam proctoring is a good solution for monitoring remote
examinations.
© Strongly disagree
© Disagree
© Neither agree nor disagree

© Agree
© Strongly agree

Exam Proctoring Web Browser Extensions A web
browser extension is a small software module that is used to extend
the functionality of your web browser with additional features. Some
online proctoring services require exam takers to install a web browser
extension in order to take an exam. In this part of the survey you will be
asked questions about your experience using web browser extensions
to take online proctored exams.

Q40 Were you required to install and use a web browser extension in order
to participate in a proctored online exam?

© Yes © No © Unsure

Q41 What do you think the browser extension did? [Shown only if answer
to Q40 was “Yes”]
Answer:

Q42 What was the most recent web browser extension you installed in order
to participate in a proctored online exam? [Shown only if answer to
Q40 was “Yes”]
© ConductExam
© Examity
© Honorlock
© IRIS Invigilation
© Mercer Mettl

© ProctorExam
© Proctorio
© ProctorU
© PSI Online Proctor-

ing

© Unsure
© No browser exten-

sion was installed
© Other:

Q43 Did you remove or disable any browser extensions that you were
required to install to take an online proctored exam? [Shown only if
answer to Q40 was “Yes”]
© Yes © No © Unsure

Exam Proctoring Software Some online proctoring ser-
vices require exam takers to install standalone application software
on a computer, like your PC or Mac, in order to take an exam. In this
part of the survey you will be asked questions about your experience
installing and using exam application software to take online proctored
exams. Please note this may be in addition to the requirement to install
a browser extension.

Q44 Did you have to install other types of exam proctoring software (not
including a browser extension)?
© Yes © No © Unsure

Q45 What do you think this exam proctoring software did? [Shown only if
answer to Q44 was “Yes”]
Answer:

Q46 Did you uninstall the exam proctoring software? [Shown only if answer
to Q44 was “Yes”]
© Yes © No © Unsure

Q47 Did you have any issues uninstalling the exam proctoring software?
[Shown only if answer to Q46 was “Yes”]
© Yes © No © Unsure

Q48 From the computing devices listed below, please select the device you
used to take your most recent online proctored exam.
© Personal Computer
© Shared Home Computer
© School Issued Computer
© Public Computer (E.g. Library)

© Mobile Device (Smartphone,
Tablet, etc)

© Unsure
© Other:

Q49 How concerned are you about installing online exam proctoring soft-
ware on the computer you used to take the exam?
© Not at all concerned
© Slightly concerned
© Somewhat concerned

© Moderately concerned
© Extremely concerned

Q50 Please explain your answer to the previous question regarding your
concern about installing online exam proctoring software.
Answer:
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B Additional Figures and Tables

Metric Reddit sample Prolific sample

Total Participants 27 75
Gender: Man 10 (37%) 42 (56%)

Gender: Woman 14 (52%) 33 (44%)
Gender: Nonbinary 2 (7.4%) 0

Gender: Prefer not to disclose 1 (3.7%) 0

Age: 18-24 17 (63%) 56 (75%)
Age: 25-34 8 (30%) 14 (19%)
Age: 35-44 2 (7.4%) 3 (4.0%)
Age: 45-54 0 2 (2.7%)
Age: 55-64 0 0

Student 21 (78%) 69 (92%)
NonStudent 6 (22%) 6 (8.0%)

Some high school (no diploma) 0 1 (1.3%)
High school graduate, diploma, or equivalent 2 (7.4%) 9 (12%)

Trade / technical / vocational training 1 (3.7%) 0
Some college credit, no degree 5 (19%) 35 (47%)

Associate’s degree 3 (11%) 11 (15%)
Bachelor’s degree 14 (52%) 15 (20%)

Master’s degree 1 (3.7%) 2 (2.7%)
Professional degree (e.g., J.D., M.D.) 1 (3.7%) 1 (1.3%)

Schooling : Other (including PhD) 0 1 (1.3%)

IT background 11 (41%) 20 (27%)
No IT background 15 (56%) 55 (73%)

IT background: Prefer not to disclose 1 (3.7%) 0

Table 4: Participant demographics for Reddit and Prolific
participants. Prolific demographics exclude tallies from re-
spondents who only completed the pre-survey.
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Figure 10: Proctoring services experienced. This generally
conforms to the survey conducted by EDUCAUSE [9].
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Figure 11: Information required when registering for an on-
line proctored exam (Q19).
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Figure 12: Physical documentation required to provide (Q20).
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Figure 13: Most common browser extensions installed (Q42).
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Table 5: Ordinal regression model to describe the level of comfort with proctoring methods responses to Question Q22. The
model uses an ascending comfort scale (i. e., from Very uncomfortable to Very comfortable). The Aldrich-Nelson pseudo R2 of
the model is 0.58.

Factor Estimate Odds ratio Error t value Pr(>|z|)
Live Proctor ∈ {Comfortable, Very Comfortable} 1.20 3.31 0.42 2.88 <0.001 **
Browser History ∈ {Comfortable, Very Comfortable} −0.49 0.61 0.54 −0.91 0.36
Eye Tracking ∈ {Comfortable, Very Comfortable} −0.80 0.45 0.72 −1.11 0.27
Lockdown Browser ∈ {Comfortable, Very Comfortable} −0.05 0.95 0.46 −0.11 0.91
Mouse Tracking ∈ {Comfortable, Very Comfortable} 0.76 2.13 0.54 1.40 0.16
Keyboard Restr. ∈ {Comfortable, Very Comfortable} −0.19 0.83 0.48 −0.39 0.70
Screen Recording ∈ {Comfortable, Very Comfortable} 1.00 2.72 0.53 1.87 0.06 .
Mic Recording ∈ {Comfortable, Very Comfortable} 1.11 3.04 0.67 1.66 0.10 .
Webcam Recording ∈ {Comfortable, Very Comfortable} 1.96 7.08 0.63 3.11 <0.001 **

Intercepts
Very uncomfortable | Uncomfortable −1.42 0.24 0.39 −3.61 <0.001 ***
Uncomfortable | Neither comfortable nor uncomfortable 0.59 1.81 0.33 1.81 0.07 .
Neither comfortable nor uncomfortable | Comfortable 1.67 5.32 0.37 4.52 <0.001 ***
Comfortable | Very comfortable 4.17 64.80 0.61 6.89 <0.001 ***

Signif. codes: ‘***’=̂< 0.001; ‘**’ =̂< 0.01;‘*’ =̂< 0.05; ‘.’ =̂< 0.1

Table 6: Ordinal regression model to describe the preference for online proctored exams based on responses to Question Q12.
The model uses an ascending agreement scale (i. e., from Strongly disagree to Strongly agree). The Aldrich-Nelson pseudo R2 of
the model is 0.75.

Factor Estimate Odds ratio Error t value Pr(>|z|)
Exams taken > 3 −0.07 0.93 0.40 −0.18 0.86
Aware methods ∈ {Moderately aware, Extremely aware} 0.83 2.28 0.67 1.23 0.22
Concern amount ∈ {Disagree, Strongly disagree} −1.76 0.17 0.81 −2.17 0.03 *
Privacy invasive ∈ {Disagree, Strongly disagree} 2.21 9.10 0.66 3.35 <0.001 ***
Reasonable tradeoff ∈ {Agree, Strongly agree} 0.94 2.57 0.56 1.69 0.09 .
Good solution ∈ {Agree, Strongly agree} 1.30 3.66 0.52 2.48 0.01 *
Comfort methods ∈ {Uncomfortable, Very uncomfortable} −0.95 0.39 0.49 −1.93 0.05 .
Concern sharing ∈ {Disagree, Strongly disagree} 0.58 1.78 0.81 0.71 0.48

Intercepts
Strongly disagree | Disagree −0.67 0.51 0.50 −1.34 0.18
Disagree | Neither agree nor disagree 1.40 4.07 0.54 2.61 0.01 **
Neither agree nor disagree | Agree 2.39 10.90 0.57 4.17 <0.001 ***
Agree | Strongly agree 1.14E+02 0.72 6.61 3.74E−11 ***

Signif. codes: ‘***’=̂< 0.001; ‘**’ =̂< 0.01;‘*’ =̂< 0.05; ‘.’ =̂< 0.1
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Table 7: Post-Hoc Analysis of comfort with monitoring method Q28 using pair-wise Mann-Whitney U-Test with Holm-Sidek
Correction.
(Kruskal Wallace: H = 94.6, p < 0.001)

Lockdown browser Keyboard Restr. Live proctor Mouse Tracking Screen Rec. Webcam Rec. Mic. Rec. Browser Hist.

Lockdown browser —
Keyboard Restr. 0.553 —

Live proctor 0.232 0.930 —
Mouse Tracking 0.021* 0.822 0.930 —

Screen Rec. 0.001* 0.261 0.666 0.857 —
Webcam Rec. < 0.001* 0.005* 0.039* 0.160 0.822 —

Mic. Rec. < 0.001* 0.003* 0.027* 0.095 0.764 0.930 —
Browser Hist. < 0.001* < 0.001* 0.001* 0.007* 0.267 0.920 0.930 —
Eye Tracking < 0.001* < 0.001* < 0.001* < 0.001* 0.032* 0.635 0.764 0.930

Table 8: Post-Hoc Analysis of neccessity of monitoring method Q27 using pair-wise Mann-Whitney U-Test with Holm-Sidek
Correction.
(Kruskal Wallace: H = 92.8, p < 0.001)

Lockdown Browser Webcam Rec. Screen Rec. Live Proctor Mic. Rec. Browser Hist. Keyboard Restr. Eye Tracking

Lockdown Browser —
Webcam Rec. 0.605 —

Screen Rec. 0.171 0.946 —
Live Proctor 0.004* 0.582 0.911 —

Mic. Rec. 0.004* 0.490 0.865 0.946 —
Browser Hist. < 0.001* 0.010* 0.084 0.472 0.677 —

Keyboard Restr. < 0.001* < 0.001* 0.009* 0.092 0.336 0.946 —
Eye Tracking < 0.001* < 0.001* 0.004* 0.044* 0.181 0.946 0.946 —

Mouse Tracking < 0.001* < 0.001* < 0.001* < 0.001* 0.010* 0.605 0.865 0.946
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Abstract
Universities have been forced to rely on remote educational
technology to facilitate the rapid shift to online learning. In
doing so, they acquire new risks of security vulnerabilities
and privacy violations. To help universities navigate this land-
scape, we develop a model that describes the actors, incentives,
and risks, informed by surveying 49 instructors and 14 admin-
istrators at U.S. universities. Next, we develop a methodology
for administrators to assess security and privacy risks of these
products. We then conduct a privacy and security analysis
of 23 popular platforms using a combination of sociological
analyses of privacy policies and 129 state laws, alongside a
technical assessment of platform software. Based on our find-
ings, we develop recommendations for universities to mitigate
the risks to their stakeholders.

1 Introduction

The COVID-19 pandemic pushed universities to adopt remote
educational platforms. But most of these platforms were not
designed with universities in mind. While these platforms al-
lowed institutions to fill an urgent need, they caused novel and
well-publicized security and privacy problems. We examine
the underlying causes of these problems through an interdis-
ciplinary lens that identifies the institutional structures that
make these incidents more likely, and surfaces the tensions
between educational goals and the incentives of the software
platforms.

We begin in Section 2 by documenting how different
actors in educational settings—students, instructors, and

Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
without fee.
USENIX Symposium on Usable Privacy and Security (SOUPS) 2021.
August 8–10, 2021, Virtual Conference.

administrators—each bring their own set of preferences and
concerns about platforms. These concerns conflict, leaving
instructors and students frustrated that platforms do not meet
their needs. We use qualitative surveys of 49 instructors and
14 administrators from U.S. universities to help model the con-
siderations. Next, in Section 3 we discuss the risks that emerge
from complex social interactions between the actors in our
model through the lens of Contextual Integrity (CI) [45], and
discuss where the pandemic has disrupted norms for appro-
priate information flows. In Section 4 we discuss the security
threats that compromise digital systems through unauthorized
access. We discuss related work in Section 5 and future work
in Section 6. We synthesize our analyses into recommenda-
tions for universities and regulators in Section 7.

Our analysis identifies three factors that contribute to pri-
vacy and security problems. First, there are unresolved ten-
sions between the needs of the different stakeholders. For
example, instructors’ stated preferences for students’ cam-
eras to be left on conflicts with students’ privacy concerns
about misuse of their video feeds. Second, there are signifi-
cant gaps between users’ preferences for platform behavior
and the actual practices of the platform. A recurring theme
in our survey was that defaults matter. While developers may
include a configuration toggle for stricter security settings
(such as storing call recordings locally vs. to a cloud), if this
toggle is not turned on by default or communicated clearly to
instructors, its usefulness is significantly hampered. A related
issue is that faculty often adopt tools on their own initiative,
outside official procurement processes which deprives them
of protections afforded to large organizations. Third, there
is a regulatory gap created because the existing educational
privacy and data security regulations were written for an era
of paper-based records in physical classrooms and are not a
good fit for regulating practices arising out of remote learning.

Contributions:

• We build a novel threat model that represents the stake-
holders in virtual classrooms, their interactions, and pri-
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vacy/security risks. We ground our model in two qualita-
tive surveys we conduct of instructors and college and
IT administrators at U.S. universities.

• We assess the privacy and security practices of 23 of the
most popular platforms identified in our survey. In partic-
ular, we find notable differences between the practices of
platforms operated under contract with universities, and
the same platforms provided to users free of charge. We
observe that contracts negotiated with universities result
in significant differences in how data is handled by the
platforms. We find that these Data Protection Addenda
(DPAs) are a powerful tool to shape platform behavior
towards the interests of the stakeholders.

• We use our research to provide policy guidance. We rec-
ommend that universities prioritize developing tools to
incorporate continual improvements based on user feed-
back and allowing instructors to select features that are
relevant to individual educational missions and protect-
ing the interests of vulnerable groups. We also recom-
mend strengthening regulatory mechanisms to provide
appropriate baseline privacy and security protections.

2 Actors, Incentives, & Risks

In education technology, the actors within the system are
both principals to protect and potential threats to mitigate. A
useful threat model should therefore specify the level of trust
to assign to each actor, in recognition of the variety of roles
that individuals in that class may play.

Our construction of a threat model is further complicated
by the fact that a platform component may seem both a ‘fea-
ture’ and a ‘threat’ to different actors (e.g. video recording).
Platform developers must not only build a secure product, but
one that mediates between the different interests of their users.
As a result, our model moves beyond a trusted/untrusted di-
chotomy to examine the incentives and interests of all actors.

We begin by describing our threat model to understand
how the participating actors view their interests. Next, we
model the different risks that platforms must mitigate to help
fulfill the educational mission of the software. Finally, we con-
clude by analyzing the survey results that inform our threat
model. Our threat model is based on frameworks such as
STRIDE [38], socio-technical system analysis [41], and Con-
textual Integrity [45].

2.1 Actors

We divide the participating actors into internal actors (stu-
dents, instructors, administrators), and external actors (third
parties and adversaries). While each class of internal actors
has incentive to maintain the integrity of the educational sys-
tem, we recognize that all internal actors may engage in ad-
versarial behavior. In addition, our survey shows how the

priorities of the internal actors may differ—leading to behav-
ior by one internal actor which may be considered adversarial
by another actor.
Incentives. Students enroll for reasons beyond the pursuit
of education goals. Further, diplomas have a credentialing
function which, for some students, may incentivize cheating.
Mixed incentives may therefore cause a student to act contrary
to other stakeholders’ interests.

Administrators who do not personally use the digital class-
room may be more willing to sacrifice the privacy concerns of
students and instructors for institutional concerns such as cost
efficiencies and auditing or reporting capabilities. Adminis-
trators commonly endorse cloud solutions such as Canvas
which monetize aggregate data about students, representative
of trade-offs between different actors’ priorities.

While our model groups instructors and administrators to-
gether, they are not homogeneous. Instructors and adminis-
trators may play different roles in configuring and using plat-
forms. Those administrators whose roles focus on compliance
and risk assessment have incentives to prioritize security and
privacy concerns, while others prioritize usability and teach-
ing outcomes. At different institutions, various groups may
participate in platform procurement, including institution-
level administrators, department staff, and instructors, and
power dynamics between these groups may also differ. This
also highlights a limitation of our model, which draws bound-
aries between instructors, administrators, and students, when
there are often instances in which those roles overlap—for
example, graduate students who teach or TA or senior faculty
who serve as administrators.

Under these assumptions, we produce the following set of
descriptions about the behaviors of our actors:

• Students authenticate their identities and participate in
courses by joining live virtual sessions and submitting
work. Students may also collaborate and share work with
each other. Students may share extraneous information—
including their home environment—through video con-
ferences that propagate to instructors (and which may
leak to platforms if conferences are not end-to-end en-
crypted). We do not assume that students are trusted:
actors with student-level permissions may try to access
or change data not authorized for them, or to prevent
access to systems. We also note that students may par-
ticipate in privacy violations [40]. Violations may be
intentional when students exploit data-rich platforms or
unintentional when platforms leak sensitive information
(such as indicators of socio-economic status leaked via
video streams).

• Instructors and administrative staff generally man-
age instances of the various platforms (such as individ-
ual chat rooms/streams), and are thus significantly privi-
leged and trusted. Well-intentioned instructors may inad-
vertently breach student or institutional expectations of
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Figure 1: We model typical data flows between stakehold-
ers as mediated by online platforms. A flow is considered
appropriate if it corresponds to a legitimate flow under the
Contextual Integrity framework we develop in Section 3. Data
from end-to-end encrypted sessions may leak to platform due
to poor configuration, implementation, or metadata collection.

privacy in a virtual classroom, while misinformed admin-
istrators may improperly use student data or metadata
to harm students [21], such as through false accusations
of cheating [64]. Similarly to students, instructors can
precipitate security breaches if their accounts are over
privileged, and may prefer to keep extraneous informa-
tion from being shared with students and administrators
(including their own home environments and teaching
metrics).

• Service providers and their third-party affiliates act
to maximize their economic interest within the bounds
of their contractual and legal obligations. Platforms may
share metadata with third parties for advertising and
other business purposes, and course material for services
like captioning.

• External adversaries may seek to steal student data
and course content, and may interfere with live classes
(“Zoombombing”). Adversaries may act for profit, enter-
tainment, or other motives.

Figure 1 depicts these actors and their interactions.

2.2 Survey

We built our threat model using a survey of 49 instructors at
U.S. universities to learn what remote learning platforms they
use, the features they value in a platform, and their concerns
(and those of their students), with particular emphasis on pri-
vacy and security. We recruited participants through a public

Slack group for instructors teaching remotely, as well a public
social media post.

Separately, we surveyed 14 U.S. university administrators
about their schools’ procurement processes for new learning
platforms. As administrators with influence and understand-
ing of the procurement process are harder to reach, our sample
size was limited to 14 participants.

Our institutional review board (IRB) reviewed and ap-
proved our study design, consent, and recruitment procedures.
All participants affirmatively consented to participate in the
study, after reviewing a form approved by the IRB.

The surveys provide a qualitative framing for our platform
analyses and recommendations later in the paper. Additional
details regarding survey materials and responses are provided
in Appendix A.

2.2.1 Instructor Survey Results

We report the number of instructors using each platform, as
well as whether they use a personal version or an institution-
ally provided version in Figure 2.

We find that the concerns of instructors generally touch
on three major themes, with some instructors mentioning
multiple themes. First, students’ personal data is more easily
captured and visible to instructors, platforms, co-inhabitants,
and other students from a virtual classroom. This includes
students broadcasting their home environments (and socioeco-
nomic indicators therein) through video, private chats which
may leak to instructors, and co-inhabitants hearing sensitive
class material. It also includes proctoring services that hijack
students’ computers while monitoring their environment.

Second, personal data is more easily disseminated by
platforms to third parties, with little recourse for students
or instructors who wish to limit data sharing. Instructors
were concerned that platforms may sell metadata from stu-
dents/instructors to advertisers or leak data to services like
video captioning, and that law enforcement may request stu-
dent data from platforms.

Third, platforms are vulnerable to attack from unintended
adversaries that threaten to steal data and interfere with
courses, due to poor authentication and other security mea-
sures by platforms.

Specific concerns and desires mentioned in our instructor
survey are listed below.

Security/privacy. 25 (51%) instructors marked "Yes" to
having security and/or privacy concerns with platforms. Re-
spondents did not clearly delineate between security and pri-
vacy: notably, each of our five freeform questions, including
those unrelated to privacy or security, received at least two
responses that we manually coded as pertaining to a privacy
or security concern. Fifteen discussed concerns that “private”
chats or videos were not private, especially to other students;
nine were concerned that platforms did not adequately se-
cure meetings against intrusion; and two mentioned concerns
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Figure 2: Survey usage counts for remote teaching platforms, including institution-supported versions and personal versions.

about theft of intellectual property.

Surveillance. Instructors were concerned about the surveil-
lance implications of using remote learning tools, both for
student data and their own. For example, five instructors noted
they were concerned platforms might share data with third
parties, with particular emphasis on course data and personal
data of students. Another instructor also denounced potential
data sharing with law enforcement. Meanwhile, two instruc-
tors mentioned not wanting to share their own home environ-
ment with students, and one was concerned that their campus
would use platform metrics to judge their teaching perfor-
mance. One instructor even tried to use Privacy Badger [28]
to disable tracking on Blackboard, but this interfered with
classroom functions.

Recording restrictions. Nine instructors reported it was
important that platforms provided the ability to save record-
ings locally or to private clouds. One advocated for allowing
students to “opt out” of showing their video on recordings.
Together, these respondents discussed restrictions on every as-
pect of class recordings: restricting who can make recordings,
who hosts them, and who is allowed to access them.

Platform choice. Respondents also reported specific dis-
satisfaction with their institutions in selecting and configur-
ing platforms. Seven instructors reported frustration with the
choice of platforms by their institutions, with one instructor
noting that Canvas’ ‘testing capabilities are not as nice as’ a
platform used at another university. Two of these instructors
discussed using alternative, free software such as Humanities
Commons and Mattermost. The other instructor noted a stored
message limit in the free version of Slack, which demonstrates
an issue for instructors using software that is not supported
by their institutions. One instructor also reported “We don’t
have the [Canvas] version with video conferencing,” whereas
conferences are a configurable permission by universities at
no extra cost [18]. This highlights that instructors and univer-
sities may not be aware of configurable or default settings in
platforms.

2.2.2 Administrator Survey Results

While our administrator survey had only 14 respondents, it
surfaced issues about how their institutions select software—
issues other universities are likely to share. Eight adminis-
trators reported that their institutions did not have a formal
process for selecting new platforms, while one reported a
price threshold for invoking a more formal process. Adminis-
trators marked that the platform selection process was driven
primarily by Faculty and IT staff. Two administrators reported
having processes for collecting feedback from faculty on
learning platforms, but one emphasized that re-evaluation
of whether a platform met needs would only happen at the
time of “contract renewal.” Further, “legal obligations” were
rated moderately important (when rated from ‘not at all’ to
‘extremely’ important) by 3/4 administrators who answered
this question, implying that other actors are likely responsible
for compliance. Four administrators rated a platform’s privacy
features as ‘very’ or ‘extremely’ important. Three of those
four rated security equally important, while one rated secu-
rity only ‘slightly’ important. Three administrators described
negotiating for more privacy guarantees such as DUO and
HIPAA compliance.

According to one administrator, the most significant change
relative to COVID-19 was not procurement of additional
video platforms, but filling new needs such as proctoring
software for “high-stakes testing.”

3 Privacy Analysis

As the cost of data collection from online interactions is low
and there is less friction to collect such data compared to the
offline context, the platforms end up collecting vast amounts
of data. As discussed below, these practices, despite ostensi-
bly being compliant with the existing regulations, can conflict
with with contextual educational privacy norms and expecta-
tions.
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3.1 Empirical Approach to Privacy Analysis

Given that the expectations and interests of the relevant ac-
tors are complex, conflicting, and overlapping (as discussed
relative to incentives in Section 2.2), we adopt descriptive
institutional analysis frameworks [31,58] to structure our gov-
ernance inquiries. This approach recognizes and builds upon a
conceptualization of technology governance as an assemblage
of laws, norms, markets, and architecture [30,35,39]. We also
use the Contextual Integrity framework to understand how
stakeholder expectations change when the physical classroom
becomes digital, drawing on established methods [63]. CI
views privacy as the appropriate flow of information, where
appropriateness is defined by the governing contextual norms.
We draw on the survey responses to identify which infor-
mation handling practices are appropriate in the educational
context.

We employ the existing integrated GKC-CI codebook [59]
to operationalize these frameworks and assess governance of
information flows associated with the platforms. Two of the in-
vestigators assessed inter-rater reliability in two phases, based
on a subset of privacy policies. After the first round, overall
agreement was 86.27% with ranges in Krippendorf’s alpha
from .49 to .97, with 2 of 8 codes not reaching the required .8
threshold. Following inter-rater discussion, a revised second
round of coding was conducted wherein agreement improved
to 93.67% overall, with Krippendorf’s alpha ranging from .81
to .97, indicating excellent agreement. The same investigators
subsequently applied the codebook to information flows and
governance described in DPAs and regulations.

3.2 Law

We observe that current laws do not sufficiently control plat-
form behavior to conform to the privacy norms of higher edu-
cation. While the market for educational technology is com-
paratively highly regulated by state and federal laws, those
laws are not always effective. For a university to control a
platform’s information practices in a way that fits within the
spirit (if not the actual application) of federal and state laws,
it must take active and intentional supplementary governance
interventions, such as by customizing DPA as we discuss in
Section 3.1.

3.2.1 Background

We provide a brief overview of the primary legal frameworks
in the United States that apply specifically to student privacy.

Federal Regulation. The Family Educational Rights and
Privacy Act (FERPA) [9] protects defined categories of stu-
dent records and enrollment at an educational institution [52].
The law, enacted in 1974, was designed for a paper-based
record system with discrete and limited set of records.

FERPA requires schools and universities to keep records
of each external disclosure of student information and re-

quires the records to be available on request by the subject [9].
FERPA regulates information sharing by requiring that the
institution gets explicit affirmative consent to share data with
third parties that fall outside listed exceptions. If the docu-
mentation a platform provides does not concretely describe
how it shares user data with partners or advertisers, it may
run afoul of the regulation.

FERPA only applies to organizations that receive federal
funds under certain educational programs. It is mainly en-
forced when the Department of Education determines that a
school or university is in violation. The department then en-
forces FERPA by withholding federal funds until they come
back into compliance.

FERPA specifies what student information can be shared
with whom, distinguishing between situations in which con-
sent is required, and those in which it is not. The act permits
schools to disclose records to contractors under certain condi-
tions: third-parties must be under the educational institution’s
direct control, and must be designated as school officials hav-
ing “legitimate educational interests.”

FERPA’s other notable allowance of data sharing is for
directory information—“name, address, telephone number,
date and place of birth, honors and awards, and dates of
attendance”—which can be shared so long as adequate no-
tice and opportunity to request non-disclosure is provided [9].
Note that Universities must maintain records of when they
share directory information sharing. In all other instances,
explicit consent is required, corresponding to a norm that
privileges student privacy without informed consent. FERPA
reinforces this norm throughout its provisions on disclosure
and consent.

While broad in scope, FERPA is limited to a general set of
expectations that addresses specific categories of information
types and information recipients. But the rules and formal
norms do not translate well to the digital environment, and do
not specify transmission principles—when transmitting data
is appropriate or who are permissible senders or recipients of
data transmissions [75]. In particular, FERPA does not supply
any specific guidance about what educational technology plat-
forms can do with the data they generate and collect about
students. However as “designated school officials” they may
only share that data with other such officials. Other third-party
sharing is not permissible, with obligations and limits speci-
fied in Department of Education Guidance, originally drafted
under the Obama administration and currently applied under
the Biden administration [53].

State Regulations. State privacy legislation affects plat-
form practices. This includes both general privacy laws
(most prominently the California Consumer Privacy Act
(CCPA) [10]) as well as specific laws that regulate student pri-
vacy. Specifically, 45 states (which for our purposes includes
Washington D.C.) have more than 129 educational privacy
laws [13, 23], some of which regulate school and student in-
teraction or data collection by digital platforms [13].
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Many state laws take inspiration from California’s Student
Online Personal Information Protection Act (SOPIPA) [5]
of 2014, which was intended to comprehensively cover K-
12 student privacy concerns. In contrast to FERPA, SOPIPA
imposed liability on platforms and providers, in addition to
schools.

We aggregated 129 state educational privacy laws, as
tracked by Student Privacy Compass [23] and the Center
for Democracy and Technology (CDT) [13] and coded them
to identify and compare information flows and governance
patterns, through a combination of manual and hybrid tagging,
drawing on established methodologies [26, 62]. We present
summary data and publish the corpus alongside this work at
https://github.com/edtech-corpus/corpus.

Almost all states in the corpus had laws that required sig-
nificant transparency about data sharing practices. 5 states
allowed students and families to opt-out of personal informa-
tion sharing across the board without making a case-by-case
determination. 11 states require affirmative consent, opting-in,
to share some categories of or all personal information with
any recipients outside the school district. 21 state laws in-
cluded bans on targeted advertising. 6 states were not present
in our data set as they had not passed any applicable student
privacy laws.

3.2.2 Analysis

Regulation at the state level is often more precise than FERPA
in addressing specific aspects of digital information flows, lim-
iting platforms as information senders and recipients, as well
as articulating clearer transmission principles. Although state
level regulations tend to specify more details with respect
to permitted information flows in and out of the respective
platforms, this layer of governance varies across states and
places the burden of compliance on universities rather than
the platforms. Moreover, these state laws were primarily de-
signed for the the K-12 context, leaving substantial gaps in
the regulatory framework. This mode of privacy regulation
imposes more relevant institutions, but is still limited in per-
taining to a subset of relevant information subjects and varies
significantly from place to place, with schools and universi-
ties bearing the burden of compliance, rather than providing
a common floor for minimum protection.

A more pervasive issue underlying state or federal laws is
that they have limited enforcement mechanisms or penalties
for misconduct. For example, under state laws there are no
“private rights of action”, meaning that the laws did not grant
students or their guardians the right to sue if a provider vio-
lates the law. Primary enforcement is left to state attorneys
general, who have limited resources to pursue breaches. Thus,
there are few incentives to police compliance with state legal
requirements.

As FERPA does not regulate how platforms use data, fo-
cusing instead on schools and universities, platforms used in

– Apple Classroom
Apple Facetime
Apple Schoolwork

– BigBlueButton

– Blackboard

– Blackboard Collaborate

– BlueJeans

– Canvas

– Jitsi

– G Suite for Education
Google Classroom

– Google Hangouts
Google Meet

– GoToMeeting

– Microsoft Teams
Microsoft Skype

– Microsoft Skype for
Business

– Panopto

– Piazza

– Slack

– WebEx Meetings

– Zoho Meeting

– Zoom

Table 1: The 23 platforms whose policies we examined. There
were fewer policies than products, as some firms (such as
Microsoft) have monolithic policies that apply to groups of
products.

higher education have leeway to use and abuse educational
data once it enters their custody.

Universities can fill gaps by introducing their own polices
and rules, as well as by extracting binding commitments from
commercial partners through contracts. We explore use of
these binding commitments in Section 3.4.

3.3 Privacy Policies

Platforms self-regulate through self-imposed privacy policies,
in which they structure and disclose sharing with third par-
ties. Privacy policies may restrict information flows while
containing broad language that hedges on specifics. Common
sources of flows to third parties include integration between
platforms or sharing of data for analytics and marketing.

We manually coded privacy policies for 23 platforms,
which corresponded to 18 integrated policies as shown in
Table 1.

Of the platforms, 13 were mainly available as enterprise
products, typically requiring institutional support, and 10
could be adopted at will by individual instructors.

We followed the methodology in [62] to annotate state-
ments in each policy based on CI parameters to classify and
describe information flows between users, platforms, and
third-party entities. For example, in the following quote from
Zoho’s privacy policy:

“We collect information about you only if we need
the information for some legitimate purpose.”

the pronouns “We” and “you” are labeled as Receiver (the
service provider) and Subject (user) of “information”, respec-
tively. We label “for some legitimate purpose” as transmission
principle, i.e., the condition under which the information is
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Description Frequency
Third Party Sharing
Burden on users to monitor third-parties 8 (44%)
May share personal data with advertisers 8 (44%)
Bi-directional sharing 6 (33%)
May collect personal data from social media 7 (38%)
Location Sharing
Explicitly permit location tracking 10 (55%)
May share location data with third-parties 4 (22%)
Collect location data outside device-provided 5 (27%)

Table 2: We identified the privacy practices of 23 platforms
from 18 different privacy policies. There are fewer policies
than platforms as products owned by a common firm typically
shared a policy, indicated by a single bullet spanning multiple
platforms.

being transferred. Note that the statement does not specify
the sender of the information.

The policies we collected serve both as a source of empiri-
cal information about patterns in platform practices and a se-
ries of case studies that reflect differing governance practices.
We summarize our results in Table 2, and present expanded
results in Appendix B.

Third Party Sharing. Eight of 18 platform policies explic-
itly informed users that the burden was on the user to monitor
third party firms whose products were integrated with the
primary platform. Three platforms specified that agreements
with third-party providers provided some privacy protections.
The remaining 11 were unclear about third party sharing.

Where a policy applied to EU citizens, the text would typi-
cally specify that third parties were also bound to the protec-
tions offered by the platform.

While sharing an ID may seem innocuous, student IDs have
long served multiple functions, many of them security sensi-
tive. Blackboard’s integration policy permitted Blackboard to
share school-provided student IDs with partners.

Eight of 18 platform policies allow the platform to share
personal information with advertisers and marketers. Three of
18 policies contained inconclusive language. Only 2 platforms
did not share personal data with third parties for any purpose
other than those mandated by law.

Six policies allowed bi-directional sharing. For example,
BlueJeans’ policy permits collection of user data from “other
Service users, third-party service providers...resellers, distrib-
utors, your employer, your administrator, publicly available
sources, data enrichment vendors, payment and delivery ser-
vice vendors, advertising networks, analytics providers, and
our business partners”—a list that incorporates any conceiv-
able third party.

Seven policies allowed platforms to collect user informa-
tion from social media, with Zoho going even noting that
“once collected, this information may remain with us even if

you delete it from the social media sites.”
Slack’s policy, like those of many platforms, places the bur-

den on users to “check the permissions, privacy settings, and
notices for... third-party Services“ whom Slack may receive
data from, and to “contact [Services] for any questions.”

We found significant variation in the level of detail among
privacy policies, with only a minority of policies offering de-
tailing specifically when, to whom, and under what conditions
information is shared.

Location Sharing. Of the 18 policies we evaluated, 12
policies permitted location tracking, 5 explicitly stated they
did not track location, and 1 was unclear.

Of the 12 that collected location data, 4 policies allowed
data sharing with third parties. Reasons for sharing and uses
permitted varied from the relatively benign (sharing to a map-
ping company for displaying maps) to the worrisome (sharing
for marketing and advertising). Other policies provided broad
discretion for uses of anonymized location data. Among the
policies with broad language were Google and Apple, whose
policy allowed them to share location data with “partners and
licensees to provide and improve location-based products and
services.”

Six of 18 policies mentioned capturing location data us-
ing mechanisms other than mobile-device provided location.
Notable examples were Slack, which approximated location
using information gathered from third parties, and Google,
which referenced search data. Four policies did not disclose
how they implemented location tracking.

Many policies did not clearly explain why they collected
location data, beyond minimal examples under the umbrella
category “improving our services.” Moreover, the language
of the privacy policies could encompass uses that instructors
and students might object to—such as Piazza’s policy which
permits uses “as required or permitted by law.”

3.3.1 Analysis

Our results show that the the governance of platforms and
the needs of our stakeholders are not aligned by default. For
that reason, considerable negotiation or governance is neces-
sary at the university level to platforms’ behavior with our
stakeholders’ needs.

Our finding that some platforms use a broader range of
tracking techniques beyond device-provided location services
strips choice away from users. By bypassing device-based re-
strictions on obtaining location data, platforms subvert users’
expectations.

As advertising and marketing third parties are integral parts
of the digital economy it is unsurprising that many apps we
examined interact with third-parties for marketing or advertis-
ing purposes. Policies often failed to enumerate the categories
that constituted personal information, leaving platforms with
broad discretion to what is appropriate to share.

One notable finding was that platform sharing with third
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parties was in some instances bidirectional—platforms re-
ceived user data from social networks and other parties, while
at the same time transmitting user data to these parties. Plat-
forms may thus be able to build profiles of their users in ways
that violate student and institutional expectations, which are
derived without this knowledge.

Privacy policies generally reflect defaults applied to indi-
vidually licensed versions of these tools (which are free or
low-cost), reflecting norms in the sense of Lessig’s model
for governance [35, 39]. Institutions can negotiate provisions
when they engage contractually with platforms. But, when
individual instructors use these platforms, they do not always
realize that free or default licenses do not meet regulatory or
normative expectations for privacy protections.

3.4 Data Protection Addenda

By leveraging their status as large organizations, universi-
ties can negotiate commitments with platforms, called Data
Protection Addenda (DPAs), that specify local rules and char-
acterize additional responsibilities and expectations for insti-
tutionally supported platforms.

The DPAs we analyzed reflect three distinct types of con-
tractual relationships: one-to-one, one platform to many uni-
versities, and one university to many platforms. Platforms
offer template DPAs to make it easier for enterprises, in-
cluding hospitals and universities, to adopt a given platform.
Zoom provides their own templates, emphasizing FERPA and
HIPAA obligations, as do Microsoft Teams, Google Hang-
outs, and Skype for Business. Other types of DPAs include
those negotiated between specific universities and specific
platforms and those drafted by individual universities and
applicable to all vendors. The differences between public uni-
versities that negotiate their own agreements and those that
use templates are not obviously correlated with factors such
as endowment or student body size.

We coded 50 publicly-available DPAs from a cross section
of 41 public universities and 4 private universities. Many
universities in our dataset also appear to have other non-public
agreements, including with some of the same platforms, as
described in the DPAs analyzed and in public FAQs.

Eleven of the 50 agreements negotiated different sets of
rules for educational, organizational, human subject research,
and medical uses (relative to university hospital use) within
the same document. 10 of these 11 specifically differentiate
between educational or enterprise media data and additional
protections or scrutiny for university hospital data, such as the
documents negotiated between Zoom and the University of
Florida, or WebEx and Iowa State University. Another notable
modification was Zoom’s commitment to allow the University
of Illinois to self-host the platform.

4 DPAs for Zoom and 2 DPAs for WebEx were consistent
across 6 different universities, including the University of
Minnesota and the University of Pittsburgh, implying the

Software Version

WINDOWS/MACOS
Zoom 4.6.10
Slack 4.5.0 (64bit) / 4.4.2
BlueJeans 2.19.791 / 2.19.2.128
Jitsi 2.10.5550
Cisco WebEx Meetings 40.2.16.14
Cisco WebEx Teams 1.0.0.2
Microsoft Teams 1.3.0.8663

Table 3: Software Evaluated in this study (Desktop Ap-
plications) We evaluate a set of commonly used platforms
in remote learning environments. Separate Windows/macOS
version numbers are given, where necessary, throughout this
work.

platforms’ suggested DPAs were employed. In contrast, 18
universities had unique DPAs that correspond with multiple
platforms and vendors. We also found significant variation
in access to data and duration of data retention. For example,
under the DPA between Zoom and the University of Virginia,
Zoom’s obligations “survive termination...until all University
Data has been returned or Securely Destroyed”.

The DPAs negotiated by the University of California exhibit
similarity as they are designed to comply with the Univer-
sity’s Electronic Communications Policy [68], showing the
impact of local policy. The same constraints can be seen in the
DPAs negotiated by Florida State University, which employs
information classification guidelines drawn from Florida’s
public record laws. As a result FSU’s agreements include con-
sistent language and requirements for all platforms through
which student data is collected, stored, or processed [6]. This
shows how state regulations can shape behavior, even when
they don’t apply directly.

For the University of Connecticut (UConn), a DPA nego-
tiated by the state with a platform applies not only to the
university but to all other public institutions. Besides restrain-
ing platforms’ practices, rules can impact how universities
select features and defaults. In the case of UConn and Zoom,
the agreement also places expectations on users (such as obli-
gations to use a passcode and regularly update software),
which are enforced by platform settings [24].

4 Security Analysis

We address the paucity of existing security analyses by per-
forming a deeper analysis of the top video-conferencing and
collaboration tools, limiting this portion of our analysis to
desktop software (shown in Table 3). We additionally provide
a short analysis of mobile app permissions in Appendix C.

Our analysis spans four metrics, chosen to maximize ease
for an administrator to replicate our procedures.
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Zoom Slack BlueJeans Jitsi WebEx (M) WebEx (T) MS Teams

WINDOWS/MACOS
Arch i386/AMD64 AMD64 AMD64 AMD64 i386/AMD64 AMD64 / AMD64 AMD64
SafeSEH 7 N/A N/A N/A 3 N/A N/A
DEP/NX 3/ 3 3/ 3 3/ 3 7/ 3 3/ 3 3/ 3 3/ 3
ASLR Low / 3 High / 3 High / 3 7 Low / 3 High / 3 High / 3
CFI 7 3 7 7 7 7 3
Code Signing 3/ 3 3/ 3 3/ 3 3/ 3 3/ 3 3/ 3 3/ 3
Stack Canaries 3/ 3 3/ 3 3/ 3 7/ 3 7/ 3 7/ 3 7/ 3

Table 4: Security features present in end-user binary software on Windows and Mac desktop OSes. Where a feature is available
for both Windows and macOS, support in the for the feature is marked for Windows/Mac on the left and right of the slash
respectively. Low/High ASLR entropy indicates whether compile time flags necessary for high entropy ASLR were present.
Rows with only a single element per entry represent features specific to Windows. As SafeSEH applied only to 32-bit binaries,
64-bit binaries have their respective entries marked N/A. WebEx Teams/Meetings are distinguished by (T) and (M) respectively.

4.1 Network Traffic Analysis

We captured network traffic to and from desktop software
packages from each platform to determine with whom the
application communicated and whether and how it encrypted
these flows. We used application-layer traffic analysis in two
ways: to search for any qualitative security red-flags (such
as obvious failures to encrypt data-in-transit, poor choice of
TLS cipher suites), and to look for flows to third parties.

We performed all captures on a clean Windows install us-
ing the same software packages profiled in our binary analysis
(Section 4.2). We used a monster-in-the-middle attack to in-
terpose between the software packages and the servers they
were contacting, allowing us to see unencrypted traffic.

We began each capture, then started and logged in to the
software being tested, began a video call with a second client
(for all applicable platforms), terminated the call, then ter-
minated the capture. We counted the number of third-party
domains to which each connected and looked for domains
with no apparent connection to the provision of platforms’
services. We also ran the Qualys SSL Labs tests [54] against
servers to which client software connected. We excluded all
domains that we could identify with the platform operator
(e.g.; slack-edge.com).

We included third-parties that may add platform function-
ality, such as Gravatar (graphic avatars) or Amazon Chime
(video conferencing). Though use of these services may often
be justifiable, including them in our results contributes to an
understanding of how broadly platforms may share user data.

Results

Only BlueJeans and Slack connected to third party hostnames.
BlueJeans connected to New Relic, Microsoft and MixPanel,
all for analytics. Slack connected to Gravatar and Amazon
Chime, which Slack uses for video calls. The full set of do-
mains are given in Appendix D.

Slack, WebEx Teams, and Microsoft Teams all used certifi-
cate pinning to verify the identity of the servers they connect
to, providing protection against TLS monster-in-the-middle
attacks. WebEx Meetings and Zoom presented warnings for
untrusted certificates, but allowed users to click through the
warning dialogs. If a user clicks through the Zoom warning,
Zoom will persistently trust the certificate across executions.

Client software generally requested safe TLS cipher suites,
as classified by SSL Labs, but unfortunately all the platforms
maintained support for RSA suites, which are known to be
weak and vulnerable to attack. Bluejeans and Jitsi supported
finite-field Diffie-Hellman cipher suites that researchers sim-
ilarly warn against [69]. The cipher suites offered by plat-
forms’ corresponding servers deviated from from those of
their clients, which is intriguing as—had significant thought
gone into the choice of suites—the providers would have been
able to ensure close matches.

We profiled servers against SSL Labs and found that all
platforms’ servers received scores of A or higher for all plat-
forms except for Bluejeans, which received a B for weak
cipher suites. Jitsi requires users to host their own servers and
does not provide any, and so was excluded from this analysis.

4.2 Binary Security

We evaluate desktop software packages of platforms by build-
ing on the Safety Feature evaluation criteria of Cyber Inde-
pendent Testing Labs (Cyber ITL) [27], a nonprofit research
organization that attempts to provide consumer friendly secu-
rity analysis of software and devices. Their approach aims to
measure the difficulty “for an attacker to find a new exploit”
in a given piece of software. None of these features impose
substantial performance penalties and their absence is there-
fore better explained by ignorance or lack of investment in
security.

The full descriptions of the features we analyze are pro-
vided in Appendix E.
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Results

We extracted relevant fields from the first loaded binary im-
age from each software package using tools provided by Mi-
crosoft/Apple where available. Where unavailable or when
searching for Stack Canaries, we reverse-engineered the bina-
ries by hand. We present our results in Table 4.

Limitations. Although the results for Jitsi appear below-
par compared to the other applications, they are partially an
artifact of our methodology. Jitsi is mainly written in Java,
except for the main binary which uses native code to initialize
the Java Virtual Machine (JVM). Our methodology reveals
only the properties of this launcher and not of the underlying
JVM present on the users’ system. The Oracle JVM (the pre-
dominant instantiation) has well-studied security properties
and protections beyond the launcher’s. We therefore do not
consider Jitsi’s results to suggest overall poor security.

4.3 Known Vulnerabilities and Bug Bounties

Reports of software failure or flaws in the past predict fail-
ure in the future [17, 33]. We therefore analyze publicly
disclosed platform vulnerabilities. We also collate and dis-
cuss the platforms’ public vulnerability disclosure programs
(VDPs), which are an important mechanism to aid firms in
detecting and remediating software security flaws [70].

Vulnerability Disclosure Programs. Often known as
‘bug bounty’ programs, VDPs provide a mechanism for partic-
ipants to submit flaws to a platform security team, which then
(often) fixes the flaw. The programs generally offer rewards
for participants—fame, fortune, or both.

Zoom and Slack both outsource their VDPs to
HackerOne [2, 3], a for-profit operator that has faced
criticism for its use of non-disclosure agreements that limit
when a reporter may disclose the existence of vulnerabili-
ties [50]. Zoom excluded from its program many types of
potential issues including ‘Attacks requiring MITM’ and
‘Any activity that could lead to the disruption of our service
(DoS)’. Following criticism, Zoom hired external consultants
to revamp its VDP [19], a process that concluded in July
2020. While Slack has a similar list of exclusions to Zoom,
Slack marked them as ‘unlikely to be eligible,’ leaving room
for discretion.

BlueJeans outsources its VDP to Bugcrowd [1]. The only
significant limitations to its rules-of-engagement are denial
of service attacks, and attacks on physical infrastructure or
persons. Bluejeans also provides a mechanism for testers to
obtain enterprise accounts.

Finally, Cisco and Microsoft retain in-house Product Secu-
rity Incident Response Teams (PSIRTs) that handle disclosure.
Cisco explicitly includes high-impact vulnerabilities in third-
party libraries used by their products in their VDP [20].

Known Vulnerabilities. When a vulnerability in software
is publicly identified, it is often assigned a number according
to the Common Vulnerabilities and Exposures (CVE) system.
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Figure 3: Exploitability and Impact scores for CVEs reported
Jan 2010-May 2020. Circular clusters indicate CVEs with
the same scores, with markers adjusted for visibility. Regions
are shaded to indicate low/high exploitability and impact.
Numbers in parentheses indicate the number of CVEs found
for a particular software. No CVEs were found for Slack or
Bluejeans. (n = 32)

A CVE ID is stored along with details of the vulnerability
in the National Vulnerability Database (NVD), a separate
but related program administered by the National Institute of
Standards and Technology. The NVD listing includes numeri-
cal scores from zero to ten for the impact of the vulnerability
when exploited, and for the ease with which the vulnerability
can be exploited. These scores as calculated according to the
Common Vulnerability Scoring System (CVSS).

In Figure 3 we depict the CVSSv2 impact and exploitability
scores for CVEs tied to the software we evaluated. While
we intended to aggregate all CVEs from 2010 onward, the
earliest CVE we found for our dataset was issued in 2014—
indicative of the relative newness of the platforms evaluated.
The vulnerabilities are clustered toward the high-exploitability
region of the figure, however this is unsurprising given that
the mean impact and exploitability scores across all CVEs
reported since 2010 were 8.04 and 5.04 respectively.

Zoom has many recent CVEs (11). While intense recent
attention is no doubt a contributing factor, the substantial num-
ber of recent vulnerabilities suggests a systemic component to
Zoom’s security issues. Further, as our evaluation postdated
Zoom’s efforts to remediate the aforementioned security is-
sues our results likely understate recent problems with the
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software. On the other hand, Zoom’s rapid improvement in
both software and process (that represented a response to dis-
favorable media coverage) point to a positive trajectory for
Zoom.

While Zoom garnered the bulk of negative media atten-
tion, in the 2019 alone, five CVEs were issued for WebEx
Teams, two of which were high severity each scoring 8.6 on
exploitability and 10 on impact. WebEx was issued 15 CVEs
total in the reporting period, the most of all software.

Limitations. As many bugs are discovered internally, it
is common for vulnerabilities not to be assigned a CVE ID,
limiting the extent to which the number of CVEs for software
can be used as a proxy for security. For example, during this
study Jitsi (which only had one CVE) issued a security bulletin
identifying high-severity remote execution bugs in the client
software [7]. Similarly, in August 2020 HackerOne published
a critical severity bug in Slack [47]. As of writing, these bugs
were not assigned CVEs, despite their significance.

The relative number of CVEs found by researchers may
also be more reflective of the scrutiny that has been applied
to the platform, more-so than the quality of its software as
compared to its peers.

Further, CVEs allocated to software do not reflect security
issues with third-party components that developers may in-
clude and interface with. A more complete audit of would
analyze all included components and vulnerabilities that may
be present therein. Exemplifying this concern, in April 2020,
Schroder [60] found that Zoom was using outdated libraries
that contained known vulnerabilities. Flaws of this type are
not reflected in our data.

5 Related Work

COVID-19 has led to a flurry of small scale remote learn-
ing and working software privacy evaluations in non-
academic contexts, with notable efforts from advocacy or-
ganizations [16, 46]. Zoom has been a particular focus of
many such evaluations [12, 15, 43, 60]. Concurrent to this
work, the National Security Agency (NSA) published a guide
to and assessment of remote collaboration software for U.S.
government employees evaluating many of the same tools [8].
Their report relied on product specifications and limited tech-
nical observations. Of all products, Zoom has come under
particular scrutiny from security researchers who discovered
that, contrary to its marketing materials [4], it used insecure
cipher modes [43], did not support end-to-end encryption, and
routed users to key-servers in China [15, 43]. In response to
negative media attention Zoom appears to have remediated
these issues.

Prior to the COVID-19 pandemic, several academic ef-
forts have examined the security and privacy implications
of technologies deployed in education context, as well as
the complexity of educational technology procurement [44].

In [72], Weller provides a historical narrative charting devel-
opments in ed-tech, noting that much of the development is
due to instructors adopting broader technologies, rather than
purpose-built innovation. Balash et al. provide the only such
evaluation conducted during the pandemic, with a focus on
remote proctoring [14].

The uptake of ed-tech in schools before the pandemic was
on the rise. Gray et al. [34] performed a comprehensive sur-
vey of ed-tech in U.S public schools, finding that as of 2010
between 13% of teachers regularly used video conferencing
technology in the classroom (Tab. 3) and 44% used software
based testing tools (Tab. 6). They also found that 39% of
students accessed a teacher’s or course’s web-based resource
on at least one occasion (Tab. 8).

A number of prior work evaluated potential privacy harms
associated with ed-tech.

Kelly et al. [37] aggregate and assess 100 privacy policies
from purpose-built ed-tech products used in K-12 schools.
The authors use this analysis to build a scoring system for
‘Common Sense’, a student privacy advocacy organization.
However, they do not evaluate products designed for general
use.

Notably, CI guides multiple privacy implications analy-
ses of technologies in the educational ecosystem. Rubel and
Jones [57] highlight privacy harms associated with learning
analytics in higher education. Zeide and Nissenbaum [75]
show that data-collection driven information handling prac-
tices by Massive Open Online Course (MOOC) platforms
and Virtual Education providers violate established norms of
traditional education settings. Jones et al. [36] reinforce this
notion, showing that learning analytics technologies present
“very real challenges to intellectual privacy and contextual
integrity” and that “colleges and universities need to make
concerted efforts to reestablish normative alignment in con-
cert with student expectations.”

Regan and Jesse [56] explore challenges in applying the
oft-vaunted “Fair Information Practice Principles” privacy
framework [22, 71] to ed-tech. Their concerns center on ef-
fects of big-data, autonomy with respect to young people, and
surveillance techniques used for purported educational gains.
In another work, Regan and Bailey [55] find that education fo-
cused journals and magazines largely neglect to cover privacy
implications of promoted technologies. Both studies show the
contextual specificity of educational privacy concerns and the
insufficient governance to meet students’ expectations in the
context of rapid technological change in education.

Peterson [49] evaluates federal law’s failure to adequately
protect student privacy in ed-tech, finding that California’s
attempts to ‘band-aid’ the gaps highlights the need for overall
reform. Given that governance of privacy in the U.S. is highly
polycentric, structural governance theory that is compatible
with privacy frameworks, such as CI, is useful to understand
regulatory and contractual requirements as rules, social expec-
tations as norms, and strategies that bridge gaps and meet local
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concerns. The institutional grammar, developed by Crawford
and Ostrom [26], and embedded within the governing knowl-
edge commons (GKC) framework [31], is one such approach
scholars have employed to study diverse gaps between privacy
governance and practice [58].

6 Limitations and Future Work

Future work can expand the survey to include the expecta-
tions of students and other relevant stakeholders with remote
learning platforms. Our work is also limited to U.S. universi-
ties and regulations. We can learn from the remote learning
experiences in other jurisdictions, including the effectiveness
of alternative regulatory structures. Indeed, we have seen
how regulations in Europe affect U.S. institutions by requir-
ing compliance with the General Data Protection Regulation
(GDPR) for students who are accessing virtual classes from a
location in the European Union [74]. Finally, future work can
explore the different governance models at universities for
procuring and administrating remote learning platforms, and
assess how well they address the concerns of stakeholders.

7 Conclusion and Recommendations

While our results reveal substantial gaps between norms, mar-
kets, regulations, and architecture for remote learning plat-
forms, we emphasize that these gaps are not immutable char-
acteristics of the platforms, but rather they reflect issues with
default features, settings, and policies to which institutions
can negotiate modifications. Our work suggests that DPAs
and institutional policies can make platforms modify their
default practices that are in tension with institutional values.
This approach gives universities the ability to adapt to user
expectations—whether for privacy, security, features, usabil-
ity, or accessibility—and institutionalize these expectations
through the negotiation process.

In other words, universities can use their internal policies
to bridge gaps between local needs, community expectations,
existing regulation, and practice. Accordingly, we recommend
that universities use community privacy norms to set the base-
line for privacy strategies and practices. By respecting norms
and addressing usability concerns, universities can improve
the educational experience and reduce the number of instruc-
tors who work around supported platforms or defaults.

Crucially, universities do not need to undertake a complex
vetting process before licensing software. Instead, we rec-
ommend IT administrators establish clear principles for how
software should respect the norms of the educational con-
text and require developers to offer products that let them
customize the software for that setting. Software developers
should commit to use that feedback to continually improve the
services. We know that significant user issues surface during
software use, especially as platforms’ functions or uses creep

or are employed in new contexts. The key is to build a process
to identify concerns or needs and rapidly fix problems, espe-
cially privacy harms, including thwarted expectations, control,
and informed choice [21].

We offer the following specific recommendations:

• Identify User Expectations: Administrators should pe-
riodically solicit concerns and expectations from instruc-
tors and students about the major platforms the univer-
sities have, or intend to, license. Our survey revealed
that instructors were more likely to respond to questions
based on specific cases. At the same time, administrators
should be sensitive to how certain design choices (e.g.,
video recordings) may disproportionately impact vulner-
able groups who are often targets of online abuse [32,51]
and should design surveys to surface such concerns.

• Negotiate Specific Practices: While platforms may of-
fer education-specific terms in their contracts, universi-
ties should negotiate terms based on an individualized
needs assessment. Among the changes universities may
want to request are options for local hosting, third-party
sharing, limiting how platforms use data, and separating
the institutions’ data from that of other platform users.

• Penalize Noncompliance: Regulators and universities
should work together to identify instances of noncom-
pliance and create incentives for the platforms to take
prompt action to remediate harms, in the inclusive legal
sense [21]. In particular, we recommend strengthening
regulations to ensure that software used in educational
institutions comply with state and federal laws and that
there are mandatory baseline security practices for edu-
cational technology that parallel those financial institu-
tions are required to adopt to protect consumer informa-
tion under the Federal Trade Commission’s Safeguards
Rule [29].

• Popularity Does Not Guarantee Security: If institu-
tions fail to adequately prioritize security, platforms
will continue to prioritize growth over product improve-
ments. Our evaluation reflects these misaligned incen-
tives, showing little correlation between product security
and popularity.

The shift to virtual learning requires many sacrifices from
instructors and students already—we should mitigate their
real harms, not further sacrifice usability, security, and privacy.
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A Additional Survey Details and Results

Here, we describe our instructor and administrator surveys in
detail.

Survey details. The instructor and administrator surveys
were hosted on Qualtrics. The surveys were conducted from
July 2020 to January 2021. No compensation was given to
participants.

The instructor survey begins by asking participants general
information about their teaching: their institution, grade level,
field, and sizes of classrooms they teach. Next, we ask what
video conferencing platforms instructors use (from a multiple
choice list), and whether they use a personal or institutional
provided version. If instructors use an institution and personal
version, they are instructed to mark ‘institutional’. We then
ask instructors the reasons that instructors choose to use each
platform. We then ask instructors the same questions for
remote learning platforms other than those used for remote
conferencing. For all these questions, instructors have the
option to include additional platforms not listed in our survey
using an ‘Other’ option.

Finally, we ask instructors five freeform questions involv-
ing their concerns and expectations with remote learning plat-
forms. First, we ask about their own concerns, followed by
concerns they have heard from their students. Next, we ask
what features instructors consider essential for a remote learn-
ing platform to have. Finally, we ask instructors to discuss
privacy features and security features that they currently use
or desire in a platform.

In the administrator survey, we first ask administrators what
remote learning platforms their institution contracted with or
supported before COVID-19 in a multiple-choice list. We
then ask questions about the administrators’ decision making
processes for procuring new platforms at their university. We
ask whether their universities have a documented process
for selecting teaching tools, and whether they would share
this document with us. We also ask whether they follow this
process strictly, and to explain why if not.

Next, we ask a series of freeform questions regarding plat-
forms at administrators’ universities. We ask what remote
teaching platforms administrators considered adding since
COVID-19 began; what platforms were added since COVID-
19; whether admins are trying to request new features or can-
cel any platform licenses after COVID-19; and what platforms
were rejected after review. Administrators are also asked to
explain each answer.

Then, we ask administrators to rate the influence of differ-
ent first parties and third parties on the platform procurement
process from ‘A great deal’ to ‘None at all’. We ask how ad-
ministrators consult these parties (survey, interviews, etc.) We
also ask admins to rate the importance of different features
of remote learning platforms, from ‘Extremely important’ to
‘Not at all important’.

We ask admins to describe any additional fea-

tures/protections they negotiated with platforms. We
ask whether admins’ universities have processes for collect-
ing feedback from instructors/students on platforms currently
in use. We also ask which platforms gained users since
COVID-19.

We ask admins to rate sources of information by the likeli-
hood of considering them when addressing future platform
or policy adoption, from ’Extremely likely’ to ’extremely
unlikely’, and what information would be most helpful for
admins to learn. Finally, we allow admins to leave additional
comments about remote learning.

Figure 4: Subjects taught per instructor.

Figure 5: Class video conferencing sizes.

Results. We received 128 total responses to our instruc-
tor survey. Of our respondents 109 (85.2%) taught at an un-
dergraduate/graduate level, while the remaining 19 (14.8%)
taught K-12 or at professional schools (dentistry, tech literacy,
etc.) Respondents came from a diverse set of disciplines and
locations, and taught classes from small discussion groups to
100+ lectures.

We asked instructors about their teaching background: the
institution they teach at, their class level and sizes, and dis-
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Figure 6: Motivations for instructors using platforms.

cipline area. We then had instructors explain the video con-
ferencing and other remote learning platforms they use, in-
cluding whether they use a personal or institutional version,
as well as their motivations for using each platform. Next, we
asked instructors to describe their complaints regarding plat-
forms, and complaints they have received from students and
others involved in the course. Finally, we asked instructors
what features they consider essential for a remote teaching
platform to have—separately for general features, privacy
features, and security features.

At least 49 (38%) of instructors were located in the United
States and at least 8 (6.2%) in Europe, with others in the
Middle East, India, and Australia. The others respondents
left this field blank, or gave an abbreviation that matched
universities in multiple countries.

Note that we limit all results in the main text and below to
undergraduate/graduate instructors from U.S. institutions.

Class subjects and sizes. Figure 4 shows the subjects
taught by each instructor. Figure 5 shows the sizes of the
groups that each instructor reported regularly videoconferenc-
ing with. Note that we allowed instructors to report multiple
sizes of groups, so Figure 5 represents the number of confer-
encing settings rather than the number of instructors.

Motivations for platforms. In Figure 6, we present the
motivations that instructors reported for using each video con-
ferencing and remote learning platforms. Zoom and Teams
were frequently used by instructors prior to COVID-19, while
Zoom, Slack and Skype were required by many institutions.
These results may highlight the use of tools for communica-
tion among other instructors and administrators currently and
in the past, in addition to educating students.

Complaints from instructors. Next, we asked instructors
to describe their frustrations with the platforms they currently
use; 28 (57%) of instructors provided complaints on a wide
variety of issues.

Two instructors reported frustration with the fact that no

single platform can handle all of their needs, forcing them
to “cobble together” multiple platforms to run a course, each
with its own learning curve for instructors and for students.
instructors cited steep learning curves and/or a lack of docu-
mentation for understanding how to efficiently configure and
use platforms such as Zoom, Blackboard, and Kaltura.

Other instructors reported frustrations with the fact that
they were required to use tools they did not like, with one
instructor describing being “forced against [their] will” to
use Zoom. In fact, many complaints were directed towards
Zoom. Several instructors wished that Zoom would allow
students to move between breakout rooms or communicate
across breakout rooms to facilitate better class discussions.
One instructor disliked that the “Zoom chat history is not
available for students who join late,” forcing the instructor to
repeatedly paste links for tardy students.

Instructors also found it difficult to engage with students,
and one wished they could “force students to keep their cam-
eras on to monitor their engagement.”

Complaints from students. 24 (48.9%) of instructors also
reported complaints from their students about the remote
learning platforms they use.

Many students experienced issues with low bandwidth or
other glitches that hamper their ability to participate in class.
Students felt generally fatigued from conducting class entirely
through video conferencing. Students also found it difficult to
communicate with other students in the class, and only very
small breakout rooms allowed for meaningful engagement.

B Privacy Policy Analysis

In Table 5, we present the breakdown for third-party tracking
in platform privacy policies. In Table 6, we present the break-
down for location tracking. A 3means the policy explicitly
permits the activity; an 7means the policy explicitly forbids
the activity; others do not specify.
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Blackboard Collaborate supercedes Blackboard’s privacy
policy in one case, where Blackboard Collaborate does not
share data with third-party advertisers (while Blackboard
may).

Google’s education policy supercedes Google’s main pri-
mary policy in one case: Google does not share G Suite for
Education data with third-party advertisers except for "non-
core" products such as Maps and YouTube.

C Android Permissions

When an individual uses an app on either iOS ( ) or Android
( ), the user is promoted to allow or deny various permissions
that the app requests. Such permissions vary from the rela-
tively innocuous (take/view photos) to fairly powerful (control
system settings). Depending on the permissions model of the
operating system the user may be prompted at install time ,
run time / , or as additional permissions are requested by
the app / . Each app’s use case requires tailored permis-
sions. However, a developer is free to request permissions that
are not essential for the underlying project but instead further
the developer’s business interests, for example, facilitating the
capture of user data for later resale to third parties. Such extra
permissions are also inconsistent with the security principle
of least privilege to which mobile OS developers attempt to
adhere: no app should have more permissions than it requires,
to do otherwise increases the attack surface area. Thus, while
the presence of any particular permission granted to an app
may not on its own be reason for concern, over-broad requests
for permissions pose problems for both security and privacy.

Results. We collected the set of requested permissions for
the Android versions of the products from each app’s page
on the Google Play Store website. As iOS apps obtain per-
missions when the associated action is attempted (rather than
at install time, as on Android), gathering the equivalent data
for the operating system would require exhaustively interact-
ing with all app features, a task we leave to future work. We
tabulate the full set of results in Table 7.

We found that the applications requested between fourteen
and twenty-eight different permissions, with the average ap-
plication requesting twenty-three permissions. More or fewer
permissions requested is not inherently better or worse. How-
ever, apps with more permissions do carry a higher risk of
violating the principle of least privilege, and therefore of fa-
cilitating privacy and security violations.

D Network Traffic Domains

We present the list of first-party and third-party domains con-
tacted by each desktop platform during our network traffic
analysis, along with the type of service provided by each third
party, in Table 8. The Jitsi client only contacts the domain that

a user specifies, so we do not report any contacted domains
for it.

E Binary Security Feature Descriptions

SafeSEH (Windows Only). Safe Structured Exception Han-
dling (SafeSEH) is a mechanism to ensure that only autho-
rized exception handlers execute [65]. A binary with SafeSEH
contains a list of exception handlers, which the kernel stores
in a protected list when the program begins execution. If
an exception is thrown, the kernel checks if the handler is
pre-approved and, if so, allows the handler to execute.

DEP/NX. Data Execution Prevention techniques separate
areas of memory that contain data and those that contain code,
restricting the user from executing code contained in areas
marked for data. No Execute bit (NX) is a CPU implementa-
tion of the DEP concept. A binary with support for DEP/NX
has appropriately marked memory regions.

ASLR. Address Space Layout Randomization (ASLR) ran-
domizes the layout of a binary when the operating system
loads it into a virtual address space [48]. Its efficacy is tied to
the number of possible different layouts. 32-bit operating sys-
tems traditionally reserved only randomized 8 bits, giving an
attacker a 1/256 chance of guessing the layout [42]. Modern
64-bit versions of MacOS and Windows support randomizing
up to 16 and 19 bits of entropy respectively (corresponding to
66k and 524k guesses). Notably, Windows requires two com-
pile time flags to be set to enable 19 bit ASLR, without which
at most 14 bits can be randomized (16k guesses) [61, 67].

CFI. Control flow integrity refers to a class of mitiga-
tions that aim to prevent an attacker from redirecting pro-
gram flow [11]. Microsoft’s implementation of this concept,
Control Flow Guard (CFG), adds a check before call instruc-
tions (that transfer execution to a function) that do not have
static arguments. The check cross-references a data structure
that stores the start address of all valid functions, and throws
an exception if the program execution would otherwise be
transferred to an invalid address [66].

Code Signing. Code signing provides a chain-of-trust to
validate authorship of a binary. Both Microsoft and Apple
provide services for third-party developers to sign their appli-
cations. Both prevent users of their most modern operating
system versions from executing unsigned binaries absent ex-
plicit acknowledgment.

Stack Canaries. Stack canaries are a compile-time mod-
ification that allow a program to detect a subset of buffer
overflow attacks [25]. A canary value is placed on the stack
between a stack frame’s return pointer and other variables.
Before a program uses the return pointer on the bottom of the
stack, it first checks the contents of the stack canary against a
known value. If the value has been altered, the stack has been
tampered with, and the program will terminate with an error.

Architecture Width. While the architecture for which a
binary is compiled is not inherently a security feature, 32-bit
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Third-Party Tracking Burden on Users to Monitor Shared With Advertisers Bi-directional Sharing Social Media Data
Apple 7

BigBlueButton 3 3

Blackboard 3 7

Blackboard Collaborate 7 7

BlueJeans 3 3 3 3

Canvas 3 3

Cisco 3

Google 3 3

Google Education 7* 3

GoToMeeting/LogMeIn 3 3 3 7

Jitsi 7

MS Teams/Skype 3 3

Panopto 3 3

Piazza 3 3

Skype for Business
Slack 3 3 3

Zoom 7

Zoho 3 3 3 3

Table 5: The breakdown of third-party data sharing in privacy policies. * = Google’s G Suite Education policy specifies that data
is only shared with third parties for non-core services, such as Maps and YouTube.

Location Tracking Permitted Active Tracking Shared with Third Parties Inferred Location Exact Location
Apple 3 3

BigBlueButton 7 7 7 7 7

Blackboard 7 7 7 7 7

Blackboard Collaborate 7 7 7 7 7

BlueJeans 3 3 3

Canvas 7 7 7

Cisco 3 3 7 3 7

Google 3 7 3 3

Google Education 3 7 3 3

GoToMeeting/LogMeIn 3 3 3

Jitsi 7 7 7 7

MS Teams/Skype 3 3 3

Panopto 3 3 3

Piazza 3 7 3

Skype for Business 3 3 3 7 3

Slack 3 7 3 3

Zoom 7 7 7 7

Zoho 3 3 7 3

Table 6: The breakdown of location data in privacy policies. Active tracking means A-GPS or WiFi location tracking on a
continuous basis. Inferred location data includes IP address-based locations and other inferences.

binaries are unable to use many modern OS security measures.
To this end, MacOS 15 (Oct 2019) ceased support for 32-bit
binaries. We therefore checked that the Windows software
packages were 64-bit. (Note that 32-bit software packages

that developers migrate to 64-bit architectures may exhibit
pathologies [73]. Thus, packages that have recently transi-
tioned to 64-bit architectures merit further caution.)
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Permission BlueJeans Jitsi Slack Teams WebEx (M) WebEx (T) Zoom Totals

Version 41.1813 20.2.3 206.10 1416 40.6.1 4.11.241 5.1.27838
access Bluetooth settings 3 7 7 3 7 7 3 3
access download manager 7 7 7 3 7 7 7 1
add/modify calendar events and send email... 7 3 7 7 7 7 3 2
add or remove accounts 3 7 7 3 3 3 3 5
approximate location (network-based) 3 7 7 3 3 3 3 5
change network connectivity 7 7 7 3 7 7 7 1
change your audio settings 3 3 3 3 3 3 3 7
connect and disconnect from Wi-Fi 7 7 7 7 7 3 7 1
control vibration 3 7 3 3 7 3 3 5
create accounts and set passwords 7 7 7 3 3 3 7 3
directly call phone numbers 3 7 7 3 3 3 3 5
disable your screen lock 3 7 7 7 7 7 7 1
download files without notification 7 7 7 3 7 7 7 1
draw over other apps 3 3 7 3 3 3 3 6
expand/collapse status bar 7 7 7 3 7 7 7 1
find accounts on the device 3 7 3 3 3 3 3 6
full network access 3 3 3 3 3 3 3 7
install shortcuts 7 7 7 7 3 7 7 1
modify or delete USB storage 3 3 3 3 3 3 3 7
modify system settings 7 7 7 7 7 7 3 1
modify your contacts 7 7 7 3 7 3 7 2
pair with Bluetooth devices 3 3 3 3 3 3 3 7
precise location (GPS & network-based) 3 7 7 3 3 7 3 4
prevent device from sleeping 3 3 3 3 3 3 3 7
read calendar events plus confidential info... 3 3 7 7 3 3 3 5
read phone status and identity 3 3 3 7 3 3 3 6
read sync settings 7 7 7 7 3 7 7 1
read USB storage 3 3 3 3 3 3 3 7
read your contacts 3 7 3 3 3 3 3 6
receive data from Internet 3 3 3 3 3 3 3 7
record audio 3 3 3 3 3 3 3 7
reorder running apps 7 7 7 7 3 7 7 1
retrieve running apps 7 7 7 7 3 7 7 1
run at startup 3 7 3 3 7 7 7 3
send sticky broadcast 3 7 7 7 3 7 3 3
take pictures and videos 3 3 7 3 3 3 3 6
toggle sync on and off 7 7 7 7 3 7 7 1
uninstall shortcuts 7 7 7 7 3 7 7 1
use accounts on the device 3 7 7 3 7 7 3 3
view Wi-Fi connections 3 3 7 3 3 3 3 6
view network connections 3 3 3 3 3 3 3 7
Totals 26 15 14 28 28 23 26 138

Table 7: Permissions Requested by Android Apps. We tabulated the permissions requested by the different applications when
installed on Android. We sourced permissions from the app listings on Google Play.
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Domains Contacted
BlueJeans Jitsi∗ MS Teams Slack WebEx Zoom

bluejeans.com microsoft.com chime.aws.com (Video conferencing) webex.com zoom.us
hockeyapp.net (Analytics) msedge.com gravatar.com (Graphic avatars)
mixpanel.com (Analytics) slack.com

nr-data.net (Analytics) slack-edge.com
slack-ims.com

Table 8: The domains contacted by each platform in our network analysis. Blue domains are third-party domains. ∗ = Jitsi
requires specifying a server domain to connect to, and does not connect to other domains.
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Abstract
This paper reports the security and privacy challenges and

threats that people experience while working from home. We
conducted semi-structured interviews with 24 participants
working from home in the three weeks preceding the study.
We asked questions related to participants’ challenges with
telecommuting. Our results suggest that participants experi-
enced challenges, threats, and potential outcomes of threats
associated with the technological, human, organizational, and
environmental dimensions. We also discovered two threat
models: one in which the employer’s asset is at stake and
another in which the employee’s privacy is compromised. We
believe these insights can lead to better support for employees
and possibly reduce cyber-attacks associated with telecom-
muting during the pandemic and beyond.

1 Introduction

Our research aims to provide insight into the security and pri-
vacy concerns associated with telecommuting to help employ-
ees safely work from home while protecting organizations’
confidential information. Our investigation into telecommut-
ing challenges is a response to a clear need for safer work-
from-home practices as the rise in telecommuting has led to
an increase in cyber-attacks [6, 31, 37, 44].

The global COVID-19 pandemic has resulted in the world’s
largest telecommuting situation [5]. In 2018, the U.S. Bureau
of Labor Statistics report showed that only 8% of all employ-
ees work from home at least one day of the week, while 2%
worked fully from home [7, 45]. However, most employees
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copies of all or part of this work for personal or classroom use is granted
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USENIX Symposium on Usable Privacy and Security (SOUPS) 2021.
August 8–10, 2021, Virtual Conference.

now work from home. Recent research from Stanford indi-
cates that as of June 2020, 42% of the labor force was telecom-
muting (with 33% unemployed and 26% working in essential
services) [8, 78]. Researchers estimate that employers plan
to keep 20% of their workers continue working from home
after the pandemic ends, mainly to reduce costs [41]. Another
recent survey shows that 47% of the respondents aim for their
workers to telecommute full-time [24]. Further, some major
tech companies have already switched to either long-term or
permanent work-from-home model [15, 16, 32, 55].

With a remote workforce and everyone working digitally,
the threat landscape increases. Research shows that 91% of
respondents experienced an increase in cyber-attacks as a
result of employees telecommuting [6]. Further, the Cana-
dian Press reported a 1,350% increase in cloud-related attacks
and a 4,000% increase in ransomware emails [40]. Remote
working can also be problematic when employees’ personal
computers are not updated with the most recent security proto-
cols and software. Employees risk exposing the entire system
to various types of cyber-attacks. Major organizations have
suffered data breaches targeted at employees. For instance,
the World Health Organization reported a fivefold increase
in cyber-attacks, with the most recent attack targeting their
employees [77]. There has been a spike in phishing attacks in
Italy as a result of people teleworking [33]. In addition, the
threat model in a home environment differs from that seen in
the physical office workplace. For instance, some company
devices used in teleworking are linked to home or less secure
Wi-Fi networks. These company devices may not have the
physical security provided in the workplace.

To address the security and privacy concerns of working
from home, research is needed to understand the specific chal-
lenges and threats that employees experience while telecom-
muting. Several telecommuting research projects compared
workers’ productivity while working from home and in physi-
cal office locations [2, 4, 9, 51, 60]. Some research on work-
ing from home also provides tips and strategies for securing
the home internet network for employees while telecommut-
ing [21, 35, 43]. However, to the best of our knowledge, no
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research has focused on employees’ security and privacy con-
cerns with telecommuting.

To this end, our objective is to address the following re-
search question: What are employees’ security and privacy
challenges, threats, and perceived outcomes of threats when
working from home?

For the sake of clarity, we define some terms. Challenges
and threats are often used interchangeably; however, they do
not necessarily mean the same thing. In this paper, we define
a threat as “an event or condition that has the potential for
causing asset loss and the undesirable consequences or im-
pact from such loss” [59]. A challenge is a circumstance that
could lead to a threat. And an outcome of a threat is “an ex-
pectation of loss expressed as the probability that a particular
threat will exploit a particular vulnerability with a particular
harmful result” [64]. These outcomes could be loss of orga-
nizational data confidentiality, integrity, and availability or
the loss of personal privacy. We define confidentiality as “the
property of non-public information remaining accessible only
to authorized parties” [72]. Privacy “more narrowly involves
personally sensitive information, protecting it, and controlling
how it is shared. ... What information should be private is of-
ten a personal choice, depending on what an individual desires
to selectively release.” Integrity is defined as “the property
of data, software or hardware remaining unaltered, except by
authorized parties” [72].

We addressed our research question by conducting semi-
structured interviews with 24 participants. They were employ-
ees who had been working from home in the three weeks
preceding the study. We asked questions relating to their chal-
lenges with telecommuting and analyzed the results using
thematic analysis.

Our study makes two major contributions. First, we per-
formed the first qualitative study on employee security and
privacy concerns when telecommuting. Furthermore, we iden-
tified the perceived outcomes of threats associated with these
concerns. We grouped our findings into four categories of
challenges and threats: technological, human, organizational,
and environmental. We further grouped our findings into the
identified outcomes of threats to security and privacy and
created threat models that emerged from our results.

Second, we discovered concerns that need to be addressed
to protect employee privacy while telecommuting. Many em-
ployees felt that they had to sacrifice some privacy to get their
work done, such as revealing their personal phone number
or street address to clients. Participants feared that clients
could locate their home or that they could suffer a break-in.
Therefore, there is a need for discussion of how employees
and organizations can protect their privacy and security while
telecommuting.

Our contributions provide insights into the security and pri-
vacy gaps that exist with regard to employees telecommuting.
We are optimistic that these insights can lead to changes in
the way telecommuting is currently being carried out. These

changes will be helpful during the current pandemic and in
other situations where employees need to telecommute.

2 Related Work

Telecommuting and telework are similar but different. Wha-
ley [75] defines telecommuting as “using information and
communications technologies (ICTs) to bring work to the
worker, rather than require them to go to the work.” In telecom-
muting, the employee does not commute to get to work. Ex-
amples of telecommuting could be working in the home office
or working out of the office in the home environment, for ex-
ample, the guest house. On the other hand, telework refers
to work that is done somewhere that is a distance from one’s
office. Examples of teleworking could be working at another
branch of an office or working at a telework center with other
colleagues. While some types of telework are telecommuting,
not all types of telecommuting are telework [58, 75].

Many previous papers focused on teleworking benefits and
aimed to understand problems that stop its widespread adop-
tion by organizations. For instance, Pyöriä [53] conducted
a literature review on the advantages of distributed work,
which the author refers to as telework. Similarly, Kintner [34]
conducted surveys with 1,002 respondents to determine how
receptive businesses were to telework and identify ways to
encourage managers to telework. The respondents were work-
ers in various organizations who were not teleworkers. The
author identified issues that prevented telework adoption, such
as inadequate security for protecting transmitted information
while teleworking, the high cost of buying the needed equip-
ment, and the lack of staff available to aid telework transition,
among others. Our study builds on previous research and
conducts qualitative research with telecommuters. We chose
to interview telecommuters to understand their security and
privacy challenges and threats when working from home.

Some papers explored the reasons behind the low adoption
of telework before the pandemic. One of the reasons for low
adoption was poor data security. Clear and Dickson [17] for
instance, studied whether telework adoption was influenced
more by levels of worker autonomy, employment flexibility,
and management attitudes than technology provision. The
authors conducted 303 surveys and 58 interviews with repre-
sentatives of small and medium enterprises (SMEs). In dis-
cussing their results, the authors remarked that data security is
“a major disadvantage to the adoption of telework.” However,
the authors did not explain why this was the case. Spinellis et
al. [66] also hypothesized that SMEs lacked the potential to
have good technical expertise to maintain an adequate security
level in teleworking. The work of Pyöriä [52] is closest to ours.
This author conducted a survey and interviews with employ-
ees to understand the low adoption of telework even in big
organizations. The participants, however, were not telework-
ers. The authors categorized their findings into those relating
to the individual, the organization, and the community. They
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described the pros and cons of telework at each level. The
findings relating to the organization level are closest to our
findings. The author found that some of the drawbacks of
teleworking include the problem of employers seeking new
means to surveil and control employees, poor data security,
and disruption of privacy in employees’ homes. Our work
differs from Pyöriä’s [52] in two major ways. First, we in-
terview employees who are currently telecommuting. Our
focus on telecommuting employees helped us to understand
the specific challenges these people are facing. Further, build-
ing on Pyöriä’s study, we focus on telecommuters’ security
and privacy concerns and find more challenges and threats.
Because of the potential for a number of telecommuters to
continue for the long term, our research becomes even more
critical.

Several papers focus on the security and privacy challenges
of telecommuting. However, these papers are not based on
empirical data but on hypothetical situations. For instance,
one of the earliest papers on telecommuting was written by
Sturgeon [67]. The author used a hypothetical case study to
highlight vulnerabilities. The author predicted threats and
risks to organizations’ confidential data when telecommuting
using the Simplified Threat and Risk Assessment Process [67].
A more recent paper by Okereafor and Manny [46] provides
an overview of security issues that are related to telecom-
muting and videoconferencing apps. The authors predicted
issues related to workers’ geographic location such as work-
ers’ telecommuting in locations with poor Wi-Fi networks and
workers being distracted while working from home, which
could lead to dangerous errors. The authors also highlighted
other general issues such as telecommuting devices using a
lot of bandwidth and reduction in employees’ productivity
while working from home.

Our paper is the first to provide a qualitative study on
telecommuters to understand their security and privacy chal-
lenges, threats, and perceived outcomes of threats. We chose
to conduct a qualitative study to understand why people face
some of the predicted challenges and how they experience
them. Qualitative studies help answer “why” questions and
provide an in-depth understanding of what is being stud-
ied [54]. We believe that a more in-depth analysis of these con-
cerns will help researchers better understand the challenges
and start a discourse on the ways of addressing them.

3 Methods

3.1 Participant Recruitment
We recruited participants by advertising on Facebook,
LinkedIn, and Kijiji using the platforms’ paid advertisement
functionalities. Potential participants filled out an eligibility
survey. To be eligible to take part in the study, participants had
to be 19 years or older. Participants had to have worked full-
time physically in an office space in the year preceding the

study. Participants had to have been working with computers
for at least three days a week, so that we could explore current
challenges they might be facing with the technology. Further,
participants had to have been working remotely full-time in
the last three weeks preceding the study. The latter inclusion
criteria was to ensure that participants would remember recent
experiences with working from home.

3.2 Interview Procedure
We proceeded with the interviews after the participants gave
informed consent to participate in the study. To avoid prim-
ing, we told participants that the aim of the study was to
understand their experiences working from home.

We asked participants for demographic information and
about their general experiences working from home. Based
on these experiences, participants were asked further ques-
tions regarding what they enjoyed about working from home
and what they would love to change about their experience
(if anything). Participants were also asked to list new tech-
nologies that they had been using to work from home. We
asked further questions about participants’ thoughts about
using the technologies (see appendix D). Afterward, we com-
pensated the participants. One or two researchers took part
in each interview session. All interview sessions were audio
recorded.

3.3 Data Collection
We piloted our study procedure with two participants. Based
on the feedback from the pilot interviews, we improved the
clarity of the questions. All other instruments in the main
study remained the same as those used in the pilot.

We carried out semi-structured individual interviews with
all recruited participants. This allowed them to express their
thoughts in their own way and to add information as they saw
fit, without the restrictions of structured interviews [19].

All interviews were conducted either via Skype or Zoom,
based on participants’ choice. We chose to conduct online
interviews due to the restrictions placed on in-person meet-
ings resulting from the COVID-19 pandemic. Participants
were compensated with CAD $20, sent via e-transfer. Data
collection was done from March to September 2020. Our uni-
versity’s Behavioural Research Ethics Board (ID: H20-01219)
approved the research before any data collection took place.

3.4 Data Analysis
Two researchers transcribed and coded more than 18 hours
of recorded interview sessions, each an average of 44 min-
utes long. Interviews were analyzed using thematic analy-
sis [27], a “set of procedures designed to identify and exam-
ine themes from textual data in a way that is transparent and
credible” [26]. We followed the data analysis steps outlined
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by Guest et al. [26]. Two researchers segmented and coded
the transcribed interviews into categories, types, and relation-
ships to develop the codebook. Afterward, three researchers
identified the themes that emerged from the data. In addi-
tion, four researchers engaged in a code and theme sorting
exercise to come to a consensus on the identified themes. We
conducted data analysis concurrently with the collection and
reached theoretical saturation after 21 interviews, as no new
codes emerged from the last three data collection sessions
(see saturation graph in Figure C.1).

4 Results

We present our findings in the form of the challenges and
perceived threats, which we categorized into technological,
human, organizational, and environmental dimensions. We
also link them to perceived outcomes of threats.

4.1 Participants
We recruited a diverse set of 24 Canadian participants. They
were 19 to 64 years old (mean 41 and median 38), with 14 of
them identified as men. Table A.1 shows the demographics
of the participants regarding age, gender, educational level,
place of work and job, as well as size of the employer and
geographic region (when available).

4.2 Technological Dimension
Challenges related to technological dimensions are due to the
use of technology while telecommuting. These challenges
could result in threats to the security and personal privacy.

4.2.1 Sharing work information in unauthorized ways

Some participants used unofficial online communication chan-
nels to share work-related information. This action was a se-
curity concern as it was unclear whether these unauthorized
technological solutions satisfied employers’ data security re-
quirements. Since different communication solutions have
varying degrees of compliance with organizations’ security
and privacy requirements, using these solutions could lead to
various security and privacy threats for both the organization
and its employees. This action could also lead to the outcome
of threat of the loss of the data confidentiality.

One reason for using unauthorized channels was low us-
ability of the authorized channels. For instance, P15 (cus-
tomer service representative) was supposed to use Bell Total
Connect (BETC). However, he found it unusable: “[To use
BETC] you’ve got to request access, then you download it,
and then you’ve got to have your credentials in place. ... It’s
a complicated program.” P15 ended up using Facebook and
sometimes text messages to communicate work-related infor-
mation with his boss and colleagues while telecommuting.

Another reason for the use of alternative communication
channels was because most of our participants’ colleagues
were already using them. It was therefore easier to reach col-
leagues there. P14 (call center representative) explained: “We
do have a chat [function] in our [official] program, [but it’s]
just that everybody’s on Facebook Messenger. So whether you
like Facebook or not, you’re kind of forced to use Facebook.
And so I [use Facebook since] everybody’s there.”

4.2.2 Sacrificing personal privacy and security

There were many instances where participants sacrificed their
privacy or security to telecommute. We discuss these instances
below.

The tension between professionalism and privacy on
video calls. Many participants experienced tension and uncer-
tainty around the use of their webcams during work meetings.
For the sake of personal privacy, participants wanted to keep
their video cameras off during some periods of work calls.
However, they were uncertain whether doing so made them
appear less professional or serious about their job. For P16
(planning department director), having the webcam on during
work meetings was a necessity, although his colleagues did
not necessarily agree: “People should be available on video
if they’re doing work during the workday. [However,] that
[is] a concern for some people. I have a colleague, and today
she said, ‘I can’t show you my video because my hair is in an
Afro.’ ... Maybe she didn’t want people to say something, or
to notice, or to make a case out of it.”

P21 (senior project manager) also explained the dilemma:
“I can’t force [people to turn their video on]. It’s their home, so
I can’t really force them; I can only insist. I know that some
of the managers in our organization make [a] point of telling
[employees to] turn [their video] on during the meeting, [be-
cause the employees] have to be paying attention.”

Some participants felt that having the video camera on was
an invasion of their privacy. Participants feared that people
could take screenshots of them without their consent. P18 (ex-
ecutive director), explained this concern: “I’ve thought about
[people taking screenshots during video meetings], ’cause I
know people who have [done that]. I have a call every two
weeks, and there’s usually about eight or nine of us [on the
call], and I know that they’re taking screenshots of the video
[meeting], but I wish ... a part of me feels like, there should be
a notification feature [on the teleconferencing app that shows]
if somebody’s doing a screenshot [during meetings] or if they
save an image. My preference is that people ask if they’re
going to do a screenshot for whatever reason.” Having we-
bcams on also virtually invited co-workers into participants’
homes, which was seen as a privacy invasion. P5 (sales direc-
tor) explained: “[Through video calls,] you’re inviting a lot of
people into [your] home that [you] wouldn’t have otherwise.
So you’re here [on the video call], your kids are walking by,
or other family members or your dog or whatever the case
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may be, [and] you may not want people to see [all of that].”
P3 (research assistant) further explained: “[Work video meet-
ings] certainly blur that line between your home life and your
workplace. Like right now, you’re in my kitchen with me. Nor-
mally co-workers wouldn’t necessarily be inside the house,
which is sort of a weird ... it changes that relationship [with
my co-workers].” Having webcams on during work meetings
leads to the loss of employee’s privacy.

While some of these challenges can be solved using vir-
tual backgrounds [65, 68, 80], participants had issues with
the availability and usefulness of virtual backgrounds. First,
not all videoconferencing apps fully support virtual back-
grounds [39]. Second, not all participants liked the idea of
using a virtual background as they found the concept of vir-
tual backgrounds to be too dull or unexciting. Third, virtual
backgrounds do not guarantee that people walking by will not
pop up on the screen [57].

The design of some tools made it difficult for employ-
ees to maintain security while working from home. This
challenge sometimes led to the organizational outcome of
threat of the loss of the data confidentiality. For instance,
phones that used the same port for charging and connecting
headphones were a challenge in case of long and frequent
calls: “I think the biggest issue [with working from home]
for me is [my phone]. If I’ve got a day that is heavily focused
on a lot of client stuff, then I have to continue using my work
phone, which can be problematic ever since they’ve got rid
of the bloody plugin that you can put your headphones in
and [replaced] it with [one port], because that’s [the port] I
need to charge my damn phone with. So I have, on occasion,
had it plugged in [to charge] and used it without headphones.
And technically, depending on the voice tones of the other
person [on the other end of the phone], somebody may have
[over]heard our conversation.” [P11 (health director)]. This
was a security concern because housemates could overhear
confidential information (§4.3.1). The participant sacrificed
the confidentiality of his work calls to get the job done. In
some cases, to use headphones and maintain security, P11
switched from taking calls on his work phone and used his
personal phone instead. However, our results also suggest that
using personal phones to manage work conversations could
be a security and privacy concern, as we explain below.

Employees share their personal information to aid
telecommuting. Some participants shared personal phone
numbers or home addresses with colleagues and clients. In
some cases they used their personal devices to work from
home. These actions sometimes made it difficult for partici-
pants to draw the line between their personal and work lives.
P8 (accounting supervisor), for instance, could not “move”
his work landline home. So he gave the clients his personal
phone number. Prior to working from home, P8 never picked
up calls from unknown numbers because he was afraid of be-
ing scammed. That changed after giving his personal number
to work clients: “[Recently I received a call from an unknown

number.] First ... I wasn’t going to answer [but] then I [de-
cided to] answer [and] I was really lucky that I took the call
because it was [from] the government. And [the government]
was just verifying information so that they could pay [my
organization] the subsidy. So if I’d refused that call, it would
have really slowed down the payment, and then my boss would
have been mad at me, because we were rushing around to
submit our application. So of course now I’m answering more
calls on my [personal phone], and I don’t screen it as closely
as I [used to do] before. If I’m going to work from home, that’s
part of working from home. I’m going to pick up the phone
for numbers that I don’t know.” P8 sacrificed his privacy and
precautionary safety measure to continue his regular work
activities at home.

When asked if he still had a fear of picking up a call from a
scammer, P8 replied: “I’m afraid if I pick up [a] call from a
scammer, that somehow they are going to know that there is a
live person at the end of the line and then they’re going to get
me more scam calls. [But] I’m afraid that if I miss a business
call, then I’m going to get criticized by my boss because it
affects my work, [and] I [end up not] do[ing] something [at
work] fast enough. And the boss will be mad, because I didn’t
pick up a phone call.”

P23 (school secretary) further remarked: “I had to use my
own personal cell phone to communicate with parents. That
part of [telecommuting] was awkward ... because now I find
the parents text me or leave me a message to get information.
For me [giving out my phone number] does cross the boundary.
I always have tried to separate as much as I could, my private
life from my work life ... it was basically just assumed upon us
[by the organization] when [the organization] decided they
were going to [send us home to work]. ... I probably could
have done [the call blocking code], but I didn’t do that. I do
believe you get charged for [doing that] so I didn’t want to
have that fee on top of other fees.”

In some cases this challenge included giving coworkers
participants’ home addresses. P3 further explained: “So if I
asked my coworker to pick something up from my office, then
probably he might drop it off at my house. So then he would
know where I live. So I feel like it starts to open up some kind
of personal privacy [issue].”

The use of some technological tools in telecommuting
made it easy to monitor participants’ activities. For exam-
ple, the User Presence feature [70] in Microsoft Teams makes
it easy to determine a user’s activities online. Some partici-
pants were concerned of their privacy being further reduced
by this feature, as illustrated by P16: “I notice that you can
tell who is on their computer and who is not, [using Microsoft
Teams]. For example, now I can type any name, and I can
see [who is online and who is not]. [The] red [button] means
that they’re on a [Microsoft Teams] call or [in] a meeting;
green means that they’re on their computer, but not in a meet-
ing. And yellow means that they’ve walked away from their
computer and the little X means the computer’s turned off. I
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find that [that] can be used to monitor whether people are
at their desk or not. So, for example, a manager can check
whether their employee is yellow, green, or red, and they could
be green and surfing the ’net, and they could be yellow and
reading a document [on] the computer. ... [Managers] might
jump to conclusions [in] thinking that an employee should be
either green or red, but not yellow, because yellow means that
they’re not [at] the computer.”

Unauthorized people controlling participants’ com-
puter remotely. The possibility that people’s computers
could be remotely controlled was a privacy and security chal-
lenge for participants. Some jobs require participants to give
their employers or customers remote access to their comput-
ers. However, in giving employers remote access, participants
feared that their employer would be able to access other parts
of their computers remotely which could lead to unauthorized
access to data and loss of privacy. When teaching students
online, the job of P17 (education assistant) requires her to
give her students remote access to her computer so that they
can play an educational game: “When we are sharing the
screen with [another] person, we ... give [remote] control to
the other person, [and] that was [a] concern because that
person can go on your computer and probably check anything
on your desktop. [For example, after giving remote control to
a student], then that student can control my screen ... or can
check anything.”

4.2.3 Reducing security for usability

To make some technological tools usable, security was some-
times sacrificed. We discuss some instances where security
and privacy were sacrificed for usability while telecommuting.

Employees bypassed organizations’ security measures
to make use of technological tools. As a security measure,
some work-from-home phones were too locked down, and
participants did not find them usable enough. Participants
sometimes came up with workaround solutions that were less
secure. These workarounds would result in even higher con-
sequence of threat to the confidentiality of the organization’s
data than the task they were trying to accomplish, as illus-
trated by the story of P6 (senior staff): “The [work] iPhone
that I [use] is so well locked down that I cannot copy and
paste from an email into a text message. [If I try to do that,
the work iPhone] says ‘You cannot paste your organization’s
data here,’ and it’s a complete pain because there are times
when [I’m] communicating with my boss by text message
where she says, ‘Can you just send me that phone number?’
[or] like an email address or something like that. [I] can just
type [the information my boss is asking], but my memory is
terrible. I would always copy and paste something rather than
[type] it. [It’s] a particularly annoying feature and so I found
a workaround: If I had something that I needed to text to my
boss, I [would] actually send the email from my work email
address to my home email address, then use my [personal]

iPhone to cut and paste the information into a text and send.”
Reduced security of technology to aid usability. To en-

able employees to work effectively from home, sometimes
IT personnel reduced the security of some organizations’ de-
vices. Such compromises could reduce organizational data
confidentiality and integrity and violates organization’s se-
curity control rules and policies. P8 narrated a related expe-
rience: “[I] brought [a second] monitor home when I first
remote accessed [in to work]. The second monitor did not
work, and so I complained to the IT manager, and [the IT
manager] said [that] for security purposes the standard re-
mote logging software simply does not allow two monitors.
So the IT manager said, ‘[P8’s name], don’t tell anybody else
this because it’s not good control, but I made you a special
URL, and now you can access [the work computers remotely
with] two monitors.’ I’m guessing that by giving me this spe-
cial URL [designed just] for me, I have more access to the
[organization’s] information... . So I think it’s weaker control
over the security of [people’s] information.’ And [the IT guy]
did tell me, ‘Don’t tell anyone else; I’m just doing this as a
favor for you,’ because IT [has] to maintain the security of the
computer network. And if there was a hack or break-in, [the
IT manager] would get blame[d]. So I have not told anyone
else, but really I should tell my colleagues because it would
speed up their work, [but] I’m afraid I’ll lose the special favor
with the IT manager if I tell anybody else.”

4.3 Environmental Dimension

There were threats specific to the home work environment.
They were mostly expressed as fears and concerns. We de-
scribe these threats below.

4.3.1 Household members can access the organization’s
confidential information

There were concerns about others in the household overhear-
ing the organization’s confidential information. This was a
particular concern for participants with housemates. In some
cases, participants shared office space with their housemates.
In other instances, the house had thin walls, and the house
occupants and guests could overhear conversations held in
various locations within the house. Some participants’ jobs in-
cluded handling confidential information; therefore, a security
threat was that others could overhear these conversations. This
led to the organizational outcome of threat of the loss of data
confidentiality. For instance, P15, who had three roommates
and worked from the dining area of his house, explained: “If
[clients are] giving me [their] credit card information, and
I’m reading [the credit card details] back to [them, I would
be] around people [in the house while reading the details].
Frankly, I don’t think I’ll be able to avoid [my roommates’
overhearing] until I go back to the office. ... Right now, if
somebody comes into the kitchen [to] make food, I could be
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on a call, [and] that makes things a little awkward at times.”
Participants feared that their customers and colleagues

could overhear private conversations from participants’
homes. They were concerned with the loss of their and other
housemates’ privacy. P9 (call center agent), explained this
concern: “We have very thin walls in my house, and my room
is right beside the bathroom. And a lot of times when my
parents are calling [for] my brothers’ [attention], I can hear
[my parents] through the wall. Sometimes I have text[ed] my
brothers [saying], ‘Hey, can you please keep it down? I’m
on the phone with a taxpayer. And they may be able to hear
you through my headset.’ [At] home you can almost hear
everything that goes on.”

There was also the possibility of unauthorized people view-
ing employer’s confidential data. For instance, P11, who
worked from his dining room, explained: “[I] had multiple
eye surgeries last year, so I don’t really see out of this [eye].
So I have a big screen in our dining room, which is completely
open to our kitchen. And then [on] another side, it’s kind of
an open concept: living room, dining room, [and] kitchen.
If anybody was coming in and walking around, they could
have seen documents that I was working on the large screen,
because it blows it up quite large, so it’s quite legible to any-
body that wanted to read it.” This is a security threat, as P11
sometimes works on clients’ confidential information.

4.3.2 Employee’s location could be traced

Some participants feared that some of the work calls made
from home could be traced back to their location. This would
result in the loss of their privacy. To illustrate, P9 works
with the government and sometimes takes phone calls from
angry citizens. While telecommuting, P9 uses her work mo-
bile phone to make and receive calls from clients at home.
P9 remarked: “Sometimes, I wonder if [clients] are able to
trace my phone calls. I know they’re not [able to] because my
[work] phone number doesn’t pinpoint the exact location I
am in. I work with [people’s social insurance/security] num-
bers [and] addresses [on my system, and] a lot of the times
when I get calls, some of them I realized have been close to my
neighborhood. There was one call I received that was actually
two streets down from where I was staying. And I [thought],

‘[What] if this person knew where I was located?’ Sometimes
I wonder, ‘Oh, man, like if they knew where I was located,
would they come to my house and ask me to do stuff?” While
this threat may be improbable, this fear made the participant
anxious about handling work phone calls from home.

4.3.3 People might break into employee’s house

There was a fear that someone could break into participants’
houses to steal the company’s equipment. This was a security
concern and a constant fear for few participants who took
home expensive work devices to aid telecommuting. If real-

ized, this consequence of threat could result in the violation
of participants’ privacy and safety, loss of system availability,
as well as data confidentiality and integrity, and, in extreme
cases, the loss of life. For instance, P11 explained: “My only
other massive fear is, what if I had a break-in and somebody
stole my [work] laptop? I mean, I have great confidence that
that wouldn’t happen, but it absolutely has been a fear. I think
that’s probably [the] only sort of ... situation that genuinely
creates the occasional bit of anxiety for me ... ‘Jesus, how do
I know I am [secure]?’ [Someone breaking in] seems like one
of those improbable situations, but not impossible. So, even
saying it out loud makes me nervous that somehow I am cre-
ating that reality now, because we certainly have people [in
my neighborhood] with addictions who sooner or later need
to feed their addictions and need to get money and sometimes
get desperate.”

4.4 Human Dimension

These are challenges that were specific to individuals and
their varying capabilities or limitations. We explain these
challenges below.

4.4.1 Challenges with using the technology

Some participants were not tech-savvy, which made it harder
for them to switch to full-time telecommuting. P7 (network
engineer), for instance, remarked: “The human aspect of se-
curity is always the biggest problem. [The IT personnel] are
not there to monitor what everyone does at home on their
computers all the time. Users don’t know how to properly
explain what their [technological] issue is; they use end-user
terminology instead of technical terminology. So trying to
translate the communication with the users was the biggest
challenge. [When users had a technical issue,] trying to get
them to explain to us what the problem [was challenging].”

Lack of technical knowledge could lead to dangerous er-
rors. This outcome of threat was particularly a concern when
there was a disconnect between the participants’ knowledge
and what the organization expected them to do. For instance,
some participants could fail to install security-critical soft-
ware updates on their work systems while telecommuting, due
to the lack of the technical capacity to do so. This challenge
could lead to the loss of integrity and confidentiality of the
organizational data, should employees’ computers become
targets of cyber-attacks.

The lack of technological competence was also reflected in
poor understanding of security. For example, when discussing
virtual private networks (VPNs), P1 (digital communications
specialist) remarked: “VPN, is ... something that secures your
laptop. I just know [VPN] makes everything safe. You can’t get
hacked. You can’t [have] none of that [hacking]. Everything’s
secured.” In this particular case, P1 assumed that once she
connected to her employer’s network using a VPN, everything
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on her laptop was secure.

4.4.2 The challenge of distinguishing real organiza-
tional emails from phishing ones

Participants had difficulty distinguishing between real orga-
nizational emails and phishing ones. Sometimes, employ-
ees had been so much sensitized about phishing emails that
they would classify real organizational emails as phishing. P7
shared an illustrative story: “[Prior to working from home,
my organization had [a] service that would do hands-on
training [and send] out test fake emails to [employees]. If
anyone clicked on [one of these fake emails], they’d get a
warning, that [said], ‘By the way, this is not real; this is a
phishing email.’ Now, [while employees have been working
from home], we were sending out updates regarding viruses
and anti-viruses and then people were reporting [them] as
[phishing emails], not realizing it was a legitimate board
email. [People have become] too paranoid.”

It was hard for some participants to recognize legitimate
work-from-home precautions and apply them as needed.
Some of these precautions are required to protect the con-
fidentiality and integrity of work data. Therefore, similar to
the challenges of using technology (§4.4.1), this challenge
could lead to the loss of confidentiality and integrity of orga-
nizational data.

4.5 Organizational Dimension

The major challenge was that organizations sometimes pro-
vided few or no guidelines on how to telecommute. We define
telecommuting guidelines as a set of instructions for employ-
ees about what to take home from work, how to set up their
home office, and how to ensure the security and privacy of
work-related information. We discuss this challenge below
and explain how it led to other security and privacy issues for
participants.

Many participants received little or no guidance on telecom-
muting. P15, for instance, was handling financial information
while working from home. However, it was unclear to him
how he would do that safely. When asked about guidelines
regarding working from home, he explained: “We barely get
told anything [regarding telecommuting]. ... There hasn’t
been any communication with regard to how to handle confi-
dential conversations over the phone. We just use our discre-
tion [in handling financial] matters [over the phone].

Telecommuting violates the organizations’ work poli-
cies. For some organizations, working from home violates
the organization’s policies, and therefore, there are no guide-
lines for employees. When P11 was asked about the work-
from-home guidelines instituted by his organization, he re-
marked: “There were no guidelines [for telecommuting;] in
fact, ... [working from home] is breaking [the] guidelines. ...
We had just recently completed a very thick policy manual

about data protection, information, privacy, [and] security
... that indicated [that] you don’t take anything [from] work
[to] home. All work will be done from the office. So in fact,
having to respond to the pandemic created a conflict with
recent policies around the security of information.” As such,
people in some organizations had no guidelines on how to
work from home.

Participants, therefore, came up with their own norms of
working from home. They used their own understanding and
interpretation of security and privacy best practices. For in-
stance, when asked about her work-from-home practices, P3
explained: “[Be]cause I’m working on my personal computer,
[I’m] not saving anything on my actual computer a whole lot.
... I save everything on my [USB] stick. It’s not too hard [to
remember to save files on my USB stick] because I just leave
the stick plugged into my computer ... so it’s right there.” P3
further explained that she secured her laptop by using a pass-
word, though her USB stick was not encrypted or password
protected. Since P3’s USB stick was always plugged into the
computer, the information saved on the USB stick was only as
secure as the information saved on her personal computer or
even less. The concern is that attackers (who could be house-
hold members) need a password to access the files saved on
P3’s laptop, but attackers can easily access the USB stick files.
This challenge could lead to the organizational outcome of
threat of the loss of data confidentiality if attackers had access
to the USB stick.

5 Discussion

Our findings point to the security and privacy challenges,
threats, and potential outcomes of threats that participants
perceive while telecommuting. Figure 1 illustrates the conse-
quences of a threat that could arise due to the identified chal-
lenges and threats with telecommuting, which we described in
the previous section. In this section, we generalize discussion
of the results in the form of perceived outcomes of threats to
telecommuters and their employers. In Table 1 and Table 2,
we present the challenges and threats, as perceived by partic-
ipants, and show how they could lead to various outcomes
of threats. We identified participants’ perceived outcome of
threat in which the organization’s assets are at stake (Table 2).
In contrast with office work, mass telecommuting introduces
additional consequences of threats. The participants’ privacy,
data, and in some cases, well-being are at stake (Table 1). In
the rest of the discussion section, we describe both types of
these outcomes of threats and discuss options for mitigating
some of them. It should be noted, however, that proper evalu-
ation of these countermeasures is subject to future research.

While some of the challenges and threats are not unique to
telecommuting, the issues are amplified in scale and severity
when workers solely rely on telecommuting. The severity of
the challenge gets intensified due to the lack of physical prox-
imity among the coworkers for many weeks, if not months.
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Figure 1: The relationship between challenges, threats, and
the outcomes of threats. Arrows link challenges\threats to the
outcomes of the threat.

For example, confidential information may have never been
shared through unauthorized means (§4.2.1), because employ-
ees would meet in person. However, mass telecommuting
takes away that opportunity, leaving employees with nothing
else but to rely solely on online solutions, some of which (in
isolation or in combination with other technologies) turned
out to be over-restrictive or otherwise have less than accept-
able usability (§4.2.3). Another example is the possibility of
using technological tools to monitor employees’ activities,
which could result in an invasion of their privacy (§4.2.2).
This challenge could lead to bigger issues, such as monitoring
employees’ or coworkers’ daily routine even during weekends.
These privacy issues became much more of a concern when
long-term mass telecommuting became widespread overnight
and might even remain so after the pandemic [15, 16, 32, 55].
Identifying and addressing these challenges, therefore, would
go a long way toward improving telecommuting beyond the
pandemic. Further, mass telecommuting could also happen
in emergency situations such as power outages, earthquakes,
and other natural and human-made disasters. In the rest of
this section, we categorize recommendations into three types,
according to the intended audience: organizations (R-O), em-
ployees (R-E), and those working with telecommuters (R-T).

5.1 Perceived Outcome of Threat Toward
Workers

Telecommuting elevates the outcomes of threats to personal
safety for employees and their households. Some participants
worried that angry clients could locate their homes and ter-
rorize them (§4.3.2). Other participants were anxious that
criminals could break into their homes and steal their orga-
nizations’ expensive work devices while also putting partic-
ipants’ privacy and safety at risk (§4.3.3). These anxieties

could negatively affect employees’ productivity, job satisfac-
tion or employee retention while telecommuting [22, 38, 50].
Physical security at work is the responsibility of the employers
and is commonly implemented by monitoring and controlling
access to the office space and parking lots, and by stationing
security personnel in the office buildings [10, 25, 63]. In the
telecommuting scenario, however, the expensive work equip-
ment now resides in the employees’ homes, and there is no
physical security provided. Organizations could implement
encryption of the computer’s hard drive to safeguard their
data [29, 36, 61, 73]. However, the safety of the employees
and the household members is also at risk due to telecommut-
ing. Therefore, telecommuting produces a negative external-
ity [30], as it is the employer that benefits from the employee
being able to telecommute, but it is the household members
who have to mitigate the elevated risk to physical safety and
the psychological trauma that comes with it.

Employers can put measures in place to manage the safety
of the telecommuters and their households (R-O). Organiza-
tions need to be sensitive to the employees’ physical security
and consider the reality that different employees live in neigh-
borhoods with varying safety levels (§4.3.3). Organizations
can be mindful of this threat and manage it as part of their poli-
cies or processes for handling work from home. For long-term
(and full-time) telecommuting, the employers could consider
setting up home alarm systems for their employees. The em-
ployers could also look into setting up work hubs where the
organization’s devices could be set up and the employee’s
safety is protected. Further, employers can educate employ-
ees about security measures at the work hub to allay their
fears. We also suggest that organizations provide clear guide-
lines on managing the home-work environment to optimize
employees’ physical safety. For instance, similar to on-site
organizational security measures, employers could develop
processes for physical security while telecommuting, such as
help lines or safety routines that employees could use if the
organization’s clients/customers misuse employees’ personal
data.

Loss of workers’ privacy is the major theme that emerged in
the interviews. As can be seen in the rightmost column of Ta-
ble 1, every type of concern is related to this theme. The main
reason for its omnipresence, we believe, is that telecommuting
is a hybrid work situation, where employees are at home but
expected to carry out the organization’s activities. Therefore,
employees must behave in a specific way, which comes at
the cost of their privacy. For instance, employees gave clients
and coworkers (and even sometimes customers) their own
phone numbers and other personal information (§4.2.2). The
participants had other privacy boundaries (e.g., by answer-
ing phone calls from unknown numbers) compromised to
facilitate telecommuting (§4.2.2). Workers were also worried
about others taking screenshots of them without their consent
during video calls (§4.2.2) and others feared that their clients
and colleagues could overhear personal conversations taking
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Table 1: Perceived Outcome of Threat Toward Workers
Asset Employee’s behavior Threat agents Reason for concern Threat Outcome of threat

1. Employee’s personal
phone number and home
address

Employee giving coworkers their
personal information to aid telecom-
muting

Coworkers a. Violation of personal bound-
aries
b. Less control over who has
access to personal information

a. Coworkers could use employee’s
personal information for purposes
other than initially declared
b. Sharing of personal information
without permission from the subject
of the information

a. Misuse and unautho-
rized sharing of shared
personal data
b. Loss of privacy
(§4.2.2)

2a. Employee’s money
b. Employee’s privacy

Employee picking up calls from
unknown numbers, not screening
phone calls

Phone scam-
mers

Reduced protection from scam
calls

a. Phone scammers could obtain
employee’s financial information
b. Increase in scam calls

a. Abuse of personal data
b. Becoming a victim of
scams
c. Loss of privacy
(§4.2.2)

3a. Employee’s private
home setting
b. Housemates’ privacy
c. Employee’s privacy

Employee forced to turn on their
video camera during telecommut-
ing

Coworkers a. Personal environment of
the employee is exposed to
coworkers
b. Lack of privacy in the home
environment VS the work en-
vironment

a. Coworkers seeing employee’s pri-
vate environment and housemates
b. Employee’s improper disclosure
of themselves

a. Accidental disclosure
b. Loss of privacy
(§4.2.2)

4. Employee’s routine Using technological tools that make
it easy to monitor employees

Coworkers,
managers

Coworkers and managers can
monitor employee’s activities
and routine

Coworkers and managers could use
this information to predict em-
ployee’s routine

Loss of privacy
(§4.2.2)

5. Employee’s personal
data

Giving students remote access to
the employee’s computer

Students Due to a lack of computer
knowledge, there is uncer-
tainty about what students can
do on the employee’s laptop
when given remote access via
videoconferencing

Students could control the com-
puter of a non–tech-savvy em-
ployee and access personal data

a. Abuse of personal data
b. Loss of privacy
(§4.2.2)

6. Employee’s safety Calling customer/client from home Customer/client Unmasked work phone num-
ber

An angry customer/client could
locate employee’s home by trac-
ing phone calls made to the cus-
tomer/client

a. Abuse of personal data
b. Loss of life
c. Loss of privacy
(§4.3.2)

7. Employee’s safety Distributing care packages from
home

Criminals
present in
neighborhood

Physical harm by intruders
during a break-in to the house

Physical harm and injury a. Loss of life
b. Loss of privacy
§4.3.3)

place at the workers’ homes (§4.3.1).
There are various ways for employers to aid their employ-

ees in maintaining privacy while working from home. Orga-
nizations can provide some form of phone number masking
(which prevents others from knowing the actual phone num-
ber of the caller) or VoIP solutions [42] to employees who
have to use their personal phones for work [23] (R-O). Fur-
ther, we suggest technology support for alerting participants
of video calls when screenshots are taken, to help employees
maintain awareness of their privacy violations and to deter
abuse of such capabilities by others (§4.2.2) (R-E). To prevent
clients and colleagues from hearing personal conversations
happening in the household, teleconferencing software and
phones could have a feature where the microphone is auto-
matically muted when employees are not talking. Using voice
recognition, the microphone automatically unmutes when the
employee starts talking to the client or coworker (R-T). There
could also be directional microphones on phones and video-
conferencing apps, whereby the technology only picks up the
voice of the person in front of the computer or phone (R-T).

Furthermore, there seems to be a conflict between employ-
ees maintaining their privacy and doing their job. Our findings
confirm Pyöriä’s work, as this author predicted disruption to
privacy in employees’ homes as a challenge that could arise
in teleworking [52]. Our participants experienced a dilemma
around whether to turn on their webcams during work meet-
ings. For some, turning on the webcams was an invasion of
privacy, as it welcomed coworkers into their private homes
and lives. On the other hand, employers expected participants
to always have their webcams on during work meetings as

these meetings are done within work hours (§4.2.2). Further,
some employees also had to give clients remote access to
their personal computers while telecommuting (§4.2.2). In
addition, some telecommuting solutions could aid with moni-
toring employees’ activities and detect when employees were
at or away from their desks (§4.2.2). Research shows that such
online status indicators or presence sharing applications leads
to privacy concerns for users [12,18,28,56]. Other features of
videoconferencing apps raise further concerns about employ-
ees’ privacy during telecommuting. For instance, Microsoft
Teams and Zoom allows meeting participants to livestream a
meeting without getting consent from the participants [69,81].
Therefore, employees’ work meetings in their personal spaces
can be livestreamed on Facebook Live and YouTube without
the employees’ knowledge. All of these situations raise ques-
tions about employers’ rights over employees privacy in their
own homes. Palen et al. discussed the issues surrounding pri-
vacy in a technologically connected world. Because privacy is
personal, people set various boundaries in their everyday life
to maintain their privacy [3,49,71]. However, the use of infor-
mation technology disrupts or demolishes those boundaries.
The authors explain the challenge further: “problems emerge
when participation in the networked world is not deliberate, or
when the bounds of identity definition are not within one’s to-
tal control. [49]” As seen in our results, employees do not have
full control over their privacy, which is a challenge. There
is also the issue of content collapse in telecommuting. “The
concept of context collapse describes the process by which
connections from various aspects of individuals’ lives become
grouped together under generic terms [1,11,74].” Similarly, in
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telecommuting, workers experience context collapse and are
faced with the dilemma of how to draw boundaries between
their personal and professional lives. This leads to privacy
issues for participants (§4.2.2).

To help create a balance between privacy and doing one’s
job, organizations can have discussions and transparency on
how much privacy employees are entitled to when telecom-
muting (R-O). It may be helpful for organizations to clearly
state what they expect from employees regarding having the
camera on or off while working from home, dress code while
telecommuting, or giving clients their personal phone num-
bers. There might, however, be no clear-cut answers to these
questions. Moreover, they raise bigger questions that future
research could look into. For example, can employees main-
tain their privacy while working from home? If yes, how can
privacy boundaries be maintained while respecting organiza-
tional cultures, social norms, and work policies? Does the use
of technologies that monitor employees’ routines (mostly dur-
ing work hours) violate their privacy? Should technological
tools be allowed to monitor workers’ activities during and af-
ter work hours when they work from home? How can employ-
ees give or withdraw their consent for recording, screenshots,
or livestreaming during online work meetings without feeling
stigmatized or fearing repercussions? How can organizations
and technologists make sure employees are not putting their
physical safety at risk when working from home (§4.2.2)?
Employers and employees need to consider these different
scenarios when making telecommuting arrangements.

5.2 Perceived Outcome of Threat Toward Or-
ganizations

The outcomes of threats related to the confidentiality and in-
tegrity of the organization’s assets were the most common
theme in this category (see Table 2). Kintner et al. and Spinel-
lis et al.’s participants also predicted inadequate security for
protecting transmitted information in teleworking as a po-
tential challenge [34, 66]. In some cases, the organization’s
assets were at risk because the official work communication
platforms’ were not usable (§4.2.3). Therefore, participants
used other insecure but usable and familiar technological so-
lutions to talk to coworkers and share clients’ confidential
information. Since participants no longer had the luxury of
talking in person to their colleagues about work-related mat-
ters, participants were looking for technology support closest
to in-person interactions. Such support made communication
with coworkers easy without unnecessary setup or compli-
cated authentication procedures (§4.2.1 & §4.2.3). Employers
need to ensure that work communication platforms are very
intuitive and easy, if they want to address this issue (R-O).
These work communication platforms could also be linked to
other popular social communication channels. For example,
organizations could work toward having a secured platform
on Facebook to discuss work-related information. One of the

principles of secure systems design is the path of least resis-
tance [79]. This principle states that “to the greatest extent
possible, the natural way to do any task should also be the
secure way” [79]. Since employees are already using these
social platforms anyway, employees are most likely to fol-
low the path of least resistance. Such types of platforms are
subject to future research and development.

The inability to distinguish between phishing and real
emails rendered employers’ announcements ineffective. Some
organizations asked their employees to use their personal
devices to work and expected employees to use the organi-
zation’s software on those devices. Because IT personnel
didn’t have control or access to the employees’ devices, IT
personnel had to send emails to the employees with system up-
dates required to maintain the organization’s software while
telecommuting. Because employees found it challenging to
distinguish between fake and real emails, employees ignored
important system updates sent through emails (§4.4.2). Or-
ganizations could make use of already existing solutions to
digitally sign and encrypt official emails from the organiza-
tions [47] (R-O). Employees would, however, need to learn
and understand how these solutions work because, as previous
research shows, people find it difficult to use encrypted and
signed emails correctly [76]. Apart from email, we suggest
that other communication platforms could be used, such as a
usable official messaging platform to relate work information
(R-O).

There was also the outcome of threat of household mem-
bers overhearing confidential work discussions. In real-life
situations, these confidential conversations are mostly held
in offices, which are considered safe enough for those con-
versations to happen. However, in the context of telecommut-
ing, home environments do not necessarily provide sufficient
sound insulation. While this might not be an acute issue for
traditional households with one family, cohousing [13], collec-
tive housing, and similar arrangements that are increasingly
common in urban areas where housing is expensive signif-
icantly decrease control and awareness of who might be in
a household and possibly overhear discussions at any given
moment.

There is no easy way to address this problem. The solu-
tion is not as simple as telling employees to take work calls
where other household members cannot overhear the conver-
sation. By default, there seems to be an assumption that the
employee’s home environment is a typical family setting with
father, mother, and child(ren) and an office space with a closed
door where the employee can conveniently take work calls. In
reality, employees have a wide variety of cohabitation arrange-
ments and environments and for some, it is simply impossible
to avoid working in a space shared with the housemates. Fur-
ther, in some cases working in a separate room doesn’t solve
the problem of poor sound insulation (§4.3.1). Organizations
(R-O) need to be sensitive to the fact that employees’ living
situations vary and should be mindful of the corresponding
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Table 2: Perceived Outcome of Threat Toward Organizations
Asset Employee’s behavior Threat agents Reason for concern Threat Outcome of threat

1. Confidential informa-
tion

Putting organizations’ and cus-
tomers’ confidential information on
social media platforms

Employees of social
media platforms, cy-
bercriminals

Lack of confidentiality on so-
cial media platforms

a. Employees of the social media
platform could spy on the organiza-
tion’s confidential data
b. Cybercriminals could exploit the
vulnerabilities of social media plat-
forms and obtain confidential infor-
mation

Loss of confidentiality
(§4.2.1)

2. Customer/client’s
confidential information

a. Discussing confidential informa-
tion through device speakers
b. Reading out clients’ confidential
information

Housemates Lack of sound insulation Housemates could overhear confi-
dential information

Loss of confidentiality
(§4.2.1)

3a. Citizen’s informa-
tion
b. Political report that
has not been made pub-
lic

Making use of a less secure per-
sonal phone and email software

Social insiders, cy-
bercriminals

Personal phones and email
software are not configured to
be as secure as work phones
and emails

a. Social insiders snooping through
employee’s phone and accessing
their text messages
b. Hijacking personal email account
and obtaining copies of the work
emails

Loss of confidentiality
(§4.2.3)

4. Organization’s
accounting information

Reducing the security of systems to
aid telecommuting

Cybercriminals Reduced security of remote
desktop server

Cybercriminals could compromise
the security of the system and ac-
cess organization’s data

a. Loss of confidentiality
b. Loss of integrity
(§4.2.3)

5. Confidential informa-
tion

Giving students remote access to
employee’s personal computer

Students Due to a lack of computer
knowledge, there is uncer-
tainty about what students can
do on the employee’s laptop
when given remote access via
videoconferencing

Student could control the computer
of a no–tech-savvy employee and
access confidential data

a. Loss of confidentiality
b. Loss of integrity
§4.2.2)

6. Client’s health infor-
mation

Displaying confidential information
on big screens, in large font sizes,
while telecommuting in the kitchen
area

Housemates Housemates could read con-
fidential information off the
screen

Housemates could view confiden-
tial health information

Loss of confidentiality
(§4.3.1)

7. Organization’s confi-
dential information

Unable to troubleshoot work de-
vices from home

Cybercriminals Reduced security of work de-
vices for telecommuting

Cybercriminals could exploit vul-
nerabilities in work devices

Loss of confidentiality
(§4.4.1)

8. Organization’s confi-
dential information

Using expensive organizational
work devices to aid telecommuting

Criminals present in
neighborhood

Lack of physical security of
work devices and recent break-
in

Neighbors could break into em-
ployee’s home and steal work equip-
ment

a. Loss of confidentiality
b. Loss of integrity
c. Loss of availability
(§4.3.3)

outcomes of threats to the confidentiality of work calls.

There is a need for discourse in the research community on
the possible solutions to these problems. Table 1 and Table 2
present a comprehensive illustration of possible outcomes of
threats to organizations and employees while telecommut-
ing. As telecommuting becomes more full-time and long-
term [15, 16, 24, 32, 41, 55], the topics and issues surrounding
organizational data security and employees’ safety and pri-
vacy need to be discussed and addressed. The main topic is
that there is a dilemma around employees maintaining their
privacy and safety while telecommuting and employers en-
suring that employees carry out their work from home and
safeguard their organization’s data. With the increase in suc-
cessful cyber-attacks on telecommuters [6,33,40,77], address-
ing the identified security and privacy challenges and threats
encountered by employees may go a long way in reducing
cyber-attacks related to telecommuting. We believe our study
provides insights into these challenges and serves as a basis
for possible solutions to be explored and discussed and will
ultimately lead to better work-from-home practices for both
employees and employers.

5.3 Limitations

Our sample could have been more balanced and diverse. It
had more male (56%) participants, though statistics show

that more men are employed than women [48]. The average
and median age were 41 and 38, respectively. We could have
recruited more older participants. However, the oldest par-
ticipant was 64, and statistics show that on average the age
of retirement is 62 [14, 62]. Further, we do not have enough
data about the context (e.g., participant’s environment) to de-
termine whether each threat is realistic or probable. As with
most qualitative research, the data were self-reported and may
have been affected by several systematic biases such as social
desirability, halo effect, and acquiescence response bias [20].
Nonetheless, we believe that our study results can serve as
a background for further research and discourse on how to
improve the security and privacy of telecommuters.
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Appendices

A Participants’ Demographics

ID Age Gender Educational level Place of work Position at work Number of employees Location
P1 24 F Bachelor’s University Digital communications specialist - Montreal, Quebec
P2 32 F Master’s Library Manager of marketing and communications - Montreal, Quebec
P3 31 F Master’s University Research assistant 14 Kitchener, Ontario
P4 36 F Master’s Community organization Occupational therapist 2,000+ Mount Pearl, Newfoundland
P5 49 F Master’s IT firm Sales director 10,000+ Caledonia, Ontario
P6 51 M Bachelor’s Provincial government Senior staff - Halifax, Nova Scotia
P7 47 M High school High school Network engineer 11,000 Mono, Ontario
P8 61 M Bachelor’s Children’s science museum Accounting supervisor 101 Vancouver, British Columbia
P9 24 F Bachelor’s Federal tax agency Call center agent 40,000 Ottawa, Ontario
P10 38 M Bachelor’s Realtor Mortgage broker 11,000 Mono, Ontario
P11 52 M Bachelor’s Community center Health director 85 Port Hardy, British Columbia
P12 31 M College Telecommunications Account manager - -
P13 25 F Bachelor’s Car sharing service Business operations manager 22,000 Vancouver, British Columbia
P14 64 M Bachelor’s Cannabis producer Call center representative 37,000+ New Maryland Parish, New Brunswick
P15 31 M Bachelor’s Telecommunications company Customer service rep 37,000+ New Maryland Parish, New Brunswick
P16 47 M Master’s Public transport services Director in the planning department 4,000 Toronto, Ontario
P17 38 F Master’s Elementary school Education assistant - Dawson Creek, British Columbia
P18 38 M College Arts and culture management organization Executive director 3 Vancouver, British Columbia
P19 43 M Bachelor’s University Business support analyst 10,000+ Vancouver, British Columbia
P20 30 M Bachelor’s College Assistant registrar systems and reporting - -
P21 53 M Master’s Securities commission Senior project manager - -
P22 48 M College Telecommunications provider Customer service call agent - -
P23 59 F College High school School secretary - -
P24 24 F College High school School teacher 35 Halifax, Nova Scotia

Table A.1: Demographics of participants.
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B Summarized Recommendations to Organizations (R-O), Employees (R-E), and Those Working
with Telecommuters (R-T)

Table B.1: Summarized recommendations.

Recommendations R-O, R-E, R-T

1. Organizations could make use of already existing solutions to digitally sign and
encrypt official emails from the organizations

R-O

2. Apart from email, we suggest that other communication platforms could be
used, such as a usable official messaging platform to relate work information

R-O

3. Organizations need to be sensitive to the fact that employees live in various
living conditions and mindful of the corresponding outcomes of threats to the
confidentiality of work calls

R-O

4. Employers can put measures in place to manage the safety of the telecommuters
and their households

R-O

5. Organizations can provide some form of phone number masking (which pre-
vents others from knowing the actual phone number of the caller) or VoIP solu-
tions to employees who have to use their personal phones for work

R-O

6. To help create a balance between privacy and doing one’s job, organizations can
have discussions and transparency on how much privacy employees are entitled to
when telecommuting

R-O

7. Employers need to ensure that work communication platforms are very intuitive
and easy, if they want to address this issue

R-O

8. Technology support for alerting participants of video calls when screenshots
are taken, to help employees maintain awareness of their privacy violations and to
deter abuse of such capabilities by others

R-E

9. To prevent clients and colleagues from hearing personal conversations happen-
ing in the household, teleconferencing software and phones could automatically
mute the microphone when employees are not talking; using voice recognition,
the microphone automatically unmutes when the employee starts talking

R-T

10. There could also be directional microphones on phones and videoconferencing
apps, whereby the technology only picks up the voice of the person in front of the
computer or phone

R-T
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Figure C.1: Total number of codes after each interview.

D Interview Guide

Demographic questions

1. Age

2. Gender

3. Educational level

4. Place of work

5. Position at work

Interview questions

1. How has the pandemic affected your life?

2. How has it changed your life?

3. How has it changed your life in relation to others living with you?

4. Describe your typical work day before the pandemic

5. How many hours do you work?

6. Did you work remotely from home before the pandemic? If yes, how frequently?

7. How long have you been working from home?

8. If yes to the above question, how does your current remote work differ from previous experiences?
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9. What is your experience working from home?

10. Describe your day-to-day work activities from home?

11. How does your current work activities differ from working in your physical office space?

12. What technology (or software, machines, devices) did you use to work with in the physical office space?

13. How do you handle/work with confidential communications in your work environment?

14. How do you manage confidential documents in your work environment?

15. What, if anything, is your workplace’s guide on handling confidential communications and documents from home?

16. What, if anything, are the measures taken to comply with the organization’s work-at-home rules?

17. What makes it easy to comply with these rules?

18. What makes it difficult to comply with these rules?

19. What motivates you, if anything, to be secured when you work from home?

20. What are your concerns, if any, with working from home as opposed to working in the office?

21. List the new technologies or software used specifically to work from home

22. What software or technologies have you explored since working from home?

23. If not mentioned ask, what video conferencing softwares have you been using to work from home?

24. If not mentioned ask, do you use VPNs to access your organization’s resources?

For each technology used for remote working, ask:

25. Why did you choose this technology?

26. What if anything makes it easy to use the software? Why?

27. What if anything makes it difficult/complex to use the software?

28. If any complexity is discussed: How do you mitigate the complexities of using these technologies?

29. How does the technology assist you in securing your organization’s confidential documents and communications?

30. How does the technology assist you in complying with your company’s guide on protecting confidential documents and
communications?

31. If you could change how the technology currently works, what would you change and why?

32. How do you handle concerns related to people in the household?

33. How is your current work environment?

34. What, if anything, would you like to change about your current work environment?

35. What other information do you think will be useful for this research?
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Understanding Privacy Attitudes and Concerns Towards Remote
Communications During the COVID-19 Pandemic
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Paul G. Allen School of Computer Science & Engineering

University of Washington

Abstract
Since December 2019, the COVID-19 pandemic has caused
people around the world to exercise social distancing, which
has led to an abrupt rise in the adoption of remote commu-
nications for working, socializing, and learning from home.
As remote communications will outlast the pandemic, it is
crucial to protect users’ security and respect their privacy in
this unprecedented setting, and that requires a thorough un-
derstanding of their behaviors, attitudes, and concerns toward
various aspects of remote communications. To this end, we
conducted an online study with 220 worldwide Prolific par-
ticipants. We found that privacy and security are among the
most frequently mentioned factors impacting participants’ at-
titude and comfort level with conferencing tools and meeting
locations. Open-ended responses revealed that most partici-
pants lacked autonomy when choosing conferencing tools or
using microphone/webcam in their remote meetings, which in
several cases contradicted their personal privacy and security
preferences. Based on our findings, we distill several recom-
mendations on how employers, educators, and tool developers
can inform and empower users to make privacy-protective
decisions when engaging in remote communications.

1 Introduction
The world was hit by a pandemic caused by the novel coro-
navirus and the COVID-19 disease in December 2019. In
an attempt to prevent the spread of the virus, businesses and
schools around the globe shut down, and people began shelter-
ing in their homes to practice social or physical distancing [1].

Following social distancing protocols, people around the

Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
without fee.
USENIX Symposium on Usable Privacy and Security (SOUPS) 2021.
August 8–10, 2021, Virtual Conference.

world have been encouraged or ordered to stay at home [2–4].
Hence, they started to work from home [5], keep in touch
with family and friends remotely [6], and/or take remote
courses [7], many for the first time [8]. This made remote
conferencing tools an essential part of people’s day-to-day
lives, which albeit useful, posed potential privacy risks to peo-
ple who are now regularly streaming video and audio from
their own homes [9–15].

Increasingly integrated into people’s lives and routines,
widespread remote communications will not disappear with
the end of the pandemic [16]. As people continue to work, so-
cialize, and learn from home, it becomes imperative for their
privacy and security to be protected. This requires the design-
ers of in-home technologies (e.g., conferencing tools) and
organizations that use them to understand the diverse needs
of users. Understanding users’ needs will enable designers
and organizations to i) inform users about potential risks, and
ii) gear their designs toward enabling users to control their
privacy and security when using such technologies.

To that end, we conducted a worldwide survey (n =220)
on Prolific [17] in May 2020, i.e., a few months into the pan-
demic, as people were newly settling into widespread remote
communications. We sought to conduct our study during the
transition phase of the COVID-19 pandemic, when partici-
pants were still adjusting to their new remote settings, while
remembering their normal lives before the pandemic. Our
survey covered three contexts of remote communications,
namely work from home (WFH), socialize from home (SFH),
and learn from home (LFH). In each context, without prim-
ing participants by asking directly about privacy and security,
we leveraged participants’ open-ended responses to tease out
their unbiased privacy and security attitudes and behaviors to-
wards three aspects of remote communications: conferencing
tools, modes of remote communications (microphone, web-
cam), and locations of remote communications. We conducted
quantitative and qualitative analyses to answer the following
three research questions:

1. How do people engage with different aspects of remote
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communications in each context during the pandemic?

2. How do privacy and security factor into people’s behav-
iors and attitudes towards aspects of remote communica-
tions in each context?

3. What approaches can be used to effectively inform and
empower users’ privacy and security decision making
related to remote communications in each context?

We also designed our survey to allow us to explore related
research questions for two other technologies that we hypoth-
esized people would interact with more and/or have a new
relationship with during the pandemic stay-at-home orders,
namely smart home devices and social media platforms. Upon
analyzing our results, we found that most participants’ privacy
and security concerns toward these two technologies did not
change during the pandemic. Stay-at-home orders, however,
significantly impacted participants’ concerns and behaviors
toward remote communications, which we primarily focus on
in this paper. We include the survey questions on smart home
devices and social media platforms and a summary of their
findings in the extended version of our paper [18].

When being asked about conferencing tools, participants
expressed a lack of decision-making agency. In WFH and
LFH, participants reported to use the tool that was being de-
cided for them by their employer or educator. Moreover, in all
contexts, participants felt that they had no control over activat-
ing their webcam/microphone during their remote communi-
cations. For several participants, such imposed requirements
contradicted their privacy and security preferences.

We found that participants’ privacy attitudes and concerns
towards the physical locations where their remote commu-
nications take place are context-dependent. By qualitatively
analyzing participants’ open-ended responses, we identified
two types of location-related privacy: remote privacy (privacy
from meeting attendees) and co-inhabitant privacy (privacy
from household members). The open-ended responses sug-
gested that in SFH, participants are mainly concerned about
their co-inhabitant privacy, while valuing both remote and
co-inhabitant privacy in WFH and LFH.

Based on the outcomes of our study, we distill several
recommendations for organizations and tool developers on
how to more effectively enable users to make informed and
privacy-protective decisions with regard to their remote com-
munications. In particular, we propose to enhance users’
decision-making process by means of inclusive, transparent,
and flexible policies on remote communications and design-
ing privacy-protective features, which consider diverse and
context-specific privacy and security needs.

2 Background and Related Work
Since December 2019, people around the world have been
struggling with SARS-CoV-2 (novel coronavirus) and the
resulting COVID-19 pandemic [19]. To help prevent further

spread of the virus, many people have exercised social or
physical distancing, i.e., keeping a safe distance from others
who are not from the same household [20]. Consequently,
people started working, socializing, and learning from home.
As a result, the use of conferencing tools and audio and video
communications has increased dramatically.

2.1 Privacy and Security Risks of Conferenc-
ing Tools

The pandemic has redefined home from a place of privacy
and security [21] to a shared work, socializing, and learning
space. This sudden shift from in-person to remote interactions
has led to an unprecedented increase in the use of remote com-
munication tools [22]. Teleconferencing and video conferenc-
ing tools, such as Zoom [23], Microsoft Teams [24], Google
Hangouts [25], and WebEx [26], have all seen a massive rise
in usage thanks to people working, socializing, and learning
from home.

As people started to increasingly rely on such tools for their
daily communications, experts have become more concerned
about the wide range of privacy and security risks these tools
expose their users to [9–12]. A few of the reported concerns
include Zoombombing [27], undisclosed data mining [28],
and selling information to third parties [29]. By consider-
ing the context around remote communications, literature
has discussed the privacy and security concerns involving
remote health-related sessions [30, 31], educational commu-
nications [15, 32–34], attending online courses [35, 36], and
work-related meetings [14, 37, 38].

Experts have provided several guidelines aiming to prevent
the risks and mitigate the potential harms of conferencing
tools [39–41]. Despite being valuable sources of information,
these guidelines put the burden of protecting privacy and se-
curity mainly on the user. This is an unrealistic expectation
due to several reasons. Confirming the literature [42], our
findings showed that privacy and security aspects, although
being important, are not always the number one priority when
using and interacting with conferencing tools. Moreover, our
qualitative findings suggested that due to their roles in their or-
ganizations, users often have limited power in making privacy-
protective decisions, especially in work- and education-related
contexts. In addition, the best practices reported in the cur-
rent guidelines constitute a broad recipe, hoping that they
apply to all users in all contexts of remote communications.
From the literature, we already know that privacy is context-
dependent [43].

2.2 Home Audio and Video Broadcasting
During the pandemic, people started to rely more and more on
the microphones and webcams of their devices to stay in touch
with their colleagues, friends and family members, or their
classmates. Only a few weeks into the pandemic, the market
saw a 179% jump in the sales of webcams [44], followed by
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a supply shortage [45–47].
Privacy and security experts have indicated that webcams

and microphones are susceptible to risks and vulnerabilities.
Several reports showed how easily hackers take control of
users’ devices and activate their built-in webcam and micro-
phone by exploiting the device vulnerabilities [48–53]. Dur-
ing the pandemic, in all contexts of remote communications,
users are at an even higher risk of such hacking incidents as
they are spending an increased amount of time using their we-
bcams and microphones in different locations of their homes
to remotely communicate with others [54]. Users might not
be aware that their webcams and microphones are turned on
as the LED indicator lights are not always effective [55] or
they might have been deactivated by the attacker [56, 57].

To prevent hacking attacks from happening, experts fre-
quently recommend users to cover their webcams and micro-
phones when they are not being used [58, 59]. During the
pandemic, however, users might not be able to diligently ex-
ercise this protective approach as many are encouraged or
even forced to have their webcams and microphones on all
the time. Employers are setting always-on webcam policies
to encourage spontaneous chats among employees [60] and
using surveillance tools to closely monitor the activities of
their workforce [61, 62], in some cases even without users’
knowledge [63]. Saying no to such surveillance is not always
easy, especially during the pandemic with the heightened risk
of unemployment due to potential retaliations [64].

Remote learning is not immune to such commonplace im-
posed surveillance as well. School-issued devices are not
transparent about whether they spy on students by activat-
ing their webcams and microphones [65]. Some schools use
proctoring software that enables access to the students’ web-
cams and microphones during the exams [66, 67]. In addition,
policies are in place forcing students to have daily audio and
video interactions with their peers or teachers [68].

The aforementioned privacy-invasive webcam and micro-
phone policies and surveillance practices allude to the inef-
fectiveness of the blanket and commonly referenced solutions
with respect to the rising risks of these technologies. Design-
ing privacy-protective tools and providing usable privacy and
security guidelines for users require a deep understanding
of users’ decisions and behaviors. Our study contributes to
the body of literature by providing novel empirical evidence,
which highlights the significant impact of the context of re-
mote communications, as well as the living conditions, on
attitudes and privacy concerns related to remote communica-
tions.

3 Methods
We launched an online worldwide survey (n =220) on Prolific
in May 2020. We initially recruited 230 participants and ex-
cluded 10 of them: 3 participants used the open-ended boxes
to advertise a product and 7 participants provided other ir-

relevant responses to open-ended questions. We provide the
complete list of survey questions in Appendix A, and we men-
tion the question number in parenthesis (e.g., CQ1) when
referring to each survey question in the remainder of this sec-
tion. The study protocol was approved by our Institutional
Review Board (IRB).

3.1 Participant Recruitment
We recruited prolific participants who were at least 18 years
old. Because of the worldwide impact of the COVID-19 pan-
demic, we did not restrict our respondents to a specific region
and instead, recruited participants from all around the world.
The survey took on average 16 minutes to be completed, and
we compensated each participant with US$5.

3.2 Survey Procedure
We started the survey by introducing our study to be about
“technology use in the home during the Coronavirus (COVID-
19) Pandemic.” We then asked a few questions to obtain partic-
ipants’ consent to participate in our study (see Appendix A.1).

We asked questions on three contexts of remote communi-
cations: working from home (WFH), socializing from home
(SFH), and learning from home (LFH). In the survey, we
showed questions related to each context in a separate block.
We randomized the order of these blocks to mitigate the po-
tential order bias [69]. We asked similar questions in the three
tested contexts and only changed how we referred to remote
communications in each context. Specifically, in the contexts
of WFH, SFH, and LFH, we referred to remote communica-
tions as “remote work-related meetings,” “remote personal
meetings with friends and family members,” and “remote
learning-related meetings,” respectively.

3.2.1 Context-Specific Questions
To control for participants’ familiarity with the contexts of
remote communications, at the beginning of each context,
we asked participants to specify whether they have experi-
ence with remote communications in that context (CQ1). We
implemented a logic so that respondents could see the remain-
ing questions of that context only if they reported to have
experience with the context in question.

To better understand our participants’ timeline for remote
communications, we asked questions to capture when they
started remote communications and how often they were en-
gaged in remote communications before and during the pan-
demic (CQ2-4). In each context, we explored participants’
attitudes, behaviors, and privacy concerns related to three
aspects of remote communications: conferencing tools (CQ5-
10), modes of remote communications (CQ11-14), and loca-
tions of remote communications (CQ15-19).

To understand what our participants were most concerned
about in their remote communications, at the end of each
context, we asked respondents to specify the incidents that
happened to themselves or others that they perceived to be
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concerning or awkward (CQ20-22).

3.2.2 Demographics and Home Settings
Finally, we asked questions to understand participants’ demo-
graphic information, as well as their home settings (DH1-16).
We placed the demographic questions at the end of the survey
to minimize the possibility of stereotype threat [70–72].

3.3 Data Analysis
To analyze responses, we conducted qualitative and quantita-
tive analyses.

3.3.1 Qualitative Analysis
The first author was the primary coder, who created the
codebook for each open-ended question and kept it updated
throughout the coding process. To analyze the data, we ap-
plied structural coding [73], which is a question-driven quali-
tative coding approach to categorize the interview data as well
as open-ended survey responses [74]. The codebook consists
of main and sub codes. The main codes are created from the
topics of interest in the study. For example, we were interested
in understanding what factors led participants to use specific
conferencing tools during the pandemic. In the codebook,
the main code we used to answer this research question was
reasons to use conferencing tools, which was then divided
into 11 sub-codes (e.g., functionality) and further divided into
8 sub-sub-codes (e.g., convenience and accessibility). After
the codebook was created, the first two authors used the code-
book to independently code all the open-ended responses.
Authors had several meetings to go over the codebook and
the coded responses and resolve the conflicts stemming from
mismatched understandings of the codebook. After agreeing
on the definitions used in the codebook, the first two authors
re-coded all the responses. The final codebook consists of 11
main codes, 122 sub-codes, 54 sub-sub-codes, and 4 sub-sub-
sub-codes. For each codebook, the Cohen’s Kappa inter-coder
agreement was calculated after the second round of coding.
The average rate of agreement for all the codebooks was above
0.91, with a minimum of 0.88 and a maximum of 1. Based on
the literature, Cohen’s Kappa inter-coder agreement of over
0.75 is considered as “excellent” [75]. We provide the final
codebooks in Appendix B.

3.3.2 Quantitative Analysis
We fit M = 4 Cumulative Link Mixed Models (CLMMs) with
logit as the link function to our collected data in order to ex-
plain the dependent variables (DVs) we asked our participants
about. In each model, the DV is a categorical variable that
can take multiple ordinal values, each of which we refer to as
a response category. For all models, we treated participants’
demographic and home setting factors as control variables.
We considered Akaike Information Criterion (AIC) as the
goodness of fit for the models [76]. We only report on demo-
graphic factors that helped the model fit significantly better
than the model without them. It is important to note that we

did not include the interaction terms in the final regression
models as they did not improve the model fit. For the mth

model, m ∈ {1, . . . ,M}, we denote the number of possible
response categories by Jm, and we denote the corresponding
number of observations, i.e., the number of participants that
answered the question corresponding to that model, by Nm.
For the nth observation, n ∈ {1, . . . ,Nm}, we let Y n

m denote the
observed response category. As per the CLMM definition, for
the mth model, m ∈ {1, . . . ,M}, the probability that the nth ob-
servation, n ∈ {1, . . . ,Nm}, falls in the jth response category
or below, j ∈ {1, . . . ,Jm−1}, is modeled as

logit(Pr(Y n
m ≤ j)) = α j| j+1−uparticipantn −

Im

∑
i=1

β
n
IVm,i

,

where α j| j+1 denotes the threshold parameter or cut-point be-

tween response categories j and j+1, and uparticipantn
i.i.d.∼

N (0,σ2
u) denotes the random effect for the participant in the

nth observation. Moreover, {βn
IVm,i
}Im

i=1 represent model coeffi-
cients corresponding to the Im different independent variables
(IVs) in the mth model, each particular to the level that was
reported in the nth observation.

4 Results
We start this section by providing information on participants’
demographics and timelines of remote communications. We
then present findings on participants’ behaviors and decisions
related to three aspects of remote communications: conferenc-
ing tools, modes of remote communications, and locations of
remote communications.

4.1 Participants
We recruited 230 participants (reduced to 220 after excluding
invalid responses) on Prolific. Our participants were mainly
from UK (31%), Poland (15%), and US (14%). 43% of our re-
spondents were female and 57% were male. Most participants
did not have a background in Information Technology fields
(65%) and were 18-29 years old (62%). We provide details on
participants’ demographics, home settings, and timelines of
remote communications in Appendix C. Except for questions
on the consent form (see Appendix A.1), none of the survey
questions required participants to provide an answer. For each
finding, we specify the number of participants that answered
the corresponding question.

4.1.1 Frequency of Remote Communications
When asked about the frequency of remote communications
before the pandemic, responses suggested that participants
had more experience with remote communications in the so-
cializing context than work and learning contexts. During the
pandemic, in the contexts of WFH and SFH, most participants
(WFH: 150/220, SFH: 208/220) reported that they have been
mostly having remote meetings and communications. In the
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Figure 1: Usage of conferencing tools (in percentage) in differ-
ent remote communication contexts reported by participants.

context of LFH, about half of our respondents (LFH: 114/220)
reported to be having remote learning-related meetings.

Designing usable and privacy- and security-protective con-
ferencing tools and guidelines in remote communications re-
quires a deep understanding of users’ attitudes and concerns
towards remote communications. To this end, in our survey,
we captured participants’ context-specific thought process
and decision making toward three aspects of remote commu-
nications during the pandemic: conferencing tools, modes of
remote communications (webcam/microphone), and locations
of remote communications. Without priming participants, we
surfaced the role of privacy and security in participants’ deci-
sion making related to each aspect of remote communications.

4.2 Conferencing Tools
In all contexts, Zoom was reported to be used more frequently
than other tools (WFH: 35%, SFH: 27%, and LFH: 42%).
We found that most participants (59%) were using the same
conferencing tool for their WFH and LFH meetings and 35%
of participants were using the same application in all three
contexts. Figure 1 shows the fraction of participants who
reported using each of the conferencing tools at least once for
their remote communications across the three contexts.

In each context, on a five-point Likert scale, we asked partic-
ipants to specify their level of comfort with the conferencing
tool they most frequently use for their remote communica-
tions. Across all contexts, most participants (WFH: 87/150,
SFH: 161/208, LFH: 75/114) were somewhat or very com-
fortable when using the conferencing tools for remote com-
munications (see Figure 2). Our regression analysis indicated
that the context of remote communications significantly im-
pacts participants’ level of comfort (see Table 1). We found
that compared to work from home, participants were signifi-
cantly more comfortable when using tools to communicate
with family and friends (estimate = 1.43, p-value < 0.05) as
well as communicating in the context of learning (estimate
= 0.88, p-value < 0.05). Participants who reported to be us-
ing Google Hangouts were significantly more comfortable
(estimate = 2.13, p-value < 0.05) with their conferencing
tool than those who were using Zoom.

In each context, we explored participants’ reasons behind
their choice of conferencing tools as well as their comfort
and discomfort with the tools. By qualitatively coding their

LFH

SFH

WFH

0% 25% 50% 75% 100%
#Participants

Very comf. Somewhat comf. Neutral
Somewhat uncomf. Very uncomf.

Figure 2: Participants’ reported level of comfort with fre-
quently used conferencing tools.

open-ended responses, we surfaced several factors impacting
participants’ decision making and comfort level toward the
use of conferencing tools.

4.2.1 Lack of Autonomy in Decision Making
In the contexts of WFH and LFH, participants frequently
(WFH: 70/146, LFH: 64/107) implied that they have no
agency over choosing what conferencing tool to use for their
meetings. This lack of control was due to the fact that the
tool was being selected for participants by their employers or
educators, sometimes despite their personal preferences.

In the WFH context, some participants (WFH: 21/70) re-
ported that the required conferencing tool is aligned with
privacy and security preferences and requirements of their
employers. P16 reported to be using Microsoft Teams for
their WFH meetings: “Work requires me to only use this tool.
They say this is the most secure one out there.” Similarly
P177 discussed why their employer asked them to use Mi-
crosoft Teams for WFH meetings: “It is the only tool that the
company has approved security wise on our network.”

In LFH, such imposed decisions contradicted some par-
ticipants’ (LFH: 17/64) personal privacy and security pref-
erences, especially when they were required to use Zoom
for their learning-related meetings. P36, who reported to use
Zoom for their remote learning-related meetings, said: “That
is the tool our teacher has chosen for us. Although security is
certainly a problem.”

4.2.2 Usability and Features
In all three contexts, the provided features and the usability of
the tool were the second most frequently mentioned reasons
to use the tool (WFH: 41/146, SFH: 92/204, LFH: 21/107)
and the most commonly reported factors to make participants
comfortable when using the conferencing tool (WFH: 75/111,
SFH: 84/154, LFH: 42/70). P9, who frequently uses Microsoft
Teams for their work meetings, said: “I can clearly see every
file that’s been attached to our meetings, I can easily contact
with others and the quality of voice and video is just perfect.”
Unlike SFH, one of the most desirable features in the contexts
of WFH and LFH was the ability of the tool to function prop-
erly with large groups. P102, who was using Zoom for their
work meetings, said: “It supports a bigger number of people
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Model No. and AIC Dependent Variable Independent Variable Levels Estimate Odds Ratio Std. Err. p-value

1 (AIC=271.58) Tool comfort level

Context (baseline=WFH)
SFH 1.43 4.18 0.56 *

LFH 0.88 2.41 0.44 *

Tool (baseline=Zoom)

Google Hangouts 2.13 8.41 0.81 *

Google Meet 1.79 5.99 0.76 0.30

Microsoft Teams 0.98 2.66 0.76 0.20

Skype 0.80 2.23 0.74 0.27

#Adults {1,2, . . .} −1.03 0.36 0.52 *

2 (AIC=266.71) Microphone usage
Context (baseline=WFH)

SFH 1.53 4.61 0.39 ***

LFH −1.61 0.20 0.33 ***

#Children (7-13) {0,1,2, . . .} 1.29 3.63 0.44 **

3 (AIC=322.47) Webcam usage

Context (baseline=WFH)
SFH 1.66 5.26 0.34 ***

LFH −1.49 0.22 0.34 ***

Age (baseline=18-29)
30-49 0.98 2.66 0.46 *

50-64 2.71 15.03 2.05 0.19

#Rooms {0,1,2, . . .} 0.31 1.36 0.14 *

4 (AIC=349.44) Location comfort level

Context (baseline=WFH)
SFH 1.62 5.05 0.42 ***

LFH 0.66 1.93 0.36 0.06

Location (baseline=Bedroom)

Dining room −0.59 0.55 0.46 0.44

Kitchen −0.63 0.53 0.39 0.52

Living room −1.10 0.33 0.45 *

Work room −0.38 0.68 0.54 0.56

#Adults {1,2, . . .} −0.56 0.57 0.28 *

Gender (baseline=Female) Male 1.04 2.83 0.42 *

Note: *p < 0.05 **p < 0.01 ***p < 0.001

Table 1: Regression results of the CLMMs we built to explain participants’ attitudes and concerns toward various remote
communication aspects. A positive estimate of a level of an independent variable implies inclination toward an increase in the
dependent variable and vice versa.

to be in a call better than the other ones.”

In the WFH and LFH contexts, almost all participants
(WFH: 40/41, LFH: 19/21) who mentioned using a confer-
encing tool based on its convenience and usability, reported
to personally benefit the most from these attributes in their
remote communications. P194 reported to be using Microsoft
Teams for their WFH meetings: “Microsoft Teams allows me
to stay connected more easily.”

Unlike WFH and LFH, in SFH, several participants re-
ported to use a conferencing tool mainly due to its perceived
ease of use and convenience for others on the call (e.g., family
members or friends), especially those with limited familiarity
with technology. P90, who was most frequently using Skype
to communicate with family members, said: “Parents are not
confident with tech, Skype was the easiest for them to set up.”

Some participants (WFH: 11/146, SFH: 9/204, LFH:
14/107) discussed giving up their privacy and security due
to the tools’ provided features and convenience. Almost all
participants who mentioned such trade-offs reported to be us-
ing Zoom for their remote communications. In the context of
WFH, P176 said: “Zoom offers the best features and is easy to
use. Although security is certainly a problem.” Users’ trade-
off between privacy and security and provided convenience is
a known behavior in the literature [42, 77, 78].

4.2.3 Familiarity with the Tool

The most mentioned reason in deciding what conferencing
tool to use to communicate with friends and family members
was how familiar the tool was to participants themselves and
also others on the call (SFH: 94/204). P54 reported to use
WhatsApp for their SFH meetings to accommodate their fam-
ily members: “It’s the one my family have already installed
on their phones and know how to use.” Familiarity with the
tool was the third most frequently mentioned reason in the
contexts of WFH and LFH (WFH: 29/146, LFH: 15/107).
P84 reported to use Skype more frequently than other tools:
“The people I am calling with use Skype more than anything.
I would rather use Zoom instead.” Familiarity was also the
second most commonly mentioned contributor to participants’
comfort with conferencing tools (WFH: 22/111, SFH: 48/154,
LFH: 15/70). P12 reported why they are comfortable with us-
ing Skype for their SFH meetings: “I have been using Skype
since I was a teenager, so I’m used to it and that makes me
more comfortable when I’m talking to friends and family.”

Unlike WFH and LFH, in SFH 33% of participants, who
reported to value the familiarity with the tool the most, implied
that such familiarity partially stemmed from using the tool
in contexts other than socializing (e.g., work, learning). P10
reported to use Microsoft Teams for their SFH meetings: “My
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school uses the same platform and it’s easier to be on only
one platform at the same time.”

Participants’ open-ended responses implied how familiarity
with the tool impacted their privacy and security concerns. A
few participants (WFH: 9/29, SFH: 17/94, LFH: 6/15) per-
ceived a sense of safety when using the tool due to their
prolonged experience with the tool. P30, who used Discord
for their personal meetings, said: “I know it is very safe and
reliable because I’ve been using it for the past 3 years.” This
finding confirms the role of familiarity with technology in
reducing risk perception [79]. Besides, a few participants
associated their privacy concerns with their familiarity with
the tool. P70 discussed why they only use Discord for their
SFH meetings: “I already had account on it and also I am not
comfortable sharing my info with more companies.”

4.2.4 Privacy and Security Factors
In all three contexts, the perceived privacy and security of
the tool were the third most commonly mentioned factors in
making participants comfortable when using the tool for their
remote meetings (WFH: 22/111, SFH: 20/154, LFH: 11/70).
In WFH, Microsoft Teams and in SFH and LFH, Zoom were
most frequently praised for their privacy and security prac-
tices.

When discussing their comfort with conferencing tools,
some participants did not mention a specific privacy or secu-
rity practice that made them comfortable when using the tool
and instead said: “It is secure,” “It feels like a safe app,” or “I
have no privacy concerns.” We qualitatively coded the open-
ended responses and identified several privacy and security
best practices and perceptions that were frequently reported
across all contexts:

• Information being encrypted (7): WhatsApp:3, Zoom:4
• Trusted brand (6): Microsoft Teams:2, Google Meet:1,

Zoom:2, Cisco:1
• No reported risk on media (6): Microsoft Teams:3, Cisco:1,

WhatsApp:1, Discord:1
• Protection from unauthorized access (5): Microsoft

Teams:2, Google Meet:2, WhatsApp:1
• Ability to set password for meetings (2): Zoom:2
• No information being stored (1): Google Meet:1

Although most participants were comfortable with us-
ing the tools for their remote communications, some par-
ticipants reported being somewhat or very uncomfortable
(WFH: 17/150, SFH: 16/208, LFH: 7/114). Privacy and secu-
rity were frequently mentioned as the reasons for participants’
discomfort when using the tools (WFH: 8/17, SFH: 5/16,
LFH: 3/7). Below is the list of privacy and security practices
and beliefs that made participants uncomfortable when using
the conferencing tool:

• Risks and vulnerabilities reported by the media (7): Zoom:7

• Personal space being exposed in the meeting (4): Zoom:3,
Google Meet:1

• Data being sold to third parties (2): Zoom:2
• Amount of information being collected (2): Google Duo:1,

Skype:1

We asked participants to specify how they manage their
reported discomfort with the conferencing tools. In WFH
and LFH, participants reported to address their concerns
and discomfort by sharing less with other meeting attendees
(WFH: 6/17, LFH: 2/7). Limiting the exposure was both in
terms of restricting the content that is being shared, as well
as modifying the configuration of their tool or the camera on
their computer to limit the exposure. P4 limited the content
they shared in the meeting and said: “I try not to say anything
that could be used badly.”

Unlike WFH and LFH, The most commonly mentioned
mitigation approach in SFH was limiting or avoiding the use
of the tool (SFH: 9/16). P188, who reported using Google
Hangouts, said: “I will uninstall it as soon as it is no longer
needed.”

Some participants reported to take no action when being
uncomfortable when using the tools (WFH: 4/17, SFH: 5/16,
LFH: 1/7), mainly due to not being in charge of selecting
the tools, not knowing what privacy and security controls
the tool offers, or believing they have nothing to hide. P50
discussed why they do not take any action to address their
privacy concerns with Google Duo: “Lots of other people
use it too, nothing likely concerning will happen about what
information the app ... collected on me.”

4.3 Modes of Remote Communications
In all contexts, participants reported to activate their micro-
phones significantly more frequently (p-value < 0.001) than
their webcams when having remote communications (see Fig-
ures 3 and 4). Our CLMM results showed that compared to
WFH, participants turned on their webcams (estimate = 1.66,
p-value < 0.001) and microphones (estimate = 1.53, p-value
< 0.001) significantly more often when having remote per-
sonal meetings with friends and family members, and sig-
nificantly less often (webcam usage: estimate = −1.49, p-
value < 0.001; microphone usage: estimate =−1.61, p-value
< 0.001) when having remote learning-related meetings (see
Table 1).

4.3.1 Microphone/Webcam Misuse
Accidental exposures of audio and video can lead to privacy
violations. When asking participants about awkward incidents
that had happened to them or others, across all contexts, the
misuse of microphone and webcam was mentioned in almost
all reported incidents (WFH: 29/34, SFH: 17/18, LFH: 8/10).
In these incidents, the microphone and/or webcam were cap-
turing unintended footage of a meeting attendee without their
awareness and in some cases, without the awareness of the
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Figure 3: Reported frequency of using webcam.

household members. For example, in WFH, P194 mentioned
an incident involving the microphone: “A member of manage-
ment did not remember to mute himself while he answered his
personal phone on speaker with what sounded to be a lawyer.”
P185 reported a similar incident in LFH that involved the
misuse of webcam in the meeting: “Someone in a classroom
stood up naked on the Zoom call and I guess he didn’t know
until it was too late.”

In order to raise users’ risk awareness and prevent such
incidents from happening, we need to understand the under-
lying reasons for participants’ preferences towards different
modes of remote communications. We asked participants how
they decide to turn on their webcam and microphone when
having remote communications.

4.3.2 Agency over Decision Making
Participants’ reasons to activate their microphone/webcam in
WFH and LFH meetings implied their lack of agency over
sharing their audio/video in their remote communications.
In these contexts, respondents reported that they were ex-
plicitly expected to activate their microphone/webcam as a
direct request by their employer or educator (WFH-Webcam:
73/101, LFH-Webcam: 66/94, WFH-Microphone: 77/127,
LFH-Microphone: 59/97). Psychology literature refers to this
type of behavior as obedience, i.e., a form of social influence
where group members change their behaviors and attitudes
due to a direct request or command from an authority fig-
ure [80]. P101, who reported to always turn on the webcam
in their remote work-related meetings, said: “There isn’t a
choice in terms of my manager requesting a meeting face to
face.” For some participants, such imposed requests contra-
dicted their personal preferences. P75 discussed their lack of
desire to activate their webcam in work-related meetings: “If
the manager asks me to turn on the video, I have to do it, but
I personally prefer to maintain it switched off at all times.”

In LFH, several participants reported being required to have
their webcam and microphone on when taking exams (LFH-
Webcam: 19/66, LFH-Microphone: 23/97). P43 discussed
how they decide on when to activate their webcam during
learning-related communications: “It depends if I’m explicitly
asked by the professor to turn it on (For example when I
have an ‘oral exam’ since written exams are now hard to do

LFH

SFH

WFH

0% 25% 50% 75% 100%
#Participants

Always Frequently Sometimes
Rarely Never

Figure 4: Reported frequency of using microphone.

remotely).”
Although no participant reported to be explicitly requested

by others to activate their microphone/webcam in SFH meet-
ings, our qualitative analysis found the implicit expectation
to be the main factor in participants’ microphone/webcam
usage. Most participants perceived lack of control over the
use of microphone/webcam and reported that they are nat-
urally expected to turn on their microphone/webcam when
talking to their family and friends (SFH-Webcam: 134/208,
SFH-Microphone: 166/208). P183 reported: “I always turn
the webcam on during personal meetings with friends and
family because I think it is what they expect and it would be
rude not to.”

Across all contexts, participants frequently mentioned
that they would make the decision to activate their mi-
crophone/webcam based on other meeting attendees’ be-
haviors (WFH-Webcam: 58/150, SFH-Webcam: 22/208,
LFH-Webcam: 27/114, WFH-Microphone: 43/150, SFH-
Microphone: 18/208, LFH-Microphone: 26/114). In LFH,
P185 reported to sometimes turn on their webcam: “If other
students have their cameras on I am more likely to turn mine
on. But if nobody has theirs on, I will probably not turn on my
camera.” This type of social influence is called informational
conformity [81], which serves as a cognitive repair [82] and
happens when group members follow others’ behaviors and
directions as they are unsure about the appropriate behav-
ior [83]. In several cases, participants reported to comply with
the crowd despite holding a different preference. P43 reported
to rarely turn on their webcam in work-related meetings: “De-
pending on the other person/people, and they always prefer
to have a video. I personally find it a bit stressful, but don’t
mind it too much.”

In SFH, some participants (SFH: 27/208) reported to jointly
decide on the expectations around the use of microphone and
webcam mostly prior to their personal meetings. P134 re-
ported: “When we decide to meet, we choose video or none
in the meeting invite.” A few participants discussed the im-
portance of joint decision making in accommodating meeting
attendees’ preferences. P160 reported to frequently turn on
their webcam when meeting their friends: “If I miss seeing
her face, we will plan a video call. We plan them because she
has anxiety which I definitely want to accommodate for as
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best [as I] can.”

4.3.3 Attitudes over the Modes of Communication
Our participants shared diverse sentiments over activating
their webcam/microphone in remote communications. In SFH,
no participant suggested being uncomfortable with their lack
of autonomy over webcam/microphone in their personal meet-
ings. P117 discussed why they feel comfortable to always
have their webcam on when meeting family and friends: “My
family expect me to have video on, but I don’t mind as I feel
comfortable with people who really know me and accept me
for who I am. I guess it’s a gut feeling, if I don’t feel anx-
ious in their company in real life face to face, I would feel
comfortable on a screen.”

Unlike SFH, several participants (WFH: 21/101, LFH:
13/94) in WFH and LFH expressed negative attitudes toward
having their webcam on. P80, who reported to activate their
webcam at their employer’s request, said: “I don’t think video
is necessary for the outcome of the meeting. It would be odd
seeing colleagues in their home environment.” P84 discussed
why they do not feel comfortable with having webcam on in
their LFH meetings: “I do not want to be seen by people I have
never met, so I do not turn it on, unless I am being asked by the
teacher.” On the contrary, some participants (WFH: 16/101,
LFH: 8/94) shared positive sentiments and supported having
the webcam on during WFH and LFH meetings. P151, who
reported to always turn on their webcam in WFH meetings,
said: “I always turn it on as I feel face to face conversations
with people create a better environment, and a higher level
of honesty. I have campaigned for a policy in work to make
video compulsory, and it has been taken up.” P43 discussed
why they preferred to have their webcam on in LFH meetings:
“It is ‘nice’ and more productive during the Q&A meetings
to have webcam on and discuss about issues/doubts about a
particular project.”

4.4 Locations of Remote Communications
We asked participants to specify which part(s) of their
homes they most frequently use for their remote meet-
ings. Across the three contexts, participants’ bedroom
(WFH: 56/150, SFH: 83/208, LFH: 49/114), living room
(WFH: 32/150, SFH: 75/208, LFH: 25/114), and study or
workroom (WFH: 38/150, SFH: 19/208, LFH: 21/114) were
reported to be used more often than other locations. De-
spite being rare, a few participants reported using their bath-
rooms for their remote meetings (WFH: 3/150, SFH: 10/208,
LFH: 1/114). Figure 5 shows the fraction of participants that
reported to use each of the locations in their home at least once
for their remote communications across the three contexts.

In all contexts, most participants (WFH: 123/150, SFH:
178/208, LFH: 91/114) were comfortable with the locations
of their meetings (see Figure 6) while having significant dif-
ferences across the contexts. The regression analysis showed
that compared to WFH, participants were significantly more
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participants who engaged in remote communication contexts.
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Figure 6: Participants’ reported comfort level with frequently-
used meeting locations.

comfortable when using any given location for their remote
personal meetings (estimate = 1.62, p-value < 0.001).

4.4.1 Remote Privacy vs. Co-Inhabitant Privacy
In all three contexts, several participants reported to select a
meeting location which they perceived to be the most private
in their homes. Especially, in WFH, having privacy was the
most frequently mentioned reason as to why a location is
used for work meetings (WFH: 42/147). In the contexts of
LFH and SFH, privacy was the second and third most com-
mon reason for participants’ location-related decision mak-
ing, respectively (LFH: 24/114, SFH: 35/208). Moreover, we
found privacy and sense of safety to be frequently reported
(WFH: 42/123, SFH: 68/178, LFH: 24/91) as participants’
reasons to be comfortable with their meeting locations.

By qualitatively analyzing participants’ open-ended re-
sponses, we identified two types of privacy: remote privacy
and co-inhabitant privacy. Remote privacy refers to having
privacy from other meeting attendees, while co-inhabitant
privacy refers to having privacy from other household mem-
bers. The types of privacy that were mentioned by participants
varied among different contexts of remote communications.

In SFH, participants reported to have no concern over re-
mote privacy as they felt comfortable with other meeting at-
tendees (e.g., friends, family members) viewing their personal
space. For example, P32 reported why they feel comfortable
holding their personal meetings in the living room: “It’s my
living room, it’s organized and everyone I talk to already
knows it.”

Almost all participants who considered privacy when se-
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lecting their SFH meeting locations reported to be concerned
with their co-inhabitant privacy. These participants reported
to choose their meeting locations to be a personal space in
their home where they are not being disturbed or interrupted
by others during their remote meetings. Participants’ personal
space was mostly reported to be their bedroom. A few partici-
pants reported to have co-inhabitant privacy in other locations,
including living room, kitchen, and workroom. P185 reported
to use their bedroom for SFH meetings: “I feel the most com-
fortable in my own bedroom and I know that it will be a
private space and that the least amount of interruptions will
happen in my bedroom compared to other areas of the house.”
P25 reported why they were using the living room for per-
sonal meetings: “It is separated from the room in which my
housemate works and so less likely that he will overhear.”

Unlike SFH, in the contexts of WFH and LFH, partici-
pants’ perception of privacy was more diverse. Some partic-
ipants (WFH: 19/42, LFH: 15/24) reported to prefer having
co-inhabitant privacy by detaching their meeting locations
from other household members. P47 discussed why they de-
cided to use their bedroom for remote work-related meetings:
“I prefer using mostly my bedroom for most of my online
work/meetings as I don’t like others hearing me talk, I like
to have a little bit of ‘privacy’.” P43 reported using their bed-
room to preserve their co-inhabitant privacy: “I like to have
my own little space, a bit of privacy from the rest of family
and less distractions around so I can focus on the course.”
On the other hand, some participants were uncomfortable
about others on the call seeing their personal space. These
participants reported to desire having remote privacy by se-
lecting a less personal location that provides a “neutral” or
“professional” background with fewer details about their per-
sonal life. P195 talked about having privacy when holding
their work meetings in the study or workroom: “I don’t have
anything private there that I would be unprofessional if I had
to share my webcam with others.” P122 discussed why they
were using the kitchen for remote learning meetings: “This is
the least personal place in the house to have such meetings.”

Open-ended responses revealed potential conflicts between
remote privacy and co-inhabitant privacy. In all contexts, par-
ticipants who valued their co-inhabitant privacy frequently
reported to be using their personal bedroom to have privacy
from their household members. At the same time, participants
in WFH and LFH perceived their personal bedrooms to be in-
timate and, therefore, not appropriate to preserve their remote
privacy. We found similar tensions with regard to using living
room for remote communications. Some participants chose to
hold their remote meetings in the living room to have remote
privacy, although having less co-inhabitant privacy due to the
interruptions by household members.

4.4.2 Room Convenience and Equipment
Similar to participants’ attitudes toward conferencing tools,
convenience and comfort were frequently mentioned as

the deciding factor when selecting a meeting location
(WFH: 26/147, SFH: 65/208, LFH: 24/114). Especially, in the
context of SFH, participants reported that the convenience of
the location is the most important reason when choosing the
room for their remote personal meetings. P80 discussed why
they use the living room for their personal meetings: “This is
the location of relaxation and the area where my husband and
I can sit comfortably and talk to friends and family.”

Another commonly mentioned reason behind participants’
choice of meeting location in all three contexts was the pres-
ence of equipment that was needed for remote communica-
tions, including computer, desk, and books (WFH: 42/147,
SFH: 41/208, LFH: 37/114). For participants in the context
of LFH, the room equipment was the main factor in deciding
what room to use for their learning meetings. P75, who re-
ported to use their bedroom for LFH meetings, said: “This is
the location where I have my desk and my PC in.”

4.4.3 Discomfort with Meeting Locations
Although most participants were comfortable with their se-
lected meeting locations, some respondents reported to be
somewhat or very uncomfortable (WFH: 9/150, SFH: 4/208,
LFH: 3/114). Across all contexts, the main factor participants
mentioned that made them uncomfortable with a location was
the perceived invasion of remote/co-inhabitant privacy when
holding meetings there (WFH: 4/9, SFH: 1/4, LFH: 2/3). In
the LFH context, P115 reported that they are uncomfortable
with using their bedroom for remote learning-related meet-
ings: “It is hard to get comfortable in the bedroom as it feels
like a private area to invite people in to.” P4 discussed their
discomfort with using the living room for their remote work
meetings: “I could be overheard and am not comfortable with
the webcam being on as it intrudes on my privacy.”

The open-ended responses indicated that only participants
in the WFH context took steps to mitigate their discomfort
with the location of their meetings, while in the contexts of
SFH and LFH, participants reported to take no action when
being uncomfortable with their remote meeting locations.
The primary approach participants mentioned to take in the
context of WFH was to limit the information exposure, ei-
ther to other meeting attendees or their household members
(WFH: 3/9). P38, who reported to mainly use their living
room for their work-related meetings, said: “I minimise what
can be seen and test the audio quality before the meeting.”
Similarly, P35 limited the work-related information from the
household members: “I close my door and ask other family
members [not to] come to the living room when having work
meetings.”

5 Discussion
We first provide a brief comparison between the contexts of
remote communications. Based on our findings, we then dis-
cuss methods to inform and enable users’ privacy-protective
decision making related to remote communications.
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5.1 Context-Specific Privacy Concerns and
Attributes

We focused on three remote communication contexts: work-
ing from home (WFH), socializing from home (SFH), and
learning from home (LFH). In each context, we surfaced par-
ticipants’ attitudes and concerns toward the use of remote
communication technologies. Our quantitative and qualitative
findings suggested several similarities and differences in par-
ticipants’ attitudes, behaviors, and privacy concerns among
the three contexts. In all contexts, comfort and discomfort
with conferencing tools and meeting locations were mainly
explained by participants’ privacy and security concerns and
their perceived sense of safety. Our findings indicated that
WFH and LFH were similar in terms of the choice and the use
of conferencing tools (e.g., activating webcam/microphone).
In SFH, unlike other contexts, the decisions toward the confer-
encing tools and the meeting locations were primarily based
on the provided convenience.

Numerous articles have been published that provide recom-
mendations on how to better protect privacy when engaging
in remote communications [39, 41, 84]. Almost all of these
guidelines are targeted toward the users, who are already strug-
gling with an insurmountable mental pressure thanks to the
pandemic. When an awkward incident happens in a confer-
ence call, end users are not the only group to blame, as they
are only a small part of the remote communication ecosys-
tem. Tool developers and users’ employers and educators
could play a critical role in informing and empowering users
to adopt privacy-protective behaviors while communicating
with others online.

The pandemic may not last forever, but remote communi-
cations will stay longer [16] and that requires us to critically
examine what we have learned during the pandemic. Based
on our findings, in the following, we distill several recom-
mendations to inform and empower users, and to design more
privacy-protective tools.

5.2 Enabling Context-Specific Informed Deci-
sion Making

Participants’ open-ended responses showed lack of autonomy
in their attitudes and behaviors toward remote communica-
tion technologies. Several participants reported to have no
control over the choice of conferencing tools for their WFH
and LFH meetings (see Section 4.2.1). Lack of active de-
cision making was also apparent in participants’ attitudes
toward the use of webcam and microphone. Participants re-
ported to be explicitly (WFH and LFH) or implicitly (SFH)
expected to turn on/off their webcam/camera in the meetings
(see Section 4.3.2). The qualitative findings indicated that
having limited or no control over the conferencing tools and
their features (e.g., webcam/microphone) was participants’
primary impediment to managing their tool-related privacy
and security concerns (see Section 4.2.4). To enable active

and informed decision making in remote communications, we
need to consider the context of the meeting.

Our findings suggested that WFH and LFH meetings have
similar power dynamics that are being set by an authority fig-
ure (e.g., employer, educator). By providing inclusive, trans-
parent, and flexible policies, workplaces and education insti-
tutes can take the first step toward informing and empowering
meeting participants. To be inclusive, policies should acknowl-
edge users’ diverse and context-specific privacy needs and at-
titudes. To provide holistic privacy-protective policies, future
studies should be conducted to explore other stakeholders’
perspectives of remote communications, including but not
limited to, employers and teachers.

In light of our findings, organizational policies need to
discuss the choice of conferencing tool, the use of micro-
phone and webcam in the meetings, and the available user
controls. In addition, the policies should be flexible and open
for feedback to help meeting attendees discuss and manage
their concerns and discomfort. Items to be outlined in such
policies include:

• What conferencing tools should be used for the meetings
and why?

• What privacy and security controls are provided by the
tools?

• In what condition are users (not) required to use their mi-
crophone/webcam?

• How can users control their microphone/webcam in the
communication tools?

• How can meeting participants manage their concerns and
discomfort with the tools?

Compared to WFH and LFH, in the context of SFH, partic-
ipants felt being more in control of choosing a conferencing
tool, which might be partially due to more balanced power
dynamics. However, because of the implicit expectations, sev-
eral participants felt having no control over the decision to
activate their webcam/microphone in the personal meetings.
As recommended by a few of our participants, joint decision
making prior to the meeting could give meeting participants
the opportunity to discuss their concerns and decide on a
policy that accommodates and respects all of them.

5.3 Inclusive Privacy by Design
Across all contexts, the main factor participants mentioned
to make them uncomfortable with a meeting location was
the lack of remote and co-inhabitant privacy they felt when
holding remote meetings in that location (see Section 4.4.1).
Participants who referred to remote privacy reported that they
do not feel comfortable having their home locations in the
background of their WFH and LFH meetings. On the other
hand, having a neutral or generic background was one of the
frequently mentioned factors to make participants comfort-
able when using a meeting location (see Section 4.4.1).
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Due to the restrictions posed by the diverse working, living,
and learning arrangements, it may not be reasonable to ask ev-
eryone to find a neutral background for their remote meetings.
Tool developers can enable features to help users protect their
privacy. Some of the current communication tools, such as
Zoom [85] and Microsoft Teams [86], already allow users to
cover their real background by using virtual ones. Similarly,
tools such as Skype [87] and Google Meet [88] provide a
feature for users to blur their backgrounds.

Across all contexts, when discussing co-inhabitant privacy,
several participants reported to be uncomfortable with other
household members hearing their conversations (see Sec-
tion 4.4.1). From the regression analysis, we found that an
increase in the number of household members leads to a sig-
nificant decrease in the level of comfort with conferencing
tools as well as the locations of remote communications (see
Table 1). To protect people’s privacy in different contexts of
remote communications, we need to design for diverse house-
hold settings. For example, to preserve co-inhabitant privacy
in crowded settings, future remote communication devices
can be enabled with a feature to detect and notify the user
whether other household members are in the hearing range
of their remote meetings. Such features can also respect the
privacy needs of other meeting attendees, e.g., in case meet-
ing participants are not comfortable with their voice or video
being heard or seen by individuals who are not part of the call
(e.g., household members).

5.4 Limitations
As the first paper to study remote communications at the
transition of the pandemic, we surfaced participants’ attitudes,
behaviors, and concerns toward specific aspects of remote
communications in different contexts. Due to the focus of
our research and the survey methodology, we did not explore
other potentially informative research questions, which could
be studied in the future. In what follows, we will highlight
the limitations of the current work, alongside several future
research directions.

Our study used Prolific to recruit survey participants. Prior
work recommended using Prolific to recruit a diverse sample
of participants [89]. However, despite its diverse population
and similarly to other crowdsourcing platforms, Prolific par-
ticipants are not representative of any average population. For
example, in Prolific, participants tend to be younger and more
educated [90]. In addition, our participants were mainly from
the UK, Poland, and the US, and we had a small number of
participants from other countries (see Table 5). Due to these
limitations, the findings of our study should not be general-
ized. Our study provides an overview of technology-related
perceptions and behaviors during the global COVID-19 pan-
demic and we believe future studies can more directly focus
on specific populations. In our study, participants’ country
of residence was not a statistically significant factor, which
might be due to the small number of participants from some

of the countries. Future studies could explore the difference
in privacy concerns and attitudes among different countries
and cultures.

As we previously mentioned, among other questions, our
survey explored how participants’ learning experience has
been impacted by the COVID-19 pandemic. In this study, we
only recruited participants who were at least 18 years old.
However, it is also important to understand the impact of the
pandemic and the privacy considerations of students from all
ages, which should be considered in a future study.

To ensure participants’ familiarity with the contexts of re-
mote communications, for each context, we only asked the
survey questions of participants who reported to have famil-
iarity with that specific context. This potential selection bias
might impact participants’ attitudes and concerns toward re-
mote communications in each context. Similarly, due to the
nature of the job and depending on the level of experience,
crowd-source participants might be more familiar with re-
mote communication technologies than the average popula-
tion. Having familiarity with a technology has been shown to
decrease the amount of risk an individual would perceive re-
lated to that technology [79]. Therefore, the reported privacy
and security concerns captured by our study could be lower
than the average population’ risk perception toward remote
communications.

6 Conclusion
The COVID-19 pandemic has caused people around the world
to abruptly shift their in-person work, personal life, and/or
education meetings to remote ones, which could outlast the
pandemic. Therefore, to enable safe remote experience, it is
critical to design privacy-protective tools and empower users
to consider privacy and security when engaging in remote
communications. To this end, we conducted a 220-participant
survey on Prolific, in which we considered three contexts of
remote communications, namely working (WFH), socializ-
ing (SFH), and learning from home (LFH). Our quantitative
and qualitative findings indicated that concerns, attitudes, and
behaviors toward remote communications are diverse and
context-dependent. Across all contexts, privacy and security
were among the most frequently mentioned concerns that par-
ticipants had. These concerns were exacerbated by the fact
that participants felt that they had no agency over decision
making about conferencing tools and the modes of remote
communications. We provided several recommendations for
tool developers and organizations to enable users to make
privacy- and security-protective choices when engaging with
remote communications.
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A Survey Questions
A.1 Informed Consent
This is a survey about technology use in the home during
the Coronavirus (COVID-19) pandemic by researchers at
the University of Washington, in Seattle, Washington, USA.
The University of Washington’s Human Subjects Division
reviewed our study, and determined that it was exempt from
federal human subjects regulation. We do not expect that this
survey will put you at any risk for harm.

In order to participate, you must be at least 18 years
old and able to complete the survey in English. We expect
this survey will take about 20 minutes to complete. If you
have any questions about this survey, you may email us at
hometechnology@cs.washington.edu.

• I am 18 years or older.
◦ Yes ◦ No

• I have read and understand the information above.
◦ Yes ◦ No

• I want to participate in this research and continue with
the task.
◦ Yes ◦ No

A.2 Context-Specific Questions (CQ)
In the contexts of WFH, SFH, and LFH, we referred to remote
communications as “remote work-related meetings,” “remote
personal meetings with friends and family members,” and

“remote learning-related meetings,” respectively. Here we
only provide the questions for the WFH context.

• CQ1: Have you been mostly having remote work-related
meetings from home during the COVID-19 pandemic?
◦ Yes ◦ No

The rest of the context-related questions will only be
presented if the answer is “Yes.”

• CQ2: Before the COVID-19 pandemic, how often have
you had remote work-related meetings from home?
◦ Never ◦ Once or twice a year ◦ Once every 4-6
months ◦ Once every 2-3 months ◦ Once every month
◦ Once every 2-3 weeks ◦ Once every week ◦ Not
every day, but more than once a week ◦ Every day

• CQ3: During the COVID-19 pandemic, how many hours
a week do you spend in remote work-related meetings
from home?
◦ Less than 1 ◦ 1 to 5 hours ◦ 6 to 10 hours ◦ 11 to
15 hours ◦ 16 to 20 hours ◦ 21 to 25 hours ◦ 26 to 30
hours ◦ 31 to 35 hours ◦ 36 to 40 hours ◦ Over 40
hours

• CQ4: During the COVID-19 pandemic, how long have
you been having remote work-related meetings from
home?
◦ Since last week ◦ Since two weeks ago ◦ Since three
weeks ago ◦ Since one month ago ◦ Since more than
one month ago

• CQ5: During the COVID-19 pandemic, what conferenc-
ing tools do you mostly use for your remote work-related
meetings? If you use more than one tool, please select
the one you use most frequently.
◦ BlueJeans ◦ Google Hangouts ◦ Google Meet ◦
GoToMeeting ◦Microsoft Teams ◦ Skype ◦ Slack
◦ UberConference ◦ Zoom ◦ Other (please specify
[Open-ended])

• CQ6: Please explain why you have been using the tool
that you have specified more frequently than other tools.
[Open-ended]

• CQ7: During the COVID-19 pandemic, in your current
environment, how do you feel about using this tool for
your remote work-related meetings?
◦ Very uncomfortable ◦ Somewhat uncomfortable ◦
Neither uncomfortable nor comfortable ◦ Somewhat
comfortable ◦ Very comfortable

• CQ8: (If in CQ7, Very uncomfortable or Somewhat un-
comfortable is selected) What about this tool makes you
uncomfortable when using it? [Open-ended]

• CQ9: If in CQ7, Very uncomfortable or Somewhat un-
comfortable is selected) How do you manage your dis-
comfort when using this tool? [Open-ended]
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• CQ10: If in CQ7, Very comfortable or Somewhat com-
fortable is selected) What about this tool makes you
comfortable when using it? [Open-ended]

• CQ11: During the COVID-19 pandemic, how often do
you turn on your device’s webcam when having remote
work-related meetings?
◦ Never ◦ Rarely ◦ Sometimes ◦ Frequently ◦
Always

• CQ12: How do you decide whether or not to turn on
your device’s webcam when having remote work-related
meetings? [Open-ended]

• CQ13: During the COVID-19 pandemic, how often do
you turn on your device’s microphone when having re-
mote work-related meetings?
◦ Never ◦ Rarely ◦ Sometimes ◦ Frequently ◦ Al-
ways

• CQ14: How do you decide whether or not to turn on
your device’s microphone when having remote work-
related meetings? [Open-ended]

• CQ15: During the COVID-19 pandemic, which area of
your home do you usually hold your remote work-related
meetings in? If you use more than one location, please
select the one you use most frequently for remote work-
related remote meetings.
◦ Backyard ◦ Bathroom ◦ Bedroom (yours) ◦ Bed-
room (your children’s) ◦ Dining room ◦ Hallway ◦
Kitchen ◦ Living room ◦ Outside front door ◦ Study
or workroom ◦ Other (please specify [Open-ended])

• CQ16: During the COVID-19 pandemic, how do you
feel about using this location to have remote work-
related meetings?
◦ Very uncomfortable ◦ Somewhat uncomfortable ◦
Neither uncomfortable nor comfortable ◦ Somewhat
comfortable ◦ Very comfortable

• CQ17: (If in CQ16, Very uncomfortable or Somewhat un-
comfortable is selected) What about this location makes
you uncomfortable when having remote work-related
meetings there? [Open-ended]

• CQ18: If in CQ16, Very uncomfortable or Somewhat
uncomfortable is selected) How do you manage your
discomfort when using this location for having remote
work-related meetings? [Open-ended]

• CQ19: If in CQ16, Very comfortable or Somewhat com-
fortable is selected) What about this location makes you
comfortable when having remote work-related meetings
there? [Open-ended]

• CQ20: During the COVID-19 pandemic, have you or
people you know ever experienced an awkward incident
while having remote work-related meetings?
◦ Yes ◦ No

• CQ21: (If in CQ18, Yes is selected) Please describe the
incident. [Open-ended]

• CQ22: (If in CQ18, Yes is selected) Please describe what
you or people you know have done in response to the
incident. [Open-ended]

A.3 Demographics and Home Settings
• DH1: Including yourself, how many adults 18 years of

age and above live in your current home?
◦ 1 ◦ 2 ◦ 3 ◦ 4 ◦ 5 ◦More than 5

• DH2: How many children at or above the age of 13 and
under the age of 18 live in your current home?
◦ 0 ◦ 1 ◦ 2 ◦ 3 ◦ 4 ◦ 5 ◦More than 5

• DH3: How many children at or above the age of 7 and
under the age of 13 live in your current home?
◦ 0 ◦ 1 ◦ 2 ◦ 3 ◦ 4 ◦ 5 ◦More than 5

• DH4: How many children under the age of 7 live in your
current home?
◦ 0 ◦ 1 ◦ 2 ◦ 3 ◦ 4 ◦ 5 ◦More than 5

• DH5: Who do you share your home with? (check as
many as apply)
◦ No one ◦ Roommate(s) ◦ Spouse(s)/Domestic part-
ner(s) ◦ Children ◦ Parent(s) ◦ Other (please specify
[Open-ended])

• DH6: Do you have shared wall(s) with your neighbors?
◦ Yes ◦ No

• DH7: How many bedrooms does your home have?
◦ 0 ◦ 1 ◦ 2 ◦ 3 ◦ 4 ◦ 5 ◦More than 5

• DH8: How many rooms other than bedrooms does your
home have?
◦ 0 ◦ 1 ◦ 2 ◦ 3 ◦ 4 ◦ 5 ◦More than 5

• DH9: What is your age?
◦ 18-29 years old ◦ 30-49 years old ◦ 50-64 years old
◦ 65 years and older

• DH10: What is your gender? [Open-ended]

• DH11: What is the highest degree you have earned?
◦ No schooling completed ◦ Nursery school ◦ Grades
1 through 11 ◦ 12th grade—no diploma ◦ Regular
high school diploma ◦ GED or alternative credential
◦ Some college credit, but less than 1 year of college
◦ 1 or more years of college credit, no degree ◦ As-
sociates degree (for example: AA, AS) ◦ Bachelor’s
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degree (for example: BA. BS) ◦ Master’s degree (for
example: MA, MS, MEng, MEd, MSW, MBA) ◦ Pro-
fessional degree beyond bachelor’s degree (for example:
MD, DDS, DVM, LLB, JD) ◦ Doctorate degree (for
example: Ph.D., EdD)

• DH12: In which country do you currently reside? [List
of countries provided by Qualtrics]

• DH13: What is your current employment status?
◦ Full-time employment ◦ Part-time employment ◦
Unemployed ◦ Self-employed ◦ Home-maker ◦ Stu-
dent ◦ Retired

• DH14: (If in DH13, Unemployed or Retired is not se-
lected) The organization you work for is in which of the
following?
◦ Public sector (e.g., government) ◦ Private sector (e.g.,
most businesses and individuals) ◦Non-for-profit sector

• DH15: Do you have a background in technology?
◦ Yes ◦ No

• DH16: (If in DH14, Yes is selected) Please specify what
your technical background is. [Open-ended]

B Codebooks
The codebooks are available at:
https://gist.github.com/SOUPS-COVID-Privacy/
97b6f6caeb13d5091314e6458049617d.

C Participants’ Information

Timeline Meeting Frequency
Context

WFH SFH LFH

Before the pandemic

Never 53% 33% 60%
Once/twice a year 6% 7% 14%
Once every 4-6 months 4% 6% 5%
Once every 2-3 months 4% 7% 3%
Once every month 3% 6% 2%
Once every 2-3 weeks 4% 10% 2%
Once every week 6% 13% 3%
> once a week 11% 12% 5%
Every day 9% 6% 6%

During the pandemic

< 1 (hour/week) 25% 35% 11%
1-5 (hour/week) 44% 41% 40%
6-10 (hour/week) 13% 14% 16%
11-15 (hour/week) 7% 3% 12%
16-20 (hour/week) 6% 2% 11%
21-25 (hour/week) 1% 1% 7%
26-30 (hour/week) 1% 1% 3%
31-35 (hour/week) 2% 1% 0%
36-40 (hour/week) 1% 1% 0%
> 40 (hour/week) 0% 1% 0%

Table 2: Frequency of engaging in remote communications.
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Experience Duration
Context

WFH SFH LFH

Since last week 1% 1% 7%
Since two weeks ago 0% 1% 5%
Since three weeks ago 3% 2% 9%
Since one month ago 5% 3% 18%
Since more than one month ago 91% 93% 61%

Table 3: Summary statistics of how long participants were experiencing the three contexts under study.

Question Responses

Shared wall(s) with Yes No
neighbors 54% 46%

Housemates
No one Roommate(s) Spouse(s)/Domestic partner(s) Children Parent(s) Other: Siblings

3% 3% 19% 11% 21% 25%

#Adults 18+ years old
1 2 3 4 5 More than 5

12% 45% 22% 17% 4% 0%

#Children between 0 1 2 3 4 5 More than 5
13 and 18 years old 81% 12% 6% 1% 0% 0% 0%

#Children between 0 1 2 3 4 5 More than 5
7 and 13 years old 86% 14% 0% 0% 0% 0% X%

#Children under 0 1 2 3 4 5 More than 5
7 years old 83% 12% 5% 0% 0% 0% 0%

#Bedrooms
0 1 2 3 4 5 More than 5

0% 14% 28% 41% 14% 3% 0%

#Rooms other 0 1 2 3 4 5 More than 5
than bedrooms 4% 11% 17% 27% 26% 15% 0%

Table 4: Breakdown of participants’ home settings.

Age Gender Highest Degree Country of Residence Employment Tech Background

18-29 62% Female 43% No schooling completed 0% UK 31% Full-time 41% Yes 35%
30-49 34% Male 57% Nursery school 0% Poland 15% Part-time 17% No 65%
50-64 4% Grades 1 through 11 2% US 14% Unemployed 6%

12th grade—no diploma 3% Italy 7% Self-employed 8%
Regular high-school diploma 21% Portugal 7% Home-maker 3%
GED or alternative credential 0% Spain 4% Student 25%
Some college credit, < 1 year of college 4% Greece 3% Retired 0%
1+ years of college credit, no degree 16% Canada 2% Public sector 23%
Associate’s degree (e.g., AA, AS) 4% Other 17% Private sector 67%
Bachelor’s degree (e.g., BA, BS) 37% Non-profit sector 10%
Master’s degree (e.g., MA, MS, MBA) 13%
Professional degree (e.g., MD, JD) 0%
Doctorate degree (e.g., Ph.D., EdD) 0%

Table 5: Participants’ demographic information. Only countries with at least 5 participants are listed.
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