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Abstract

Phishing emails are scam communications that pretend to be something they are not in order to get people to take actions they otherwise would not. We surveyed a demographically matched sample of 297 people from across the United States and asked them to share their descriptions of a specific experience with a phishing email. Analyzing these experiences, we found that email users’ experiences detecting phishing messages have many properties in common with how IT experts identify phishing. We also found that email users bring unique knowledge and valuable capabilities to this identification process that neither technical controls nor IT experts have. We suggest that targeting training toward how to use this uniqueness is likely to improve phishing prevention.

1 Introduction

Email is one of the most commonly used methods of communication, especially in large organizations and for e-commerce. Over 3.9 billion people have email accounts, and collectively they send and receive over 290 billion emails per day [11]. Email is one of the major methods that is used to communicate with strangers. However, because email is a global system where anyone can communicate with anyone, malicious actors send emails that pretend to be something that they are not, and trick people into taking actions that they otherwise wouldn’t — which is known as phishing [34].

Phishing messages are an attack vector that has caused a large amount of damage in society. Phishing emails have been used to steal large amounts of money [22], install ransomware [31], or simply steal email contents that are later made public [21]. 32% of all corporate breaches in 2018 were due to phishing [33]. Spear-phishing – a variant where emails are custom targeted to the recipients – is used by 65% of groups doing targeted cyber-attacks, and is more commonly used than zero-day vulnerabilities (only 23% of such groups) [32].

Phishing is a socio-technical problem, and addressing the problem requires the coordinated work of both technological innovation and human intervention. Technologies are being developed that help identify and filter phishing messages, but these technologies do not work with 100% accuracy and can be slow to respond to new innovations by adversaries [14]. IT administrators and governments often try to stop phishing before it starts by disrupting phishing websites and bulk email sending [10]. But the last line of defense is the end user; phishing messages that go through these other defenses can still be detected or ignored by end users to prevent harm.

In this paper, we surveyed email end users without IT training or expertise and asked them about specific experiences with phishing emails they have received. Approximately half of survey respondents were able to identify a specific incident that they then answered detailed questions about. Building on Wash’s [34] model of how IT experts detect phishing emails, we asked each person about what they noticed about the email, what they expected in the email, what made them suspicious of the email, what investigation they did, how they decided whether the email was legitimate, and what they finally did with the email.

From these questions, we are able to identify patterns in how email users who are not IT experts currently identify phishing scam emails in their own inboxes. Most research looks at phishing detection failures and what needs to be fixed; instead we compare non-experts with Wash’s experts and identify what is working well that we can build upon. We find that email users often bring unique knowledge to this identification process that other phishing prevention methods do not have, such as whether the email was expected or not.
and what emails like this typically look like and ask for. We also find that email users have valuable capabilities for investigation, such as asking other people for advice, or checking with senders for validity. Together, these findings suggest that email users can be an important part of the phishing prevention ecosystem, though phishing training can be improved to focus on how users can better use their unique knowledge and capabilities.

2 Previous Work

2.1 Preventing Harm from Phishing

Our society has three forms of defenses that help identify and limit the success of phishing scams. Technological defenses try to automatically detect known features of phishing emails and block or remove emails. Some defenses combine the work of computers and people by warning end users of the potential phishing message, which is then investigated further by the end user to determine if it is a phishing email. And finally, there are human defenses, where the recipient of the email is relied upon to recognize the email as dangerous and act accordingly.

2.1.1 Automated Detection and Deletion

Automated detection and deletion approaches aim to classify emails as phishing or legitimate and block or remove them before the end user encounters them. Efforts in this space have focused on improving and finding new ways to identify outgoing and incoming phishing messages using blacklists [10], heuristics [3, 13, 16, 23], and machine learning [9, 29]. These approaches filter emails based on known features that conclusively identify emails as phishing.

Automated approaches, however, rely on probabilistic algorithms which produce false positives, causing legitimate emails to be blocked or removed. In addition, automated approaches have limited ability to detect new permutations of phishing attacks [12] and cannot identify all older phishing emails.

2.1.2 Phishing Warnings

Phishing warnings augment automated detection techniques by warning end users of potential phishing emails, instead of blocking or removing them. Warnings are commonly used when automated detection cannot conclusively classify an email as phishing [25]. In practice, warnings have been reported to improve end users’ ability to identify phishing emails [8, 26]. Ongoing research efforts in this area have focused on finding better ways to design and present warnings to the end user.

Despite their positive impact, warnings share the same limitations with automated detection and deletion approaches. They are prone to false positives (tagging legitimate emails as potentially dangerous) and false negatives (letting malicious emails through without warning, especially zero-hour phishing attacks). As Yang et al. argue, warnings and user training must complement each other to improve their effectiveness [37].

2.1.3 User Training

Security researchers and practitioners have developed various methods and materials for training users to identify and react to phishing emails accordingly. Kumaraguru et al. [19] and Caputo et al. [2] found that embedded training (i.e. instructional materials presented the moment a participant clicked on a URL in a phishing email), which is very commonly used in large organizations, improved user motivation to learn and enhanced knowledge acquisition. Rader et al. [27] found that people also learn about phishing scams and protective actions from stories about security incidents. Wash and Cooper [35] found that traditional facts-and-advice phishing training worked better when presented by an expert, while narrative security stories worked better when told by a peer.

The most widely shared phishing training messages across governments, businesses, and individuals teach people to identify certain cues (e.g. sender email address, URLs in emails, poor grammar or spelling) or apply a set of rules to detect, avoid and report phishing messages. Such training messages have been extensively studied and have shown potential to improve people’s resistance to phishing attacks [4, 19]. Some messages focus on behavioral change, e.g., never click on a URL, or open an attachment in an email from an unknown sender.

Other training messages focus on informing users of the common types of phishing threats and how to identify them, with the aim of manipulating the risk level and subsequently the level of fear in the users [5, 20]. Some researchers have argued that fear appeals increase end users’ intentions to act securely. However, despite their ability to change behavioral intentions of end users [5], fear appeals do not predict or result in secure behavior [6].

User training typically focuses on aspects of the email message and tries to change the way people think about email messages so that they are paying attention to the features most associated with phishing. Studies have shown that this improves user knowledge, enhances their capabilities to identify phishing emails, and reduces the number of successful attacks [2, 19, 35]. However, the number of successful phishing attacks is still reasonably high, comprising 32% of all corporate breaches in 2018. More needs to be done to improve the capabilities of end users in identifying and preventing phishing attacks.

Most user training is developed from understanding how and why people fall for phishing [6]. We postulate that if training were to focus more on aspects of how people already
think about and deal with email in general, this can open up new avenues for phishing training. Unfortunately, we do not have a comprehensive understanding of how non-expert users do this. A similar problem was encountered in technical skills training where researchers investigated ways to improve the training of troubleshooters (technicians) [15]. They studied and identified a common conceptual process and strategies that technicians used when troubleshooting problems. This helped them to identify gaps in existing training methods and messages and subsequently helped them to identify areas of improvement. We argue that understanding the process(es) and strategies that non-experts use to identify phishing emails can reveal potential improvement areas for phishing training.

2.2 How Do People Identify Phishing Emails?

Downs et al. [7] investigated decision strategies of non-expert computer users when encountering suspicious emails. They identified three strategies that participants used to make sense of the emails they received: 1) this email appears to be for me; 2) it’s normal to hear from companies you do business with and 3) reputable companies will send emails. Downs et al. [7] state that none of the strategies helped people to identify well-constructed phishing messages. The study, however, involved role-playing in a controlled environment. We do not know which of these strategies apply to and how prevalent they are in people’s natural contexts and inboxes.

Wash [34] looked at how experts identify phishing emails by interviewing 21 IT experts about instances when they successfully identified emails as phishing in their inboxes. He identified a 3-stage process for identifying phishing emails. In the first stage, the email is received and treated like any other email — the content in the email is taken at face value and the person tries to make sense of the email and figure out what it is asking them to do. As they do this, they notice discrepancies — things that “feel off” about the email. Eventually, something triggers the person to think that this email is not legitimate — that it might be a phishing email that is not what it says it is. At this point, they become suspicious and begin explicitly looking for things that can help them determine if the email is legitimate or not. These new pieces of information often allow them to conclusively identify the email as phishing.

The work of Wash [34] demonstrates how some of the lessons from phishing training are applied in real-world contexts. However, Wash studied experts only. Experts might have more advanced skills, experience and knowledge about phishing and countermeasures compared to non-experts. We do not know which of the findings might apply to non-experts and can be used to improve their training.

2.3 Phishing: A Socio-Technical Problem

Phishing is a socio-technical problem. Automated solutions do not detect 100% of phishing emails. Hence end users must identify these emails in their inboxes. As Khonji et al. state, no single solution exists to mitigate phishing attacks [17]; thus automated / warning and user training techniques must be implemented to complement each other [19]. This is comparable to James Reason’s Swiss Cheese Model (SCM) [28] of accident causation and response. SCM is a popular tool used to investigate or analyze the complexity of systems by showing that an incident is a result of a combination of active failures by operators and latent conditions of the system. SCM depicts socio-technical systems as multiple slices of Swiss cheese that are stacked together, each slice with a hole. Each slice depicts a layer of system defense against certain types of failures, while each hole represents failures in system defense at that particular layer. Bryans and Arief applied the model to understand security layers and fault-tolerance in computer systems [1]. They depict each layer as a protective mechanism against certain types of attacks, but has weaknesses (holes) against other types.

Both automated detection and deletion and warning techniques rely on the end user as the last line of defense against phishing. However, the number of recent successful phishing attacks suggests that more work needs to be done to improve user training. While most training focuses on teaching end users to identify known, conclusive features of phishing emails, Downs et al. [7] and Wash [34] found that end users rely on features other than conclusive distinguishers to identify phishing emails. We need to explore improved ways of keeping the user in the loop of defending against phishing attacks. More research needs to be done to understand how non-experts identify phishing emails, what aspects or information they rely on, and the kinds of things they do in the process. This understanding can help us to tailor and target phishing training and technologies that support human decision-making. Our study takes a first step in this direction by applying Wash’s model in a survey to study the techniques that non-experts follow to identify phishing emails.

3 Methods and Sample

In this paper, we look at how non-expert users identify phishing emails, and look at whether some of the techniques that Wash [34] identified in experts continue to be present when non-experts identify phishing emails. To study this, we conducted a survey where we asked non-expert Internet users to remember a specific email that they received that was “suspicious or potentially harmful,” and then answer questions about their experience with that email.

We asked questions to try to understand what they noticed and didn’t notice about the emails respondents received and understand what kinds of things seemed important to them.
This is a retrospective account of a past email; we expect that respondents won’t remember some of the details of what happened. We make the assumption that things they don’t remember are most likely less important in their thinking about the email [18].

3.1 Survey

We started with a survey instrument that is loosely based on Rader et al. [27]. Near the beginning of the survey, we asked respondents to identify a specific “story” or incident where they received a suspicious or potentially dangerous email. We then asked them to answer a number of questions about that specific incident.

We included a screening question that asked potential respondents whether they could recall receiving the type of email we were interested in. The survey informed respondents that “In this survey, we are interested in hearing about emails you received that were suspicious or potentially harmful in some way.” It then asked them to think back over their email, and told them it was OK to look back at their email if it would help. We asked “Can you remember any suspicious or potentially harmful email messages that you’ve received?” Only respondents who answered yes to this question proceeded on with the survey. 315 potential respondents that were otherwise qualified were excluded from the study because they did not answer “Yes” to this question.

Much like Rader et al. [27], we began the survey with an elicitation process to get respondents to identify a single “suspicious or potentially dangerous email” to answer questions about. The elicitation included three parts. First we asked respondents to write down in a short answer box “ways that an email message can be unsafe or cause security problems” and “ways you know of to recognize an email that is suspicious or potentially harmful.” These prompts were intended to help trigger the respondent’s memory of potential phishing emails. Respondents wrote an average of 12-14 words for each of these prompts.

Second, we asked the respondent to “think about times in the past when you personally received a suspicious or potentially harmful email” and “list as many of these emails as you can remember” in a text box. Respondents averaged 15 words in response to this prompt.

Third, we presented this list back to the respondent and asked the respondent to “Choose one email message from the list above that it’s easy for you to recall details about.” We asked them to briefly summarize that specific email. We presented this brief summary back to the respondent at the top of each subsequent page of the survey to help them remember which email they were answering questions about. These summaries averaged 21 words long.

The rest of the survey asked for more details about the specific email incident that was chosen by the respondents. Based on Wash’s model [34], we identified six processes that experts use in phishing detection. We structured the questions around these six processes:

- **Noticing**: Things they noticed about the email, like when they received the email, what kind of mail (attachments, etc.), work or personal content, work or personal account, etc.

- **Expecting**: What they were expecting in the email; builds on noticing and compares what they noticed with what they expected. Have they received other emails like this, interacted with sender before, was the email expected, etc.

- **Suspecting**: What felt “off” about the email — subject, from, body, etc.. What in the email caused them to suspect the email. Did it contain links, attachments, etc.

- **Investigating**: What they went and explicitly looked for once they suspected the email (if anything) to figure out if the email was legit or fraud. Things like “did you look at headers, or hover over links, or try to contact the sender?”

- **Deciding**: How was the legit/phish decision made. Did you decide, and if so, how? How sure are you?


The complete survey instrument can be found in the supplementary materials.

3.2 Sample

We contracted with Qualtrics to field our survey to a panel of US participants in February 2020, which was just before the COVID pandemic. We excluded respondents who had had technical expertise or worked as technology professionals because we specifically wanted non-expert respondents. We placed quotas on age, gender, and ethnicity that roughly matched the US population, to try to get a more representative sample. We received a total of 297 valid responses. Respondents were compensated by Qualtrics with points that could be redeemed for items.

Table 1 summarizes the demographics of our sample. Our sample achieved the quotas and therefore roughly matches the US population along those lines. It also happened to come close to the US population in terms of education.

Only about 50% of our sample was currently employed either full-time or part-time. This is lower than in the US population (which was approximately 61% employed at the time of the survey [24]). This is the major way we believe our sample differs from the larger US population. We are not sure how this might affect responses about phishing emails.
Table 1: Demographics of the survey sample. We received valid responses from a total of 297 respondents. Quotas were used on Age, Gender, and Ethnicity to approximately match demographics of the United States.

The majority of respondents in our sample had previous experience with cybersecurity incidents; only 17% of respondents indicated that they had not been a victim of a cybersecurity incident. About half of the sample reported having a virus (52%), and almost half reported having received a notification of a data breach (47%). Approximately one quarter (26%) had been the victim of credit card fraud, and 6% reported being a victim of identity theft more serious than credit card fraud. 18% reported having a device hacked. Interestingly, 16% of respondents reported having previously fallen for a phishing email or other scam email. These statistics suggest that our sample is also somewhat biased toward people who have had prior experience with cybersecurity incidents.

3.3 Analysis

Near the end of the survey, we asked respondents to “please write the story of the email as if you were telling it to a friend.” We provided a large text box for the participant to enter in the story, and required that respondents enter at least 300 characters into this box. Respondents averaged over 400 characters (mean=411, min=300, max=1523), which is about 80 words per story on average (mean=81, min=41, max=288). We had two research assistants code these stories in parallel, meeting weekly to update the codebook, measure agreement, and resolve differences. We ended up with a codebook that coded stories for features organized in 5 categories: properties of the purported sender of the email; the action requested by the email; what felt off in the email; actions taken in the story; and final decision about the email.

After the training and codebook development, the two coders coded all 297 stories independently for a codebook of 39 distinct codes. After this initial coding, over half of the codes had a Cronbach’s alpha above 0.7, and only 3 codes had an alpha below 0.5. We dropped the 3 codes with low agreement. The two coders then met and talked through all instances where there was disagreement and mutually agreed to a final decision about all codes for all stories.

In this paper, results from this manual coding will be explicitly labeled as such. Any results not labeled as resulting from manual coding are self-report data directly from questions in the main body of the survey. 13 (4%) of the stories were agreed to be “not a story” by both coders. These were instances where the participant filled out this text box for the whole survey, but did not describe an experience with a specific email, and instead described more general experiences. These responses are not included in statistics for the manual coding.

Replication materials for this analysis are available at https://osf.io/82sd9/. Additionally, all stories are presented exactly as they were entered by respondents, typos included.
4 Findings

In this survey, we asked respondents to identify “a suspicious or potentially harmful email message you received in the past.” 315 otherwise qualified respondents were unable to identify an email, and 311 otherwise qualified respondents were able to do so. Quotas only applied to the qualified respondents who remembered such emails, and respondents were incentivized to remember such an email to participate in the survey and receive the incentive payment. Our goal was not to discover how prevalent phishing is among different demographic groups, and this sample should not be interpreted as measuring prevalence of phishing. However, it suggests that approximately 50% of the non-expert people in the Qualtrics subject pool have stories about specific phishing emails that they have received, which shows how widespread experience with these emails is.

Almost all of the remaining questions on the survey then asked the respondent for more details about the specific incident where they received that email that they chose to tell us about: what happened as they received it, what did they notice, and how did they handle it? In the majority of this paper, we report statistics about responses to multiple choice questions.

Based on findings from Wash [34], we organized the survey based on six different activities that a person needs to do to recognize a phishing email: 1) Noticing aspects of the email; 2) Forming expectations about what should and should not be in the email; 3) Becoming suspicious of the email; 4) Investigating the email; 5) Deciding whether the email is suspicious or not; and 6) Acting on that decision.

These six activities provide a way for us to describe what generally happens when a person receives a phishing email, and to look at patterns in what they notice and what they do. We organize our description of the findings in this paper around these six different activities.

4.1 Incidents

Each participant was asked to answer questions about a single incident that they experienced. We begin by describing the types of incidents that respondents reported on. Each incident was an email that the participant had received and decided was suspicious or potentially dangerous. All of these incidents represent emails that had made it through any technical defenses and into the participant’s inbox, and so do not include phishing mails that were successfully filtered by technical phishing protections. Still, these emails were not uniform; respondents reported receiving a wide variety of different types of phishing scam emails.

We asked each respondent to identify a list of possible incidents / emails that would qualify, and then asked them to choose one that is “easy for you to recall details about” and then answer more questions about that one. We had a total of five questions that tried to understand broadly what these emails were about — one question near the beginning asking the respondent to summarize the incident, one question near the end asking the respondent to explain the whole incident, and then three questions asking for brief, 5-words descriptions of the chosen incident. Here we use these 5-word descriptions to describe the kinds of incidents that people reported on.

When asked to summarize the incident early in the survey, respondents responded with an average of 21 words (median: 17 words). In these summaries, respondents mostly reported facts about the email that they received, with the most common words being email (39% of respondents), account (17%), money (15%), link (13%) and received (11%).

In addition to the summary, we asked respondents, “In approximately five words” to describe what made the email suspicious, what made the email hard to figure out, and what the email was asking them to do. The respondents reported that they were suspicious mostly looking at the email / sender address or because it involved money. The emails were mostly asking respondents to click links (22%), for money (17%), or for “information” (14%). Together, these summaries suggest that most of the phishing stories were about economic issues (money) or asking for or providing information.

81% of respondents indicated that they found it easy to remember such an email. The emails that respondents chose to respond about were widely distributed in time: 24% of respondents received it within the last week; 30% within the last month (but not the last week); 25% within the last year (but not last month); and 15% more than a year ago.

In the manual coding, we coded the full incident stories for information about who the purported sender of the email was. This was not who actually sent the email, but who the email pretended to be from. 44% indicated that the email was from a group or organization, and 25% indicated that the email seemed to be from an individual. In 30% of the stories, the participant indicated that they had a pre-existing relationship with the purported sender, and 14% of the stories the participant explicitly stated that they did not have a pre-existing relationship. 76% of the pre-existing relationships were with a group or organization; suggesting that emails pretending to be from an organization were more likely to be seen as part of a pre-existing relationship.

As an example of a story about an email from an organization the participant had a pre-existing relationship with, consider the following story about an email from Amazon.com:

P233 Story: I received an email that appeared to be from amazon. It had my name and address but said i owed money for a purchase. I hadn’t purchased anything for a while so that seemed strange. Email had misspellings and an odd looking link. I looked closely at the email, then checked my amazon account on their website. There was nothing there about any orders or owing money.

The actual senders varied widely across stories: about 12%
said it was a bank or financial institution, 8% said the email appeared to be from a foreign person, 4% from the government, and 2% from an IT support organization.

In the manual coding of stories, we also coded for what kind of information was being requested. 30% of the stories mentioned that the recipient of the email would receive some sort of valuable (money, award, gift, job offer, etc.), and 19% of the stories reported that the email asked the recipient to send money. 19% of the stories mentioned that the email was asking for personal information, 10% of the stories were asking for technical information such as usernames or passwords, and 10% of the stories were asking for financial information like bank account numbers, credit card numbers, etc. This suggests our respondents received emails with a wide range of requests, with no particular type of request being overwhelmingly common. What end users consider to be phishing is diverse, and training that focuses mostly on cues may miss classes of email messages that stand out to end users as potentially harmful.

4.2 Noticing

4.2.1 What people notice in an email

As a person reads an email, they cannot notice and remember everything about the email. Instead, the things in the email that the person can most easily make sense of and connect with are the easiest to notice and remember [18]. We asked respondents “What aspects of the email stood out to you?” and allowed them to check all that apply. The answers to this question show us, for these suspected phishing emails, what aspects of the email were most important to the respondents, because they were the most memorable.

By far, the aspect noticed by the largest number of people was that the email included a request for an action. 76% of respondents noticed this about the email. This corresponds well with past research that suggests that people tend to use email as a to-do list [36]; they quickly focus on what the email is asking them to do. It also corresponds with Wash’s [34] finding that requests for actions (action links) were important triggers for experts.

The second most commonly noticed aspect of email was what the email was about, with 52% of respondents noticing this. The topic of the email, and whether that topic is relevant to the recipient of the email, is commonly seen as an important aspect of phishing. This data backs up that idea, and shows that this is something that people quickly are able to identify and remember about emails.

Much past work on phishing has focused on “conclusive distinguishers”: aspects of an email that can help the recipient to conclusively distinguish legitimate emails from phishing emails, or at least strongly indicate phishing. For example, phishing training usually focuses on aspects such as inappropriate URLs in links, urgency in requests for action, or poor grammar/spelling. However, Wash emphasizes that when experts identify phishing emails in their own inboxes, they instead look for more minor discrepancies, which are things that seem off about the email, but don’t necessarily indicate phishing and definitely are not enough on their own to conclusively identify phishing.

These first two things that respondents noticed — requests for action and topic of the email — do not conclusively indicate that the email is a phishing message, and are not normally part of phishing training. Instead, they simply indicate that there is something weird about the emails. However, for some people they might be enough. For example, consider this story:

**P19 Story:** I got an email last Friday from one of the companies we work for that pays us to provide service for them and I immediately could tell it was a fake email because the company the email sender disguised themselves as is a company that pays us, we don’t pay them.

I called the company we work for and reported it to them so they would know someone was trying to disguise themselves as them

The next two most commonly noticed aspects of the email are much more commonly associated with phishing identification: links in the email (44%), mistakes or poor quality (41%). These are often found in phishing emails (especially the kinds of phishing emails that non-experts in our sample might be able to successfully detect).

38% of respondents reported that the sender’s name stood out to them. The remaining aspects of email, such as attachments, images, formatting, or length of email, were noticed by less than 20% of respondents, though all of them were important to a non-trivial subset of users. This finding suggests that people seem to naturally notice actions and topics of email much more than they notice more conclusive distinguishers like URLs or typos. This is important, because a person cannot use a feature to detect phishing unless they first notice that feature.

4.2.2 Non-email features

In addition to noticing aspects of the email, there are a number of aspects of the situation that are not necessarily part of the email but nonetheless appear to be important and memorable to respondents.

90% of the respondents noticed that the email had come to their personal email account. None of our respondents chose the “I don’t remember” option for which email account it arrived at. The account that the email arrived to is salient and memorable to respondents, and is possibly something that can be used to help identify suspicious email. Only 78% of respondents reported that the email was of a personal nature.

70% of the respondents reported that the email appeared to come from a company, business, or other organization (i.e.
from a person). Only 6% of respondents cannot remember who the email appeared to come from. The email sender appears to be a highly salient aspect of the email. It is interesting that 94% of respondents can remember who the email appeared to come from, but that fact only stood out to only 38% of them.

4.3 Expecting

When trying to understand and make sense of an email, people naturally fall back to what kinds of email they expect to receive, and to comparing the email with past emails that they have received [34].

Almost all of the suspicious emails arrived unexpectedly (95%). This seems to be one of the strongest aspects of phishing identification for our respondents. It is also something that users find relatively easy to identify, but is almost impossible to measure technically. That is, whether an email is expected or not is something that is a valuable piece of information that only the user has and computers do not.

However, just because the email was unexpected does not mean it was unfamiliar. 72% of respondents reported either “somewhat agree” or “strongly agree” to the statement “I felt like I had received other email messages like this one before.”. That is, almost three quarters of the emails felt familiar to the recipients.

This fact both helps and hinders phishing detection. On the other hand, since the emails are familiar, people can easily integrate these into their lives and might not read them very carefully. On the other hand, as Wash [34] points out, when the email is similar to other, past emails, then it is possible to form expectations about what is typical in those past emails, and then compare this email to the past, similar emails and notice more things that are different or wrong about this email.

While respondents reported receiving emails similar to the suspicious email, the suspicious email was not a typical email. 86% of respondents chose “somewhat agree” or “strongly agree” about the statement “This email message seemed different from the email messages I typically receive.”

Putting these findings together, suspicious emails that people remember are generally emails that are unexpected, different than the emails typically received, but often are like other emails that have been received before. The feeling that an email is suspicious, or unexpected, represents intuition, or a “gut feeling” about an email, and such intuitions are often important aspects of human decision-making [18].

Only 19% of respondents remembered receiving an email from this sender before. The remaining either had never received an email from the sender (45%) or were not sure (33%). So while the email felt familiar, the sender generally was not. Even more telling, only 12% of respondents had actually interacted with the sender before reading this email, and 80% of respondents checked “No” to having previously interacted with the sender. This suggests that non-experts remember and pay attention to who they interact with via email and that this piece of information is important to them as they process new emails.

4.4 Request

The definition of a “phishing” message in this paper is a message (email) that pretends to be something that it is not, in order to get the user to do something they wouldn’t normally be willing to do. The second part of that definition is important; phishing isn’t just fake email, but it is fake email that requests action.

We wanted to see what kinds of actions were being requested in the suspicious emails that people received and remembered. We asked the respondent whether the email was asking them to do any of a common set of actions. The most common action requested was clicking on a link, which was requested in 57% of the emails reported. This is unsurprising, as this is the stereotypical phishing email, though if anything the surprise was that 40+% of respondents did not remember a requesting link. Only 19% of emails reported asked the user to open an attachment.

46% of emails asked the recipient to respond to the email with some kind of information. That is, rather than using a webpage to collect information or attaching malicious code to the email, the email asked for a response. Responding to emails is a very normal, everyday activity. As an example, consider this story:

P20 Story: I got an email and it was from an unknowns sender and it was from a different country. As for the country I am unsure of what country it came from. I did not recognize the sender at all. They told me that I won some type of lottery and that all I needed to do was verify my name address date of birth and I could get the money. Then they also said in order to get paid the money all I had to do was verify the information and then they would send me the money into my bank account. Then in order for them to send it they needed me to provide them my bank account information my routing number and account number and the banks name and address. I found all of this very concerning and was always told to never give out my social security number or any other personal information to anyone asking for it.

Almost a third of emails, or 32% of emails, asked the user to take some sort of action outside of the context of email. P39 was asked to make a phone call, for example:

P39 Story: After receiving a fraud alert email requesting me to call a company I do business with, I checked the phone number, and it was not what I had on file. I also was unaware of any fraudulent activities involving me; however I had my doubts. Therefore I called the number requested, and they started to ask me questions to corroborate my identity. I was reluctant to provide any information, and they told me that
they would not provide information to me because they were concerned about my identity.

After a bit of a discussion I terminated the call. Subsequently, I called the firm at a number that was familiar to me. They wound up transferring me to the fraud department internally. The end result is that the email was legitimate, just poorly constructed. The good news is that there was no fraud regarding my account.

Most summaries of phishing focus on technical means of information extraction (malicious links, malware attachments) [32], but this suggests that we should also examine non-technical means like simply replying to the email. These incidents that ask for responses or actions outside of email are important reminders that email is a small piece of much larger systems of work, and that email can often be a thing that triggers other types of work to be done. Anti-phishing systems cannot just focus on email; they also need to watch the other non-email work that people do in response to email.

Interestingly, 94% of respondents were able to identify at least one requested action by the suspicious emails. Requesting actions is part of the definition of phishing because it is these actions that the attackers are most interested in. It is good news that users seem to be quite attentive to what actions are being requested, which means this is something that is necessarily present in all phishing emails, and also something that users are good at identifying, which makes it a good place to focus training.

### 4.5 Suspecting

Our definition of phishing includes that the email is fraudulent — it either explicitly lies or lies by omission about some important aspect of the email. In order to become suspicious of the email, though, it isn’t enough to just notice those aspects of the email. The recipient of the email also has to suspect that something is not right about the email.

We asked respondents about each part of the email and whether it felt normal or whether it felt “off” in some way. 59% of respondents reported that the subject line of the email felt “off” in some way, 70% of respondents reported that the sender information felt “off”, and 75% of respondents said that the body of the email was “off” in some way. This suggests that all three aspects of an email can provide important clues to end users that an email might be phishing, though the body (content) of an email tends to help users more.

When a respondent felt that the sender was off, they were about twice as likely to indicate that the email address felt off than they were to indicate that the sender’s name was the thing that felt wrong. Though, as P99’s story shows, the name can also be important:

**P99 Story:** Upon strolling through my email account I notice this bogus looking email from what should have been Social Security Administration.

Except the administration was replaced with bureau & immediately I knew it was bogus. I politely pulled the lil trash-can up for a good old fashion delete session. I usually don’t open up anything deemed be to good to be true or bogus or otherwise.

When a respondent felt that the body of the mail felt off, we provided a number of options to them for indicating what in the body felt off. 32% of respondents indicated that the body included unexpected typos or other similar issues. 28% indicated that the body included something strange that isn’t normally seen in emails like this. These two aspects suggest that typos are definitely triggers for suspicion, but other strange aspects of emails are almost as common as a trigger.

15% indicated that the email was missing something important. 14% indicated that the email included less information than they would expect. And only 7% indicated that the email included more information than they would expect. To our respondents, phishing emails including less information or missing something triggered suspicions much more often than including too much information. This means that for non-expert end users, their expectations for how much information the emails in their inbox typically include is an important aspect of suspecting an email might be phishing.

### 4.6 Investigating

Wash [34] points out that people rarely go directly from treating an email as a real email to believing that it is a phishing email. Instead, there is an intermediate stage of “suspicion.” When a person is suspicious of the email, they are not sure whether it is legitimate or fraudulent. During this suspicious stage, Wash [34] describes people as taking investigative steps to figure out whether the email is legitimate or not.

We asked respondents about the investigations that they did of their suspicious email. 24% of respondents indicated that they did not do any kind of investigation, and an additional 3% did not remember if they did. That means that 73% of respondents undertook at least one extra step to investigate the email to determine if it was legitimate or not.

The most common investigative step taken was to look more closely at the email address. 36% of respondents in this study indicated that they did this. Looking at the email address seems to be an important everyday step that non-expert users try when they are suspicious of an email.

**P66 Story:** An email came in from Paypal describing that a subscription had been purchased with the amount and name of the company/person. I have never seen or heard of the indicated party and at first thought, it may have been a legitimate email. After debating to click the link to login to Paypal and stop the transaction, I hovered over the sender’s information and saw the email address had absolutely nothing to do with PayPal’s contact information.
Only 12% of respondents indicated that they looked more closely at a link the email. 7% hovered over the link to see where it went, and 5% actually clicked on the link to see where it went. Link investigation is often mentioned in much phishing training, and it is disappointing that only 12% of respondents investigate links. It is especially disappointing that over a third of those respondents clicked the link as the investigative step.

On the other hand, 16% of respondents reported looking at the headers of the email. This was more common than we expected.

4.6.1 Investigating outside of the email

As mentioned above, emails are frequently just small parts of larger systems. During the investigation, it is possible to look outside of the email for additional information that can inform the decision. In one common method, 18% of respondents reported seeking out a second opinion about the email and asked someone else.

We specifically asked respondents about steps they took to learn more about the purported sender of the email. 82% of respondents reported that they did not take any steps to learn more about the sender, but the remaining 18% did. 9% went to the purported sender’s website to get more information about the email. 6% tried to contact the sender via phone. And 1% talked to the sender face-to-face, such as P220:

**P220 Story:** I got an email from my work email account from what I thought was my coworker. The body of the email was worded strangely and asked me to click on a suspicious link. I looked closely at the email address it was sent from and it was not exactly correct given my work email addresses. I went to who I thought was the sender face-to-face and asked if he sent the email. He said no and I went ahead and deleted the email.

Too much phishing training focuses on teaching people to investigate suspicious emails by looking at features internal to the email, such as the sender’s email address and links [19,30]. It is surprising that as many as 18% of our respondents took investigative steps outside of the email.

4.7 Deciding

Wash [34] found that after investigating the email, his expert participants would frequently come to a final decision about whether the email was legitimate or phishing. We asked our respondents whether they did come to a final decision, and if so, what that decision was. 80% of respondents did come to a final decision, and almost all of them decided that the email was definitely not safe (78% not safe, 2% safe). The remaining 20% were either still not sure (17%) or don’t remember if they came to a decision (3%).

We asked respondents how confident they were in their final decision on a scale of 0 to 10. 69% of respondents chose the highest confidence option (10), and the average confidence was 8.9. Respondents reported very high levels of confidence in their decision about whether the email was safe or not.

4.8 Acting

After deciding whether the email is legitimate or phishing, one decision still remains: what should be done about the email? By far, the most common action was simply deleting the email. 78% of respondents reported that they deleted the email and moved on after deciding it was not safe. 32% indicated that they clicked a button in their interface to report the email as spam or as phishing. Only 4% left it in their inbox.

The survey only asked about actions we knew about ahead-of-time. In the manual coding, we were able to code for more actions. 43% of the respondents mentioned deleting the email, and 15% mentioned clicking a button to mark as spam or phish. Additionally, 9% discussed reporting it to authorities in their story in another way, such as calling an IT help desk.

32% explicitly mentioned a “negative action”: that they intentionally chose to not do something (like open the email, or respond). These negative actions are often very strongly worded, and respondents seemed to feel strongly about them, often using language describing bad things to justify not doing things in the future. Consider, for example, how P115 justifies not answering phone calls:

**P115 Story:** Computer was shut down because of inappropriate access to a potentially dangerous website. I was telling me that I had to pay a fine of $200 to gain access to my computer. I received a phone call about going to a local store to purchase gift cards. I went so far as going to the store to purchase the gift cards and upon checking out, the clerk at the register informed me that I was being scammed and not to buy these cards. In the meantime I had an open line to this scammer, which I promptly hung up on. Upon arriving home I kept getting phone calls from this person, which I never talked with again.

An additional 9% of respondents reported taking increased precautions in the future, such as installing a virus scanner or being more careful with emails.

People also have emotional reactions to the email. We asked respondents about their experience of a set of emotions, including “nervous,” “fear,” “terror,” “dread,” “worry,” and “anxiety”. All emotions had very low scores, and no emotion averaged higher than 2.2 out of 5. Despite being unsafe, these emails did not evoke strong emotions from our respondents. Past phishing training, especially that derived from Protection Motivation Theory, has used fear appeals to motivate users [5, 20]. Based on this data, phishing emails generally do not lead to strong emotions, and this could explain why fear appeals do not motivate changes in behavior [6].
5 Discussion

5.1 Humans Identify Phishing Differently

Modern email systems involve multiple layers of protection against phishing attacks. Many email senders include checks for phishing as emails get sent. Most email systems include at least one, and often more than one technical system that filters out emails that are believed to be spam or phishing. Many of these systems also label emails as possibly phishing, as a warning to users (e.g., Google’s email system [25]). And end users read emails and make legitimacy determinations on their own.

Reason’s Swiss Cheese Model of filtering [28] suggests that when there is a chain of filters like this, the filters work best when each filter works on different principles or using different information than other filters in the chain. If two filters use the same information (e.g., sender from email address) in similar ways, then the holes in the cheese line up and malicious emails that get through one filter are also likely to get through the other. However, if two filters use different information, or operate on the information in fundamentally different ways, then each filter is likely to catch messages that the other filter misses, and including both filters makes the system more resilient to attacks than only including one.

In this paper, we present evidence that this final filter – humans reading emails and determining if an email is legitimate – operates in a very different way, using different knowledge and capabilities, than almost all of the technical filters. We found that humans possess important information that technical phishing filters do not have. They rely on their familiarity with related emails received in the past (72%) and their expectations of incoming emails (95%) to make sense of and become suspicious of phishing emails. This knowledge is highly contextual and very unique to each individual and their experiences. In addition, humans use their knowledge of what was typical in emails they received in the past to spot unexpected and missing important pieces of information in new emails. This information is critical for detecting zero-day phishing attacks, which technical solutions rarely detect [12].

Our respondents were able to notice the nature of the email (e.g. 78% noticed it was personal) and the email account in which the email was received. This requires knowledge of all email accounts a person has and the kinds of communications expected in each account based on how and what the person chooses to use each account for. It is very complex and challenging for technical filters to acquire such knowledge and apply it accordingly, lest they surveil individuals.

Second, we found that humans possess unique capabilities that they use to identify phishing messages, which technical filters do not have. 94% of the non-expert respondents were able of identify what action the email was asking them to do, and over three quarters said they explicitly noticed this about the email. Requests for action are not commonly part of many spam and phishing filters, and when they are, they are often limited in scope mostly by language issues (e.g. checking if the email contains a link to a login page and verifying if the login page is legitimate [23]). Even non-experts are highly attuned to these requests and can confidently identify them.

When filtering, humans also have an investigative ability that technical filters lack: they can choose to take additional time and look up more information from third party sources. A number of our respondents indicated that they would ask colleagues for advice or try to contact the purported sender of the email.

The above are capabilities and knowledge that humans have, but technical phishing filters lack. Following the logic of the Swiss Cheese Model, relying on both humans and technical filtering in combination is better than just relying on one or the other. In recent years, organizations have been relying more heavily on automated phishing detection. Our findings suggest that reducing the diversity of filters may leave systems vulnerable to phishing, and that approaching end user training differently could strengthen strategies for preventing harm from phishing.

Much of the advice about phishing in the IT community involves preventing messages from ever getting to end users [14], rather than trying to educate end users. Because end users are able to filter messages in fundamentally different ways than technical filters, it would be more valuable to spend some money and resources improving the ability of end users to have a significant role in detecting phishing messages. Too much phishing training focuses on technical details (like url parsing [19,30]) or behavioral changes (like not clicking [20,35]), instead of trying to strengthen the capabilities that are unique to humans. In this paper, we have presented evidence of some of the knowledge and capabilities that humans have which can be leveraged to enhance phishing training and detection, e.g. forming expectations for emails and asking other people for information.

As the Swiss Cheese Model points out, in a series of filters, putting all of your resources into one layer of filters in exclusion to others removes the benefits you get from a defense in depth strategy. It is often better to have two imperfect filters that operate on different principles or information than it is to have one filter that is highly optimized but limited.

5.2 Similar to Expert Phishing Detection?

Our findings also have implications for identifying similarities between expert and non-expert user phishing email detection. Wash [34] conducted a detailed study of how people detect phishing emails. That study was conducted with IT experts – people with IT training and professional experience that allows them to successfully detect phishing emails. We extended that model, and based many of our questions on that extended model, partially to try to determine if features of that model are also present in how non-experts detect phishing.
In this paper, we are able to validate parts of his model with a non-expert population. Wash also pointed out that in addition to IT expertise, being a knowledge worker can provide expertise in managing email that is relevant to phishing detection. Our sample is not IT experts, and it is also not primarily knowledge workers who deal with email constantly.

In particular, we are able to validate that non-experts do have expectations about what should be present in emails and notice when those things are different. We are also able to validate that even in non-experts, people’s attention is focused on what the email is requesting that they do; almost everyone in our study was able to identify what request the email was making. We validated that our non-experts self-reported that they frequently had gut feelings that something was off about the emails, helping them become suspicious. We were able to validate that people would frequently take explicit steps to investigate an email that they found to be suspicious. And we were able to validate that non-experts were able to conclusively decide whether an email was a phishing email or not. This lends support to the implication that expertise about one’s own email inbox is an important and yet underutilized aspect of phishing detection training.

We were not able to validate all aspects of Wash’s model with non-experts. In particular, Wash’s model includes a chronological ordering of stages – first sensemaking, then suspicion, then acting. Our study is a survey and was unable to determine a chronological ordering of things happened in, and as such, we are not sure that things necessarily happen for non-experts in the order that Wash proposes.

5.3 Implications for Phishing Prevention

Email users engage in complex investigations of suspicious emails before they determine if the email is phishing, but current training and technologies do not support these investigations. Our findings suggest that phishing training could support user investigations better by encouraging users to delay taking actions until finalizing their investigation and encouraging email users to leverage peer capabilities (such as asking a friend for help). Additionally, companies that send email can provide helpdesk-style support to help users determine if the company actually sent the email to the user. Email clients could better support investigations by including a “help me troubleshoot this email” button, with contextualized suggestions for investigation.

6 Limitations

This paper is about people, their cognition, and how they successfully detect phishing. It is not about phishing emails. A survey is not a good method for collecting underlying ground truth data on the actual phishing emails or detection failures, because of selection bias and imperfect memory.

Recalling a phishing email prompted recollection of a specific instance, allowing the survey to investigate the processes that people use to detect phishing emails in their inbox. The answers we received were only about this one specific incident, and do not necessarily represent other incidents that the person was involved in; however, across respondents, these answers do represent a variety of the types of phishing incidents that non-experts encounter. Past research has focused almost exclusively on detection failures and fixing those failures; we instead look at what is working well in phishing detection and what should be supported.

Since this is a survey, we can only ask detailed questions about things we know about ahead-of-time. We based our survey questions on Wash’s investigation of expert phishing detection [34]. We are not able to determine if the non-experts also use additional methods that were not present in Wash’s experts. That is, we seek to learn which of these experts’ methods are also used by non-experts, but we cannot learn anything about non-expert methods that are unique to non-experts. Therefore, we do not claim that these methods are a comprehensive description of how non-experts identify phishing; instead, we characterize some methods that they do use.

7 Conclusion

Phishing is a cybersecurity threat that many people experience; almost half of the people eligible for our survey could identify at least one specific phishing email that they received. These people have stories about phishing experiences that they can share with others, and we suspect these stories form an important part of how email users learn about phishing.

We found that many of the techniques that experts use to identify phishing [34], such as noticing minor discrepancies, forming expectations about what the email should look like and noticing differences from those expectations, and becoming suspicious and investigating the email more closely, are also present in how non-experts detect phishing emails.

We also found that much of the information that non-experts use when identifying phishing cannot be replicated by technical phishing detection systems. End users know the purpose (business, personal) of email accounts they receive emails at, and pay attention to that fact. They know whether an email is expected, and are able to compare it against other, similar emails they have received in the past (phishing emails often feel familiar). Additionally, these non-experts have investigative abilities, such as delaying responding to emails and asking the sender for confirmation or more information, that technical phishing filters don’t possess. Targeting future phishing training at improving the use of this unique knowledge and expanding the use of these abilities is likely to yield improvement in phishing protection.
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A Survey Instrument

A.1 Consent Form

Thank you for your interest in this research study. After reviewing the consent form below, please select the “I Agree” button if you would like to participate.

What is the purpose of this study? You are being asked to participate in a research study that is being conducted by Dr. Rick Wash and members of the Behavior, Information and Technology Lab (BITLab) at Michigan State University. The purpose of this study is to better understand how people think about and react to email messages they receive that seem suspicious or potentially harmful. You must be 18 years old to participate in this study.

What will I do if I choose to be in this study? Completing this survey should take approximately 20 minutes. The survey consists of multiple choice and fill in the blank questions. You will be asked questions about yourself, and about email messages that you have received. You will then be asked to remember specifics about a suspicious or potentially harmful email message you received in the past, and answer questions about that particular email message.

What are my rights as a participant in this study? You have the right to stop participating at any time. Your decision regarding participating will have no adverse consequences. You have the right to contact the researchers to ask questions about the purposes and procedures of this research after you have finished the survey. You may request that any information you give be ignored, or that any or all data from your survey be destroyed.

What are the risks and benefits of participating? Your participation in this study does not involve any physical or emotional risk to you beyond that of normal, everyday use of the Internet and email. You may not directly benefit from your participation in this study. However, your participation in this study may contribute to the understanding of how people think about suspicious email messages they receive. This will help researchers to develop tools and training that could prevent email messages from causing harm in the future.

How will I be compensated? If you successfully complete the entire survey, you will receive the incentive stated in your invitation in return for your participation.

What about the confidentiality and privacy of my information? Your survey responses will be assigned an anonymous code number, and researchers will save all survey responses by this code number. Any personally identifying information that you may provide in your answers to the survey questions will be removed by researchers before analyzing the data, so your answers cannot be linked with your name or identity in any way.

Survey responses and aggregate results of this research may be used for teaching, research, publications, or presentations at professional or scientific meetings. They may also be used for future research studies or shared with other researchers for secondary analysis or use in other research without additional informed consent from you. This means researchers may publish, present and share with other researchers summaries of data from multiple people, and direct quotations from individual responses.

No potentially sensitive, incriminating, or identifying information about you or others mentioned in the survey responses will be used in any publication or presentation, or shared outside the research team, except as required by Michigan State University’s Human Research Protection Program or by law. Any use of your responses for public consumption will be carefully anonymized so it does not contain any identifying information.

Please note that the data will be retained at Michigan State University for a minimum of 5 years after all analyses and publications related to this project have been completed. Data will be stored on a secure, password-protected computer.

Whom should I contact if I have questions or concerns about this research study? If you have concerns or questions about this study you may contact Dr. Rick Wash, who is in charge of this research study, at telephone number 517-355-2381 or by email at wash@msu.edu.

If you have questions or concerns about your role and rights as a research participant, would like to obtain information or offer input, or would like to register a complaint about this study, you may contact, anonymously if you wish, the Michigan State University’s Human Research Protection Program at 517-355-2180, Fax 517-432-4503, or e-mail irb@msu.edu or regular mail at 4000 Collins Rd, Suite 136, Lansing, MI 48910.

Consent to participate Your participation in this study is completely voluntary. By clicking "I agree" below you are voluntarily agreeing to participate.

Q: Please select "I agree" below if you would like to participate.
   ◦ I agree
   ◦ I do not agree

A.2 Screening

Q: Have you ever received formal training in computer science, software engineering, IT, computer networks, or a related technical field?
   ◦ Yes
   ◦ No
   ◦ I’m not sure

Q: Have you ever worked in a “high tech” job such as computer programming, IT, or computer networking?
   ◦ Yes
   ◦ No
   ◦ I’m not sure
Q: What is your age in years?

Q: In this survey, we are interested in hearing about emails you received that were suspicious or potentially harmful in some way. This can be any email that you were suspicious about, including emails that you were concerned about but ended up not being a problem.

We are very interested in hearing about emails where it was hard for you to figure out what to do. For example, this could be an email message that you were unsure of and had to look closely at it to figure out if it could be harmful. Many of these emails ask you to do something, like click a link, open an attachment, or respond to the email with information.

Can you remember any suspicious or potentially harmful email messages that you’ve received? It is OK to go look through your email account and then continue with the survey, to help you recall if you’ve ever received email messages like this.

○ Yes, I have received email messages like this in the past.
○ No, I do not remember receiving any email messages like this.
○ I’m not sure

Q: What gender do you identify as?

○ Man
○ Woman
○ Other (fill in the blank)
○ Prefer not to answer

Q: Which categories below best describe you? Select all that apply:

□ White
□ Hispanic, Latino or Spanish
□ Black or African American
□ Asian
□ American Indian or Alaska Native
□ Middle Eastern or North African
□ Native Hawaiian or Other Pacific Islander
□ Some Other Race, Ethnicity or Origin (please specify)

A.3  Elicitation

Q: First, to help you to remember emails that were suspicious or potentially harmful, please list some different ways that an email message can be unsafe or cause security problems:

Q: Next, think about different ways you know of to recognize an email that is suspicious or potentially harmful, and make a list of these below:

Q: Take a moment to think about times in the past when you personally received a suspicious or potentially harmful email. Please list as many of these emails as you can remember, using only a couple of words to describe each one. You may want to re-read your answers to the previous questions to jog your memory.

Q: On the previous page, you made a list of emails that you personally received that were suspicious or potentially harmful. For reference, here is the list:

Q: Choose one email message from the list above that it’s easy for you to recall details about. You will be answering questions about this email in the rest of the survey. Briefly summarize that email, and what happened when you received it.

Q: In approximately 5 words, please describe what made this email seem suspicious:

Q: In approximately 5 words, please describe why it was hard for you to figure out how to deal with this email:

Q: In approximately 5 words, please describe what the email was asking you to do:

A.4  Noticing

For your reference, here is what you said about the email you will be answering questions about on this page:

Q: How long ago did you receive the email?

○ Within the last day
○ Within the last week
○ Within the last month
○ Within the last year
○ Longer than one year ago
○ I don’t remember

Q: To help us monitor the quality of our data, please select “Somewhat disagree” from the choices below.

○ Strongly agree
○ Somewhat agree
○ Neither agree nor disagree
○ Somewhat disagree
○ Strongly disagree

Q: At which of your email accounts did you receive the email?

○ Work Email account
○ Student Email account
○ Personal Email account
○ Other (please describe)
○ I don’t remember

Q: What was the context of the email?

○ This email was related to work
○ This email was of a personal nature
○ Other (please describe, briefly)
○ I don’t remember

Q: Who did the email appear to come from?

○ A work colleague
○ A close friend or family member
○ An acquaintance from outside work
○ A company, business or other organization
A.5 Expecting

For your reference, here is what you said about the email you will be answering questions about on this page:

**Q:** Please indicate your agreement or disagreement with the following statement:
   When I read the email message, I felt like I had received other email messages like this one before.
   ○ Strongly agree
   ○ Somewhat agree
   ○ Neither agree nor disagree
   ○ Somewhat disagree
   ○ Strongly disagree

**Q:** Before receiving this email, had you ever received an email message from the sender?
   ○ Yes
   ○ I’m not sure
   ○ No
   ○ I don’t remember

**Q:** Before receiving this email, had you ever interacted with the sender in some other way than email? (For example, if you had previously talked to the sender face-to-face, or visited their website.)
   ○ Yes
   ○ I’m not sure
   ○ No
   ○ I don’t remember

**Q:** Before receiving this email, how long had you known the sender?
   ○ One month or less
   ○ Between one month and one year
   ○ One to two years
   ○ Two to five years
   ○ Five to ten years
   ○ More than 10 years
   ○ I don’t remember
   ○ I did not know the sender

**Q:** Did you expect to receive this specific email?
   ○ Yes
   ○ I’m not sure
   ○ No
   ○ I don’t remember

**Q:** Please indicate your agreement or disagreement with the following statement:
   This email message seemed different from the email messages I typically receive.
   ○ Strongly agree
   ○ Somewhat agree
   ○ Neither agree nor disagree
   ○ Somewhat disagree
   ○ Strongly disagree

A.6 Suspecting

For your reference, here is what you said about the email you will be answering questions about on this page:

**Q:** Many suspicious emails ask you to do something. Was the email asking you to do any of the following? Please check all that apply.
   □ Click on a link or button
   □ Open something that was attached to the email
   □ Respond to the email with some information
   □ Take some action outside of the email
   □ None of the above
   □ I don’t remember

**Q:** Think about the subject line of the email. Did the subject line feel normal, or did it feel "off" in some way?
   ○ I didn’t notice anything that felt off about the subject line
   ○ The subject line was different than I would expect
   ○ I don’t remember much about the subject line of the email

**Q:** Think about who the email said it was from. Did this sender information make sense, or did it feel "off" in some way?
   ○ I didn’t notice anything that felt off about the sender
   ○ The sender’s name looked different than I would expect
   ○ The sender’s email address looked different than I would expect
   ○ I don’t remember who the email said it was from

**Q:** Think about the main body of the email. Did the main body of the email seem normal, or did you notice anything that felt "off" about it? Please check all that apply.
   □ I didn’t notice anything that felt off about the main body
   □ The main body of the email included typos or other issues that I didn’t expect to be in an email like this
   □ The main body of the email was missing something that I would expect to be in an email like this
   □ The main body of the email included something strange that I do not normally see in an email like this
   □ The main body of the email included more information than I expect to be in an email like this
   □ The main body of the email included less information than I expect to be in an email like this
   □ I don’t remember much about the main body of the email

**Q:** When you read the email, did you believe that the email was harmful?
   ○ Yes, I thought it was harmful
   ○ I was not sure about whether it was harmful or not
   ○ No, I did not think it was harmful
Q: How sure or unsure are you about your answer to the previous question?
Please indicate your answer below on a scale from 0-100, where 0 means COMPLETELY UNSURE and 100 means COMPLETELY SURE.

A.7 Investigating, Deciding, and Acting

For your reference, here is what you said about the email you will be answering questions about on this page:

Q: What actions did you take to learn more about the email? Please check all that apply.
☐ Hovered over one or more of the links in the email to see where it went
☐ Clicked on one or more of the links to see where it went
☐ Looked more closely at the email address the email came from
☐ Opened the attachment
☐ Looked at email headers
☐ Asked someone else about the email
☐ None of the above
☐ I don't remember
☐ Other

Q: In what ways did you attempt to learn about the sender of the email? Please check all that apply.
☐ I went to the website of the sender
☐ I contacted the sender via phone
☐ I contacted the sender through another communications medium (texting, chat, social media)
☐ I talked to the sender face-to-face about the email
☐ I did not try to contact the sender
☐ I don’t remember

Q: After you learned more about the email, did you decide that the email was safe or not?
☐ Yes, the email was safe
☐ I was still not sure whether the email was safe or not
☐ No, the email was definitely not safe
☐ I don’t remember

Q: How sure or unsure are you about your answer to the previous question?
Please indicate your answer below on a scale from 0-100, where 0 means COMPLETELY UNSURE and 100 means COMPLETELY SURE.

Q: What action(s) did you take with this email? Please check all that apply.
☐ Deleted the email
☐ Clicked a button to report the email as spam
☐ Sent the email to someone
☐ Responded to the email
☐ Left the email in my inbox

☐ None of the above
☐ I don’t remember

Q: At any point while handling this email, to what extent did you experience these emotions?

Scale:
☐ Not at all
☐ Somewhat
☐ Moderately
☐ Quite a bit
☐ An extreme amount

Emotions to be rated on that scale:
☐ Dread
☐ Terror
☐ Anxiety
☐ Nervous
☐ Scared
☐ Panic
☐ Fear
☐ Worry

Q: Please indicate your agreement or disagreement with the following statement:
I feel like something harmful happened because of this email message.
☐ Strongly disagree
☐ Somewhat disagree
☐ Neither agree nor disagree
☐ Somewhat agree
☐ Strongly agree

A.8 Full Story

You are almost done! You have now answered a number of questions about an email message that seemed suspicious or potentially harmful, and hopefully you have recalled quite a few important details. For reference, here is the short description of the email you provided at the beginning of the survey:

Q: Below, please write the story of the email as if you were telling it to a friend. Use as much detail as you can, including any thoughts or recollections about what happened you might have had as you were filling out the survey. Your story should be at least 4 or 5 sentences long (minimum 300 characters).

Q: How easy or difficult was it for you to remember a suspicious or potentially harmful email to answer questions about in this survey?
☐ Extremely easy
☐ Somewhat easy
☐ Neither easy nor difficult
☐ Somewhat difficult
☐ Extremely difficult
A.9 Demographics

Q: What is the last grade or class you completed in school?
- None, or grades 1-8
- Some high school
- High school graduate or GED certificate
- Technical, trade, or vocational school AFTER high school
- Some college, no 4-year degree
- 4-year college degree
- Some postgraduate or professional schooling, no postgraduate degree
- Postgraduate or professional degree, including master’s, doctorate, medical or law degree

Q: What is your current employment status?
- Employed full time
- Employed part time
- Unemployed looking for work
- Unemployed not looking for work
- Retired
- Student
- Student and employed part time
- Disabled

Q: What was your total household income before taxes during the past 12 months?
- Less than $25,000
- $25,000 to $34,999
- $35,000 to $49,999
- $50,000 to $74,999
- $75,000 to $99,999
- $100,000 to $149,999
- $150,000 to $199,999
- $200,000 or more

Q: How familiar are you with the following Internet-related terms?
Please rate your understanding of each term below from None (no understanding) to Full (full understanding):

Terms to be rated:
- Wiki
- Meme
- Phishing
- Bookmark
- Cache
- SSL
- AJAX
- RSS
- Filtibly

A.10 Thank You

Thank you for participating! If you have any questions or concerns, please contact Dr. Rick Wash at telephone number 517-355-2381 or by email at wash@msu.edu.