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Deep Learning-based Network Intrusion 
Detection Systems

Pros:
●Detect unseen attacks
●Capture complicated patterns

Cons:
●Semantic gap 
●High cost of errors



Cons: Semantic Gap

Score: 0.2  Label: Malicious

Block Flow? Host?



Cons: High Cost of Errors

Gotcha! Why?



Root Cause of those Drawbacks 

Low Explainability



New Trends 

Explanation 



CH1: How to consider history inputs?

Fixed term: Image

All the history: Malware



CH2: How to capture complex feature 
dependencies in structured data?

Complex dependency

Independent features ？

Adjacent features have similar contribution?



Challenges in Generating Defense Rules

Balance precision and generalization

● Too specific rules
● Overfitting and overwhelming number of 

rules
● Too generic rules
● Disrupting normal services



Applicable to different defense tools

Similar functionality

Different format levels of rule granularity

<nw_src = 192.168.1.10, tcp, tcp.syn, actions = 
drop, priority = 1, hard_timeourt = 60>

< iptables -A INPUT -i eth0 -p tcp --tcp-flags
SYN -s 192.168.1.10 -j DROP>

Challenges in Generating Defense Rules



xNIDS: explaining deep learning-based 
NIDS for active intrusion response
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Explainable Results

Actionable Rules

Low Cost of Errors



Explaining DL-NIDS detection results

Approximating History 

Weighted Sampling

Capture Dependencies



Decision 
Boundary

Explaining DL-NIDS detection results 

Sparse on cross-group level

Sparse on intra-group  level

Explanation



Defense Rule Generation

Step 1: Generating Unified Defense Rule

Step 2: Generating Actionable Rules



Defense Rule Scope

Per-flow scope

Per-host scope

Multi-host scope



Unified Defense Rules



Evaluation

❖ Fidelity, Sparsity, Completeness and 
Stability of Explanation

❖ Practicability and Efficiency of Defense 
Rules

❖ Showcasing Troubleshoot and Active
Response



Fidelity of Explanation

Fidelity:  examine how 
faithful the 
explanation
method captures the 
important features



Sparsity of Explanation

Sparsity: how sparse 
the selected important 
features are



Overall Comparison

Stability: examine whether the explanation is stable among 
multiple runs

Completeness: an explanation is complete if it can create proper 
results for all possible input samples



Practicability of Rule Generation



Efficiency of Rule Generation

Efficiency:  95% of the explanation latency is under 700ms, while 
average latency for generating actionable rule is 25ms 



Troubleshooting and Active Response

Active response:  after 
troubleshooting xNIDS 
can precisely block the 
malicious traffic 

Troubleshooting: xNIDs 
can reduce error cost 
case by case

Before

After



Conclusion and Future Work
• xNIDS:
– Explain the detection results of DL-NIDS
– Generate defense rules for active responses

• Future work
– Adopt the transformer model to re-design DL-NIDS 

and the attention mechanism to explain DL-NIDS for 
active response

– Investigate how to improve the robustness and 
accuracy of DL-NIDS at the same time
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