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Background: Pre-trained Models in Transfer Learning
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What kind of pre-trained models?

- Neural networks processing media data (image, 

audio) e.g., computer vision, speech recognition

- Neural networks with strided layers inside



Background: Strided Layers in Pre-trained Models

Strided layers: convolutional layer of 

stride ≥ 2

- They are widely used in mainstream 

networks, e.g., ResNet and ViT.

- They are typically deployed as the 

first layer. 
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Observation: Subsampling in strided Layers
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𝑠𝑡𝑟𝑖𝑑𝑒𝑑 
 𝑐𝑜𝑛𝑣𝑜𝑙𝑢𝑡𝑖𝑜𝑛

𝑖𝑛𝑝𝑢𝑡

𝑜𝑢𝑡𝑝𝑢𝑡

𝑐𝑜𝑛𝑣𝑜𝑙𝑢𝑡𝑖𝑜𝑛

𝑠𝑢𝑏𝑠𝑎𝑚𝑝𝑙𝑒
(𝑟𝑎𝑡𝑒 = 𝑠𝑡𝑟𝑖𝑑𝑒)

𝑖𝑛𝑝𝑢𝑡

𝑜𝑢𝑡𝑝𝑢𝑡

Observation 1: A strided layer involves a subsampling operation implicitly.



Observation: Aliasing Effect of Subsampling

Subsampling can result in aliasing effect:
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The aliased signal can be manipulated by perturbing the sampling points.



Observation: Aliasing Effect of Subsampling
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Observation 2: subsampling → aliasing → manipulation attack

The aliased signal can be manipulated by perturbing the sampling points:

e.g., Image-scaling attack (USENIX Security ‘19)

subsample



Motivation: Aliasing for Backdoor Attack
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Q: Can we manipulate the output of a strided layer by exploiting aliasing?

A: Yes. By a backdoor attack.

Observation 1: A strided layer involves a subsampling operation implicitly.

Observation 2: subsampling → aliasing → manipulation attack

𝑠𝑢𝑏𝑠𝑎𝑚𝑝𝑙𝑒 
𝑐𝑜𝑛𝑣 
𝑘𝑒𝑟𝑛𝑒𝑙 𝑤

𝑐𝑜𝑛𝑣 𝑤, 𝑣 = 𝑤 ⋅ 𝑣

𝑖𝑛𝑝𝑢𝑡

𝑜𝑢𝑡𝑝𝑢𝑡

A strided layer:

So…



Motivation: Aliasing for Backdoor Attack

An example of manipulating the output of a strided layer by

 Creating aliasing intentionally by a modified convolution kernel.
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𝑠𝑢𝑏𝑠𝑎𝑚𝑝𝑙𝑒 
𝑐𝑜𝑛𝑣 𝑘𝑒𝑟𝑛𝑒𝑙
 𝑤′ = 𝑤𝑃

𝑐𝑜𝑛𝑣(𝑤′, 𝑣) = 𝑤′ ⋅ 𝑣 = 𝑤𝑃 ⋅ 𝑣

𝑃 ∈ ℝ𝑛×𝑛 𝑠. 𝑡.  𝑃𝑣 =𝑢𝑝𝑠𝑎𝑚𝑝𝑙𝑒(𝑠𝑢𝑏𝑠𝑎𝑚𝑝𝑙𝑒(𝑣))

𝑖𝑛𝑝𝑢𝑡

𝑜𝑢𝑡𝑝𝑢𝑡

𝐼𝑡′𝑠 𝑑𝑒𝑓𝑖𝑛𝑒𝑑 𝑎𝑠 …

𝑠𝑢𝑏𝑠𝑎𝑚𝑝𝑙𝑒
𝑢𝑝𝑠𝑎𝑚𝑝𝑙𝑒
(𝑛𝑒𝑎𝑟𝑒𝑠𝑡)

𝑣 𝑃𝑣

=

Behave like a backdoor:

• manipulated input → 

targeted aliasing → 

attacker-specified output

• benign input → 

non-sense noise → 

normal output



Method: Aliasing for Backdoor Attack

How to launch aliasing backdoor attack on a pre-trained model?
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Backdoor Insertion:

- Model → strided layer መ𝑓

- convolution kernel 𝑤𝑘

→ Matrix 𝑃𝑘

- Weight perturbation: 𝑤𝑘 = 𝑤𝑘𝑃

The victim fine-tune the model…

Generate triggers for inputs:

- Input 𝑥𝑠 and target label 𝐶 

→ trigger 𝛿

- 𝑥𝑠 + 𝛿 → attacker-specified 

output



Method: Adaptive Backdoor Insertion

How to do this? 

We search for matrix 𝑃𝑘 adaptively 

for different types of strided layers of 

different strides, kernels…

Considerations:

- Attack effectiveness

- Model utility
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How to launch aliasing backdoor attack on a pre-trained model?

Backdoor Insertion:

- Model → strided layer መ𝑓

- convolution kernel 𝑤𝑘

→ Matrix 𝑃𝑘

- Weight perturbation: 𝑤𝑘 = 𝑤𝑘𝑃

The victim fine-tune the model…

Generate triggers for inputs:

- Input 𝑥𝑠 and target label 𝐶 

→ trigger 𝛿

- 𝑥𝑠 + 𝛿 → attacker-specified 

output



Method: Adaptive Backdoor Insertion
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Constrained Space: 𝑃 ∈ 𝒞(ℝ𝑛×𝑛)

constraint 1 : σ𝑗 𝑃𝑖,𝑗  = 1
constraint 2 : 𝑃𝑖,𝑗 = 0, 𝑖𝑓 𝑗 ∉ 𝑂(𝑣𝑖)

𝑣1 𝑣2 𝑣3

𝑣4 𝑣5 𝑣6

𝑣7 𝑣8 𝑣9

𝑣1 𝑣2 𝑣3 𝑣4 𝑣5 𝑣6 𝑣9𝑣8𝑣7

image case: 

𝑂 𝑣5 = {2,4,5,6,8}

audio case: 𝑂 𝑣5 = {4,5,6}

Search matrix 𝑃 with two different inputs 𝑥1, 𝑥2 

s.t.:

1. a manipulation attack is caused

- minimize layer output difference

- minimize input perturbation

2. the negative impact is minimized

- minimize distance to the identity matrix

- 𝑃 is from a constrained space

No re-training or data required, 

completed in minutes and transfer 

to all downstream models.



Method: Dynamic Trigger Generation

How to launch aliasing backdoor attack on a pre-trained model?

Backdoor Insertion:

- Model → strided layer መ𝑓

- convolution kernel 𝑤𝑘

→ Matrix 𝑃𝑘

- Weight perturbation: 𝑤𝑘 = 𝑤𝑘𝑃

The victim fine-tune the model…

Generate triggers for inputs:

- Input 𝑥𝑠 and target label 𝐶 

→ trigger 𝛿

- 𝑥𝑠 + 𝛿 → attacker-specified 

output

How to do this? 12

Generate 𝛿 by a target sample 𝑥𝑡 from target label:

input perturbation strength

layer output difference

highly similar feature → same prediction



source input 𝑥𝑠 

from label “cat”

target label 𝐶:

“dog”
L-2 Norm

=54.10

candidate samples 𝑇𝐶

L-2 Norm

=44.26

attack samples 𝑥𝑠 + 𝛿 

PSNR

=21.79

PSNR

=23.54

Method: Dynamic Trigger Generation

How to launch aliasing backdoor attack on a pre-trained model?

Backdoor Insertion:

- Model → strided layer መ𝑓

- convolution kernel 𝑤𝑘

→ Matrix 𝑃𝑘

- Weight perturbation: 𝑤𝑘 = 𝑤𝑘𝑃

The victim fine-tune the model…

Generate triggers for inputs:

- Input 𝑥𝑠 and target label 𝐶 

→ trigger 𝛿

- 𝑥𝑠 + 𝛿 → attacker-specified 

output

How to do this? 13

Generate 𝛿 by a target sample 𝑥𝑡 from target label:

Target sample 

selection: some samples from target label

sample distance

Generated from source-target pairs; all-label attack.



Evaluation: Transfer to All Downstream Tasks
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On 4 downstream datasets with the same backdoored pre-trained ResNet50/ViT:

- Transfer to all downstream tasks

- Survive both fixed-feature and full-network fine-tuning

- Low backdoor insertion time (𝑇𝑖𝑛𝑠)

- ViT-S/16/384 yields better results than ResNet50/21k

source sample attack sample target sample



Evaluation: Survivability under Defenses
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• Conventional backdoor defenses

- Backdoored model detection (Neural Cleanse*, ResNet18, CIFAR10)
T
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- Triggered input detection (SentiNet**)

The backdoor exhibits similar behaviors to the 

benign model.

target label=0

** Chou, Edward, Florian Tramer, and Giancarlo Pellegrino. 

"Sentinet: Detecting localized universal attacks against deep learning 

systems." 2020 IEEE Security and Privacy Workshops (SPW). IEEE, 

2020.

* Wang, Bolun, et al. "Neural cleanse: Identifying and mitigating 

backdoor attacks in neural networks." 2019 IEEE Symposium on 

Security and Privacy (SP). IEEE, 2019.



Evaluation: Survivability under Defenses
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Filter Accuracy ASR ASR(adaptive)

w/o filter 93.16% 95% 95%

selective median 93.10% 2% 87%

selective random 88.58% 0% 67%

low-pass (𝑫𝟎 = 𝟏𝟎𝟎) 92.78% 15% 93%

low-pass (𝑫𝟎 = 𝟑𝟎) 83.89% 2% 75%

Low-pass 𝑫𝟎 Accuracy ASR ASR(adaptive)

6.0 93.65% 57% 91%

4.5 92.64% 28% 86%

3.0 92.37% 13% 87%

2.0 90.98% 12% 31%

1.0 88.14% 9% 15%

• Input filtering (ViT-S/16/384, Pets dataset)

- Input filtering/smoothing of 

weights can effectively defend 

against the attack.

- In an adaptive scenario, a stronger 

attacker can still achieve a 

considerable success rate.

• Smooth the weights with low-pass filter 

A stronger attacker who is aware of the defense

a roughly 5% drop



Conclusion

- We shed light on a new attack surface, the strided layers.

- We propose the aliasing backdoor attack on pre-trained models.

- We evaluate the effectiveness and survivability of the backdoor.
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For more details (e.g., wav2vec2 model attack), welcome to read our paper.



Thank you!
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weichengan@iie.ac.cn
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