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Motivation

Deep neural networks (DNNs) are vulnerable to backdoor attacks.

Most backdoor attacks rely on main-task data to inject backdoor.
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A Motivation Example

How to inject when the main task data is unaccessible (data-free)?
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Data-free backdoors: Trojaning Attack [1], TrojanNet [2], DBIA [3].

They can only be used for classification Models.



Our work aims to..

Effectively inject 

backdoors into DNNs in 

diverse deep learning 

tasks, under the data-free 

scenario.



Substitute Dataset Reduction
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Substitute Dataset Reduction
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Substitute Dataset Reduction

Substitute Dataset

Similarity coefficient:



Backdoor Injection

Goals:

⚫ High success rate of the backdoor

⚫ Little loss to the overall accuracy

 

       
   



Backdoor Injection

Inject backdoor



Backdoor Injection

Maintain the main task's performance

Logits: the outputs before the softmax layer, i.e.,



Backdoor Injection

Maintain the main task's performance Inject backdoor



Dynamic Optimization

1. Evaluate the main task's performance

2. Evaluate the backdoor's performance

3. Set the value of



Evaluation-Effectiveness  

Backdoor injection achieves an excellent attack success rate, incurring an acceptable performance downgrade on the 

main task.

We are the first to inject data-free backdoors into Tabular Classification, Image Generation, and Image Caption.



Evaluation-Dataset Selection  

Substitute data can be irrelevant to the main task to inject backdoor.

Clean models: ViT and VGG16 are well-trained on ImageNet task;

In-distribution dataset: ImageNet;

Out-of-distribution dataset: CelebA (a face dataset), Synthetic Images;



Evaluation-Comparison with Others 

Compared with others, we can more effectively inject backdoors into models with higher ASR and less 

degradation of CDP, and can apply our backdoor to models of diverse deep learning tasks.



Evaluation-Against Defenses

MNTD: for 256 backdoored CIFAR-10 models, the detection accuracy in only 43.75%.



Conclusion

⚫ Propose a new data-free backdoor approach by crafting a 

backdoored DNN from a clean one based on the built 

substitute dataset irrelevant to the main task. 

⚫ Propose substitute dataset reduction to efficiently inject 

backdoors and dynamic optimization to balance the main task 

performance and backdoor success simultaneously.

⚫ Our approach is generic, capable of injecting backdoors into 

various tasks and models.



Thank You !
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	Slide 1
	Slide 2
	Slide 3
	Slide 4
	Slide 5
	Slide 6
	Slide 7
	Slide 8
	Slide 9
	Slide 10
	Slide 11
	Slide 12
	Slide 13
	Slide 14
	Slide 15
	Slide 16
	Slide 17
	Slide 18
	Slide 19
	Slide 20

