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Ad delivery can have discriminatory outcomes
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Meta also will develop a new system to 
address racial and other disparities caused by 
its use of personalization algorithms in its ad 
delivery system for housing ads.

We are building into our ads system a method 
— referred to in the settlement as the 
“variance reduction system” — designed to 
make sure the audience that ends up seeing a 
housing ad more closely reflects the eligible 
targeted audience for that ad.
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Are disparate outcomes of advertising solved? 

• Maybe for housing ads alone…

• What about domains not protected by law? e.g. scams, clickbait, vulnerabilities?

• What about variances in individual experiences?
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[Liza Gak et al., CSCW ’22]

User-informed “bad” ads exist in the marketplace

[Eric Zeng et al., ConPro ’20] [Eric Zeng et al., CHI ’21]

1. Gak et al.. "The Distressing Ads That Persist: Uncovering The Harms of Targeted Weight-Loss Ads Among Users with Histories of Disordered Eating." CSCW ‘22 
2. Zeng et al."Bad News: Clickbait and Deceptive Ads on News and Misinformation Websites." ConPro ‘20 
3. Zeng et al. ‘What Makes a “Bad” Ad? User Perceptions of Problematic Online Advertising.’ CHI ‘21
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In this talk: Problematic advertising and its disparate exposure 
on Facebook

1. What types of ads do users consider problematic?


2. Are there skews in the distribution of such ads?


3. Who is responsible for skews? 
The advertisers or ad delivery/personalization?

Research Questions

RQ1 

RQ2 

RQ3



Panel of Facebook Users

(n = 132)

Methodology

NEU Ad Observer

(Chrome + Firefox)

Nov. 2021 — Sep. 2022 (11 months); rolling recruitment; each participant stays 3 months

8

Ad “diets” and

targeting data

88,509 

Monthly Surveys

8,701 ads

Annotation Codebook

(8 Ad Types)

32,587  (~37%)
subsample 200

ads/participant/mo.



Categorizing ads with a codebook
Pilot Data Collection

Mixture of inductive qualitative coding from collected ads + deductive analysis of 
prior work and Facebook policies

๏ Healthcare

๏ Opportunity

๏ Neutral

๏ Sensitive

๏ Financial

๏ Gambling

๏ Alcohol

๏ Weight loss

๏ Online pharmacies

๏ Prescription + 

over-the-counter drugs

Increased scrutiny

[Gak et al., CSCW ’22]

1. Gak et al.. "The Distressing Ads That Persist: Uncovering The Harms of Targeted Weight-Loss Ads Among Users with Histories of Disordered Eating." CSCW ‘22 
2. Zeng et al. ‘What Makes a “Bad” Ad? User Perceptions of Problematic Online Advertising.’ CHI ‘21

๏ Deceptive

๏ Potentially Prohibited

๏ Clickbait

Prohibited or demoted

[Zeng et al., CHI ’21]



Sensitive: Financial Sensitive: OtherClickbaitDeceptive

Pot. Prohibited
OpportunityNeutral



Sensitive: Financial Sensitive: OtherClickbaitDeceptive

Pot. Prohibited
OpportunityNeutral



RQ1: Which categories of ads do participants perceive as problematic?
Monthly Surveys
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Monthly Surveys

Reasons of dislike? (compared to Neutral)

Eric Zeng, Tadayoshi Kohno, Franziska Roesner ‘What Makes a “Bad” Ad? User Perceptions of Problematic Online Advertising.’ CHI ‘21

RQ1: What categories of ads do participants perceive as problematic?

• They have higher odds of being considered irrelevant, 
clickbait, scam. 

• Sensitive ads have higher odds of being disliked due to 
the advertiser of the product.
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Participants’ Ad “Diet”
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RQ2: Are there skews in the distribution of problematic ads?
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RQ2: Are there skews in the distribution of problematic ads?
Participants’ Ad “Diet”



Yes. Do they relate to participant demographics?
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Participant

Demographics

Linear Regression e.g. fraction_clickbait ~ woman + hispanic + older + …

RQ2: Are there skews in the distribution of problematic ads?
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Ad Diets, Linear Regression
How are problematic ad skews related to demographics?



18

How are problematic ad skews related to demographics?

Older participants see 5.1 pp more Problematic ads. 
Participants identifying as women see 6.4 pp fewer Problematic ads.



How are problematic ad skews related to demographics?
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Older participants see 5.1 pp more Problematic ads—including Deceptive and Clickbait content. 
Black participants see 1.3 pp more Clickbait than other races. 
Participants identifying as women see 6.4 pp fewer Problematic ads.



How are problematic ad skews related to demographics?
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Older participants see 5.1 pp more Problematic ads—including Deceptive and Clickbait content. 
Black participants see 1.3 pp more Clickbait than other races. 
Participants identifying as women see 6.4 pp fewer Problematic ads—largely due to lower exposure to Financial ads.



??

RQ3: Who is responsible for skews? Advertisers or algorithms?

    Ad Delivery 
• personalization / 

relevance judgments

• user auction

• final audience ⊆ 

target audience

    Ad Targeting 
• target 

audience

• budget

• campaign 

objective

Ad targeting data, “Why am I seeing this?”
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Older participants see 5.1 pp more Problematic ads—including Deceptive and Clickbait content. 



Deep-dive into age: are advertisers targeting older participants?
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RQ3: Who is responsible for skews? Advertisers or algorithms?

Age targeting has high usage in our data, 49.7% ads. Compared to only 12.1% ads using gender targeting.



Deep-dive into age: are advertisers targeting older participants?
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RQ3: Who is responsible for skews? Advertisers or algorithms?

Age targeting has high usage in our data, 49.7% ads. Compared to only 12.1% ads using gender targeting.



Deep-dive into age: are advertisers targeting older participants?
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Advertisers’ targeting aligns with observed skews: Clickbait and 
Deceptive is actively targeted to older users. Pot. Prohibited 
is targeted less to older users. 

So advertisers are clearly responsible, what about algorithms? 

RQ3: Who is responsible for skews? Advertisers or algorithms?

Age targeting has high usage in our data, 49.7% ads. Compared to only 12.1% ads using gender targeting.



Isolating algorithm’s influence: ads with “default” targeting
Advertiser has no preference whatsoever
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21.2% ads target to all adults in the US, i.e. 267 million users

Linear Regression (as before)

on subset of default targeting ads e.g. fraction_clickbait ~ woman + hispanic + older + …



Isolating algorithm’s influence: ads with “default” targeting
Advertiser has no preference whatsoever
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Linear Regression (as before)

on subset of default targeting ads e.g. fraction_clickbait ~ woman + hispanic + older + …



Isolating algorithm’s influence: ads with “default” targeting
Advertiser has no preference whatsoever

27

Older participants (still) see 7.7 pp more Problematic ads. 
Participants identifying as women (still) see 5.9 pp fewer Problematic ads.

Even within ads with the broadest possible targeting:



Isolating algorithm’s influence: ads with “default” targeting
Advertiser has no preference whatsoever
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Older participants (still) see 7.7 pp more Problematic ads—4.1 pp more Clickbait content. 
Participants identifying as women (still) see 5.9 pp fewer Problematic ads—largely due to lower exposure to Financial ads. 
New effect: Hispanic participants see 2.8 pp more Deceptive than non-Hispanic participants.

Even within ads with the broadest possible targeting:



• First study of real user experiences with problematic ads—provides an 
understanding of disparate exposure through lived experiences


• Malicious advertisers are aware of vulnerable populations, and do use tools at their 
disposal to run ads 

• Even if advertisers are not aware, personalization will roll out the red carpet


• Personalization and malicious advertisers together can expose vulnerable users to 
harmful content


• In addition to moderation, platforms might need to limit optimization as well—
proposal: stop personalization altogether for problematic content


• Transparency is valuable, despite platforms being resistant to studies
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Summary + takeaways



Questions?
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ali.muh@northeastern.edu 
@lukshmichowk

Thank you, USENIX 
Security!

More results + 
discussion in full 

paper!

mailto:ali.muh@northeastern.edu


Backup Slides
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Panel Demographics
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• It is irrelevant to me, or does not contain interesting 
information. 

• I do not like the design of the ad. 
• It contains clickbait, sensationalized, or shocking content. 
• I do not trust this ad, it seems like a scam. 
• I dislike the advertiser. 
• I dislike the type of product being advertised. 
• I find the content uncomfortable, offensive, or repulsive. 
• I dislike the political nature of the ad. 
• I find the ad pushy or it causes me to feel anxious. 
• I cannot tell what is being advertised. (unclear) 
• I do not dislike this ad. 

Survey Instrument
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• The content is engaging, clever or amusing 
• It is well designed or eye-catching. 
• I am interested in what is being advertised. 
• It is clear what product the ad is selling.  
• I trust the ad, it looks authentic or trustworthy. 
• I trust the advertiser. 
• It is useful, interesting, or informative. 
• It clearly looks like an ad and can be filtered out. 
• I do not like this ad

Q2. Which of the following, if any, describe your reasons for 
disliking this ad? 

Q3. Which of the following, if any, describe your reasons for 
liking this ad? 

Q1. How would you describe the advertised product/offer’s relevance to you? 

[Completely Irrelevant]        [Irrelevant]        [Neutral]        [Relevant]        [Completely Relevant]

[Q2 and Q3 from Zeng et. al., CHI ’21]


