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June 29, 2021: Future of software development?
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LLMs predict the next word given any sequence of words
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What are large language models? 
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What are large language models? 
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Issues with LLM-generated code?

→ Does this impact code written by users?
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First security user study 

Human 
(Control)

Human + AI
(Assisted) 
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Does an AI code assistant help novice users write 
better functional code? 

Does code written with AI assistance have an 
acceptable incidence rate of security bugs? 

How do AI-assisted users interact with potentially 
vulnerable code suggestions? 

Research Questions
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Methodology for user study 

● N = 58, representative sample
of CS students

● Participants:
○ Complete a coding task with or 

without AI assistance
○ 11 functions in C code for a 

shopping list application

● Authors analyze completed code for functional and 
security correctness
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Suggestions

CWE-787-0
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Completed Code

CWE-787 
Out of bounds write

CWE-476
NULL Ptr DerefCWE-476 

NULL Ptr Deref
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Results: Functional 

→ Assisted were 6-10% more productive
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Results: Security
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Origin of Bugs
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Results Overview

Functionality Security Bugs Users Blindly accept 
vulnerable suggestions

6%-10%
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Conclusion:  Large language model code 
assistants improve functional correctness and
do not increase the incidence of severe 
security bugs for low level C code
Future work:
- In addition to the results here want to continue 

work. 
- We created tooling that assists future user studies. 

Excited to collaborate. Interested? 
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Conclusions and Future Work

Gustavo 
Sandoval

@gussand 

https://zenodo.org/record/7187359

https://zenodo.org/record/7187359
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Thank you for listening! 
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Gustavo Sandoval
@gussand 

Lost at C: Data from the Security-focused User Study | Zenodo

Open-source: all examples+code provided

Q&A

https://zenodo.org/record/7187359
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