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ñbananaò

ñtoasterò

Adversarial Patch Attack: A Variant of Adversarial Examples

ÅAll adversarial pixels within one local region (patch)

ÅOptimize the patch content for test-time model misclassification

ÅPrint and attach the patch to the physical scene -- a threat in the 
physical world ! 
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ñSpeed Limit 80ò

Yakura et al. [AAAI 2020] Brown et al. [NeurIPS W 2017]Karmon et al. [ICML 2018]

ñTiger catò



How can we build robust models against 
adversarial patches?
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How to Quantify and Evaluate Robustness?

ÅUsually, people use a specific attack for robustness evaluation

ÅProblem: robustness evaluated today might be compromised by 
smarter adaptive attackers in the future

ÅCan we design defenses in a special way such that we can prove 
their robustness against any future adaptive attack strategies? 

ÅCertifiable Robustness!
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Certifiable Robustness: Formulation

Patch Threat Model 
(patch sizes, shapes, 

and location set)
Input Image 

w/ ground-truth labelDefense Model

Robustness 

Certificate

The model prediction is alwaysñdogò,

no matter what a white -box adaptive 

attacker within the threat model does

Any patch content
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A typical patch threat model:

One 2%-pixel square patch with 

any content at any image location

Any patch location



Highlights of PatchCleanser

ÅState-of -the-art certifiable robustness against adversarial 
patches
ÅStrong robustness guarantees!

ÅA minimal cost of clean performance (accuracy without attack)

ÅThe first defense with state -of -the-art certifiable robustness and 
clean performance
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ImageNet top-1 clean accuracy

SOTA undefended

models
PatchCleanser: 

State-of -the-art clean 

accuracy even among 

undefended models!

Prior works: >20% clean accuracy drops!



PatchCleanser: A Pixel -Masking Defense

ÅMask out the entire patch to neutralize adversarial effects

ÅRecover correct predictions using any state-of-the-art classifier

How to mask out the patch?
(in a certifiably robust manner)

cat dog
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Intuition 1: Applying Small Masks to Clean Images Barely 
Changes Model Predictions
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ÅWe can still recognize the dog even with a small mask on the image
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Intuition 2: Applying Small Masks to Adversarial Images Can 
Change Model Predictions

dog

cat

cat

cat

cat

cat

cat

cat

ÅWhen we mask out the patch, we can get the correct prediction label 
back

cat
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Focus on one patch 

(can be extended to 

multiple patches)



Question: How Can We Settle This Disagreement?

dog

cat

cat

cat

cat

cat

cat

cat

cat

ÅHow to identify the correct prediction label?

What if the attacker 

introduces other 

prediction labels?

Output the disagreer ?
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Question: How Can We Settle This Disagreement?

dog

cat

fox

cat

cat
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ÅHow to identify the correct prediction label?

How can we 

distinguish between 

ñdogò and ñfoxò?

Output the disagreer ?
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How can we 

distinguish patch -

removing masks 

from other masks?



Add a Second Mask!

ÅAnalyze model predictions on images with two masks 

ÅTo determine if the first mask removes the patch or not
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Case 1: the First Mask Removes the Patch

ÅThe second mask is applied to a clean image

ÅTwo-mask predictions reach a unanimous agreement

dog

1
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Case 2: the First Mask Does not Remove the Patch

ÅThe second mask is applied to an adversarial image

ÅTwo-mask predictions have disagreement
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Double -masking: Defense via Two Rounds of Masking
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Apply second -round masks

Apply first -round masks

Mask set generation

Prediction 

agreement?

Output 

prediction

Requirement: at least one mask can remove 

the patch, regardless of the patch location

No

Yes

(to every first-round 

masked image)

Clean image

Adversarial image



Double -masking: Defense via Two Rounds of Masking
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Apply second -round masks

Apply first -round masks

Mask set generation

Prediction 

agreement?

Prediction 

agreement?

Output 

prediction

Output 

prediction

No

Yes

the first mask 

removes the 

patch! 

No

move on to 

next masked 

image

(to every first-round 

masked image)

Yes

Adversarial pixels left



Robustness Certification 

ÅTwo-mask correctness implies certifiable robustness
ÅModel predictions on all possible two-masked images are correct
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