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Abstract

Run-time attacks against programs written in memory-unsafe programming languages (e.g., C and C++) remain a prominent threat against computer systems. The prevalence of techniques like return-oriented programming (ROP) in attacking real-world systems has prompted major processor manufacturers to design hardware-based countermeasures against specific classes of run-time attacks. An example is the recently added support for pointer authentication (PA) in the ARMv8-A processor architecture, commonly used in devices like smartphones. PA is a low-cost technique to authenticate pointers so as to resist memory vulnerabilities. It has been shown to enable practical protection against memory vulnerabilities that corrupt return addresses or function pointers. However, so far, PA has received very little attention as a general purpose protection mechanism to harden software against various classes of memory attacks.

In this paper, we use PA to build novel defenses against various classes of run-time attacks, including the first PA-based mechanism for data pointer integrity. We present PARTS, an instrumentation framework that integrates our PA-based defenses into the LLVM compiler and the GNU/Linux operating system and show, via systematic evaluation, that PARTS provides better protection than current solutions at a reasonable performance overhead.

1 Introduction

Memory corruption vulnerabilities, such as buffer overflows, continue to be a prominent threat against modern software applications written in memory-unsafe programming languages, like C and C++. Theses vulnerabilities can be exploited to overwrite data in program memory. By overwriting control data, such as code pointers and return addresses, attackers can redirect execution to attacker-chosen locations. Return-oriented programming (ROP) [35] is a well known technique that allows the attacker to leverage corrupted control-data and pre-existing code sequences to construct powerful (Turing-complete) attacks without the need to inject code into the victim program. By overwriting non-control data, such as variables used for decision making, attackers can also influence program behavior without breaking the program’s control-flow integrity (CFI) [1]. Such attacks can cause the program to leak sensitive data or escalate attacker privileges. Recent work has shown that non-control-data attacks can also be generalized to achieve Turing-completeness. Such data-oriented programming (DOP) attacks [16] are difficult to defend against, and are an appealing attack technique for future run-time exploitation.

Software defenses against run-time attacks can offer strong security guarantees, but their usefulness is limited by high performance overhead, or requiring significant changes to system software architecture. Consequently, deployed solutions (e.g., Microsoft EMET [26]) trade off security for performance. Various hardware-assisted defenses in the research literature [15, 42, 41, 14, 38, 40, 28, 32] can drastically improve the efficiency of attack detection, but the majority of such defenses are unlikely to ever be deployed as they require invasive changes to the underlying processor architecture. However, the prevalence of advanced attack techniques (e.g., ROP) in modern run-time exploitation has prompted major processor vendors to integrate security primitives into their processor designs to thwart specific attacks efficiently [17, 29, 31]. Recent additions to the ARMv8-A architecture [3] include new instructions for pointer authentication (PA). PA uses cryptographic message authentication codes (MACs), referred to as pointer authentication codes (PACs), to protect the integrity of pointers. However, PA is vulnerable to pointer reuse attacks where an authenticated pointer is substituted with another [31]. Practical PA-based defenses must minimize the scope of such substitution.

Goals and Contributions In this work, we further the security analysis of ARMv8-A PA by categorizing pointer

*Extended version of this article is available as a technical report [24].
reuse attacks, and show that PA enables practical defenses against several classes of run-time attacks. We propose an enhanced scheme for pointer signing that enforces pointer integrity for all code and data pointers. We also propose run-time type safety which constrains pointer substitution attacks by ensuring the pointer is of the correct type. Pointer signing and run-time type safety are effective against both control-flow and data-oriented attacks. Finally, we design and implement Pointer Authentication Run-Time Safety (PARTS), a compiler instrumentation framework that leverages PA to realize our proposed defenses. We evaluate the security and practicality of PARTS to demonstrate its effectiveness against memory corruption attacks. Our main contributions are:

- **Analysis**: A categorization and analysis of pointer reuse and other attacks against ARMv8-A pointer authentication (Section 3).
- **Design**: A scheme for using pointer integrity to systematically defend against control-flow and data-oriented attacks, and run-time type safety, a scheme for guaranteeing safety for data and code pointers at run-time (Section 5).
- **Implementation**: PARTS, a compiler instrumentation framework that uses PA to realize data pointer, code pointer, and return address signing (Section 6).
- **Evaluation**: Systematic analysis of PARTS showing that it has a reasonable performance overhead (< 0.5% average overhead for code-pointer and return address signing, 19.5% average overhead for data-pointer signing in nbench-byte (Section 7) and provides better security guarantees than fully-precise static CFI (9).

We make the source code of PARTS publicly available at [https://github.com/pointer-authentication](https://github.com/pointer-authentication).

2 Background

2.1 Run-time attacks

Programs written in memory-unsafe languages are prone to memory errors like buffer-overflows, use-after-free errors and format string vulnerabilities [39]. Traditional approaches for exploiting such errors by corrupting program code have been rendered largely ineffective by the widespread deployment of measures like data execution prevention (DEP). This has given rise to two new attack classes: control-flow attacks and data-oriented attacks [11].

2.1.1 Control-flow attacks (on ARM)

Control-flow attacks exploit memory errors to hijack program execution by overwriting code pointers (function return addresses or function pointers). Corrupting a code pointer can cause a control-flow transfer to anywhere in executable memory. Corrupting the return address of a function can be used for ROP attacks, which are feasible on several architectures, including ARM [19].

ARM processors, similar to other RISC processor designs, have a dedicated Link Register (LR) that stores the return address. LR is typically set during a function call by the Branch with Link (b1) instruction. An attacker cannot directly influence the value of LR, as it is unlikely for a program to contain instructions for directly modifying it. However, nested function calls require the return address of a function to be stored on the stack before the next function call replaces the LR value. While the return address is stored on the stack, an attacker can use a memory error to modify it to subsequently redirect the control flow on function return. On both x86 and ARM, it is possible to perform ROP attacks without the use of return instructions. Such attacks are collectively referred to as jump-oriented programming (JOP) [9].

Control-flow integrity (CFI) [1] is a prominent defense technique against control-flow attacks. The goal of CFI is to allow all the control flows present in a program’s control-flow graph (CFG), while rejecting other flows. Widely deployed CFI solutions are less precise than state-of-the-art solutions presented in scientific literature.

2.1.2 Data-oriented attacks

In contrast to control-flow attacks, data-oriented attacks can influence program behavior without the need to modify code pointers. Instead, they corrupt variables that influence the program’s decision making, or leak sensitive information from program memory. Such attacks are called non-control-data attacks. Chen et al [11] demonstrated a variety of non-control-data attacks for forging user credentials, changing security critical configuration parameters, bypassing security checks, and escalating privileges. Recent work on DOP [16] showed that non-control-data corruption can also enable expressive attacks without compromising control-flow integrity. DOP may compromise the input of individual program operations and chain together a chosen sequence of operations to achieve the intended functionality.

A data-oriented attack can in principle corrupt arbitrary program objects, but corrupting data pointers is often the preferred attack vector [12]. In Chen et al.’s attack against the GHTTPD web server [11], a stack buffer overflow is used to corrupt a data pointer used in input string validation in order to bypass security checks on the input under the attacker’s control. Data pointers are also routinely corrupted in heap exploitation. For instance, the “House of Spirit” attack on Glibc [1] involves corrupting a pointer returned by malloc() to trick subsequent malloc() calls into returning attacker controlled memory chunks. The DOP attacks in [16] also involve the corruption of pointers as a means to control which data is processed by vulnerable code.

---

1Team Shellphish repository of educational heap exploitation techniques: [https://github.com/shellphish/how2heap](https://github.com/shellphish/how2heap)
2.2 ARM Pointer Authentication

ARMv8.3-A includes a new feature called pointer authentication (PA). PA is intended for checking the integrity of pointers with minimal size and performance impact. It is available when the processor executes in 64-bit ARM state (AArch64). PA adds instructions for creating and authenticating pointer authentication codes (PACs). The PAC is a tweakable message authentication code (MAC) calculated over the pointer value and a 64-bit modifier as the tweak (Figure 1). Different combinations of key and modifier pairs allow domain separation among different classes of authenticated pointers. This prevents authenticated pointer values from being arbitrarily interchangeable with one another.

The idea of using MACs to protect pointers at run-time is not new. Cryptographic CFI (CCFI) [25] uses MACs to protect control-flow data such as return addresses, function pointers, and vtable pointers. Unlike ARMv8-A PA, CCFI uses hardware-accelerated AES for speeding up MAC calculation. Run-time software checks are needed to compare the calculated MAC to a reference value. PA, on the other hand, uses either QARMA [5] or a manufacturer-specific MAC, and performs the MAC comparison in hardware.

64-bit ARM processors only use part of the 64-bit address space for virtual addresses (Figure 2). The PAC is stored in the remaining unused bits of the pointer. On a default AArch64 Linux kernel configuration with 39 bit addresses and without address tagging [3 D4.1.4], the PAC size is 24 bits. However, depending on the memory addressing scheme and whether address tagging is used, the size of the PAC is between 3 and 31 bits [31]. Security implications of the PAC size are discussed in Section 9.

PA provides five different keys for PAC generation: two for code pointers, two for data pointers, and one for generic use. The keys are stored in hardware registers configured to be accessible only from a higher privilege level: e.g., the kernel maintains the keys for a user space process, generating keys for each process at process exec. The keys remain constant throughout the process lifetime, whereas the modifier is given in an instruction-specific register operand on each PAC creation and authentication (i.e., MAC verification). Thus it can be used to describe the run-time context in which the pointer is created and used. The modifier value is not necessarily confidential (see Section 4) but ideally such that it 1) precisely describes the context of use in which the pointer is valid, and 2) cannot be influenced by the attacker.

PA is used by instrumenting code with PAC creation and authentication instructions. PA instruction mnemonics are generally prefixed either with pac or aut for creation and authentication, respectively, followed by two characters that select one of the data or code keys. For instance, the pacia instruction in Figure 1 will generate an authenticated pointer (pac) based on the instruction (i) A-key (a). Table 5 in Appendix C provides a list of PA instructions referred to in this paper. An authenticated pointer cannot be used directly, as the PAC embedded in the pointer value intentionally interferes with address translation. The corresponding PA authentication instruction (in this case, autia) removes the PAC from the pointer if authentication is successful, i.e., if the current pointer value, key and modifier for autia yields a PAC that matches the PAC embedded in the pointer. If authentication fails, the pointer is invalidated such that a dereference or call using the pointer will cause a memory translation fault. Dedicated PA instructions are encoded in NOP space; older processors without PA support will ignore them.

Return address signing. Qualcomm’s return address signing scheme [31] is the first to make use of ARMv8-A PA. It was first introduced in Linaro’s GCC toolchain, but has been supported by mainline GCC since version 7.4. It thwarts attacks that manipulate function return addresses through stack corruption (see Section 2.1.1) by ensuring that the return address in LR always contains a PAC when written to or retrieved from memory. Listing 1 shows an example.

The instrumentation adds paciasp (1) at beginning of the function prologue, before the LR value is stored on the stack. paciasp adds a PAC tag using the current Stack Pointer (SP) value as the modifier. Before function return, autiasp (2) authenticates the pointer and either removes the PAC or invalidates the pointer. An alternative is to use the combined autiasp+ret instruction, retaa, but it is not backwards-compatible with older processors.

GCC return address signing and PA support is based on patches provided by ARM, [https://github.com/gcc-mirror/gcc/commit/06729de13f40f7dab86dc61608f4e14a1d18b2ed]
The PAC cryptographically binds the return address to the current SP value. It is valid only when authenticated using the same SP value as on PAC creation. The goal is to limit the validity of the PAC to the function invocation that created it, thus preventing reuse of authenticated return addresses.

3 Attacks on Pointer Authentication

PA prevents an attacker from injecting or forging pointer values. This effectively prevents any attack that relies on corrupting pointers, resisting even attackers with arbitrary access to program memory.

The modifier value used in computing a PAC can depend on both static (e.g., a hard-coded value) and dynamic (e.g., the SP) information. We assume that the program code itself is not confidential and that the attacker can learn how dynamic modifiers are generated and may infer their values.

PA also relies on the security of the underlying cryptographic primitives. In particular, an attacker may attempt to brute-force either the PA keys themselves, or individual PAC values. Sophisticated adversaries may even attempt cryptanalysis attacks based on known PAC values, or side-channels attacks against the hardware circuitry for computing PACs. The security of the QARMA block cipher has already been analyzed. We leave the scrutiny of the cryptographic building blocks outside the scope of this paper. Nevertheless, the limited PAC size means that guessing attacks are a potential concern. We discuss the feasibility of brute-forcing PACs in Section 2.4. Assuming proper precautions for the lifetime of PA keys (see Section 2.2), we do not consider guessing attacks the primary attack vector against PA. However, the following concerns for the security of PA-based defenses remain: 1) an attacker controlling the creation of PAC values, or 2) an attacker reusing previously authenticated pointers.

Malicious PAC generation. Attackers can potentially control PAC values in three ways, by controlling:

1. \textit{the unauthenticated pointer value before PAC creation:} get an arbitrary authenticated pointer for any context with the same modifier and PA key.
2. \textit{control the PA modifier value:} get an authenticated pointer for a context with the same PA key, but with an attacker-chosen modifier.
3. \textit{both:} get arbitrary authenticated pointers for a context with attacker-chosen modifier, and the same PA key.

To prevent the attacker from generating arbitrary authenticated pointers, the program must not contain PA creation instructions with attacker controlled inputs. Also, a control-flow attack could be mounted by chaining together instruction sequences to prepare the PA operand registers with attacker controlled input and then jump to a PA instruction at another part of the program. This suggests that PA-based defenses must provide, or be combined with, CFI guarantees that prevent the use of individual authentication instructions as attacker-controlled gadgets.

Reuse attacks. The attacker can read authenticated pointers (including PAC values), and later reuse them to either:

- \textit{rollback} an authenticated pointer to a previous value, or
- \textit{substitute} an authenticated pointer with another using the same PA modifier.

For instance, in GCC’s return address signing scheme (Section 2.2), the return address is bound to the location of the stack frame by using the current SP value as the PA modifier. However, the SP value is not necessarily unique to a specific function invocation. Consequently, an attacker can reuse the authenticated return addresses value from one function when a different vulnerable function executes with a matching SP value. Given that typical programs offer no guarantees on the uniqueness of SP values between different function invocations, this approach exposes a large attack surface for pointer reuse attacks. Therefore, a concern for any PA-based defense is partitioning authenticated pointers into distinct classes based on different <PA key, modifier> pairs.

Attackers can reuse only those pointers they can observe (as opposed all possible values a function pointer can take). Even with full read access to memory (and hence the ability to observe any pointer value that has been generated so far), attackers are still limited to authenticated pointer values the program has already generated.

4 Adversary Model and Requirements

4.1 Pointer Integrity

Kuznetsov et al. introduced the idea of code pointer integrity: ensuring precise memory safety for all code pointers in a program. Since control-flow attacks depend on the
manipulation of code pointers, guaranteeing code pointer integrity will render all control-flow attacks impossible [21].

The notion of pointer integrity is generalizable to both code and data pointers. In Section 9.1, we provide a more rigorous definition of pointer integrity. Intuitively, pointer integrity aims to prevent unintentional changes to pointers while they remain in program memory so that the value of a pointer at the time it is “used” (e.g., dereferenced or loaded from memory) is the same as when it was created or stored on memory. In particular, integrity-protected pointers reference the intended target objects. As explained in Section 2.1, all control-flow attacks, all known DOP attacks and many other data-oriented attacks rely on the manipulation of vulnerable pointers. Consequently, ensuring pointer integrity will prevent these attacks.

4.2 Attacker Capabilities

To reason about how effectively PA defends against state-of-the-art attacks we assume attacker capabilities consistent with prior work on run-time attacks (Section 2.1). Our adversary model assumes a powerful attacker with arbitrary memory read and write capabilities restricted only by DEP. The attacker can thus read any program memory and write to non-code segments. We further assume that the attacker has no control of higher privilege levels, i.e., an attacker targeting a user space process cannot access the kernel or higher privilege levels. Specifically, we assume that the attacker cannot infer the PA keys, as they are in registers not directly readable from user space (Section 2.2). We discuss protection of kernel code using PA in Section 10. The attacker’s ability to read arbitrary memory precludes the use of randomization-based defenses that cannot withstand information disclosure (e.g., address space layout randomization [36] or software shadow-stacks [1]). PA was specifically designed to remain effective even when the entire memory layout of the victim process is known.

4.3 Goal and Requirements

Our goal is to thwart control-flow and data-oriented attacks by preventing the attacker from forging pointers used by a vulnerable program. We identify the following requirements that our solution should satisfy:

\[ R_1 \] Pointer Integrity: Detect/prevent the use of corrupted code and data pointers.

\[ R_2 \] PA-attack resistance: Resist attempts to control PAC generation, and pointer reuse attacks.

\[ R_3 \] Compatibility: Allow protection of existing programs without interfering with their normal operation.

R4 Performance: Minimize run-time and memory overhead and gracefully scale in relation to the number of protected pointers and dereferences/calls.

5 Design

To meet our requirements (Section 4.3) we must solve a number of challenges which we elaborate below.

5.1 Instrument program with PA instructions

To meet requirement \[ R_1 \] the program executable must be instrumented with PA instructions to create and authenticate PACs when needed. For this, we designed and implemented Pointer Authentication Run-Time Safety (PARTS), a compiler enhancement that emits PA instructions to sign pointers in memory as required. Specifically, it protects:

- return addresses;
- local, global and static pointers; and
- pointers in C structures.

Figure 3 shows the overall architecture of the PARTS-enhanced compiler. PARTS analyzes the compiler’s intermediate representation (IR) to identify any pointers used by the program and then emits PA instructions at points in the program where pointers are (a) created or stored in memory, and (b) loaded from memory or used.

5.2 Create PACs in statically allocated data

Programs may contain pointers which are initialized by the compiler, e.g., defined global variables. However, PAC values for authenticated pointers cannot be calculated before program execution, as PA keys are set only at program launch. Consequently, initialized pointers in the program’s data segment pose a challenge, as their values are normally initialized by the linker and loaded into memory separately. PARTS solves this problem by generating a custom initializer function for pointers requiring PACs. At run-time, the PARTS runtime library, PARTSlib, processes the relocated variables and invokes the generated initializer function to ensure that any defined pointers are furnished with a PAC.

5.3 Pointer compartmentalization

As described in Section 3 the attacker may attempt to reuse previously signed pointers. To meet requirement \[ R_2 \] PARTS therefore limits the scope of such reuse attacks by compartmentalizing pointers in three different ways, as shown in Table 1.

\begin{table}[h]

<table>
<thead>
<tr>
<th>Code / Data Pointer Compartmentalization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recall from Section 2.2 that PA provides separate key sets for data and code pointers making it possible to limit reuse attacks.</td>
</tr>
</tbody>
</table>
\end{table}
5.4 On-load data pointer authentication

Pointers with PACs can be authenticated either as they are loaded from memory, or immediately before they are used. We refer to these as on-load and on-use authentication, respectively. Data pointers are often dereferenced frequently without intervening function calls, i.e., they will not be cleared after use. This allows the compiler to optimize memory accesses such that, for instance, temporary values might never be written to memory. PARTS accommodates this behavior by only using on-load authentication for data pointers. The combined PA instructions can be used for on-use authentication of code pointers, which are typically loaded to a register, used once, and cleared. On-load authentication always uses the standalone authentication instructions. An attacker could attempt to exploit either the standalone authentication or the separate pointer dereference by diverting control flow to either. However, as mentioned in Section 3, PA solutions must be combined with CFI guarantees, which prevent this type of attacks.

5.5 Handling pointer conversions

A data pointer to an object of a specific type may be converted to a pointer to a different object type. When run-time type safety is applied to authenticated pointers, special care must be taken to not interfere with legitimate pointer conversions to meet requirement R3. For instance, if a struct pointer is cast to a pointer to its first field, it will change the type-id and hence the expected PAC.

If the source and destination object types are compatible, no special consideration is needed. If not, PARTS must convert the authenticated pointer to the correct type-id. Because data pointer PAC creation and authentication is done at store/load, PARTS handles conversions by: (a) if loading the pointer from memory, validating and stripping the PAC using the type-id of the original object, and (b) on store, creating a new PAC using the destination object type-id.

A pointer to a function of one type may be converted to a pointer to a function of another type. However, the behavior when calling a function pointer cast to a non-compatible type is undefined [18][6.3.2.3§8]. Hence, PARTS does not need to convert the pointer’s PAC to match the destination function’s type-id. If the converted pointer is converted back, the result is expected to be the same as the original pointer [18][6.3.2.3§8]. PARTS satisfies this as it does not modify the pointer’s PAC.

6 Implementation

The PARTS compiler is based on LLVM 6.0 but modifies and adds new passes to the optimizer and the AArch64 backend (Figure 3). The optimization passes (①) generate necessary metadata for PA modifiers, inserts wrappers for compatibility with legacy code, and prepares initializers for statically allocated pointers. The AArch64 Frame Lowering emits function prologues and epilogues and is modified to include instructions for authenticating the LR value (②). The

Run-time type safety: Pointer compartmentalization, while effective, is coarse-grained. To address this, PARTS adds run-time type safety for data and code pointers. Run-time type safety records the pointer’s type by encoding it in the PA modifier. Then, it checks that pointer dereferences or indirect calls take place using a pointer with a recorded type that matches the type expected at the use site. PARTS assigns pointers a unique id, type-id, based on the pointer’s LLVM ElementType which depends on the pointed-to data, structure, or function signature. Two pointers are compatible (have the same type-id) if their ElementType is the same. PARTS uses a deterministic scheme, detailed in Section 6.1 and shown in Table 1 to calculate type-ids during compilation. This ensures that separate compilation units generate equivalent type-ids for compatible objects, and different type-ids for non-compatible ones.

Improved Return Address Signing: While run-time type safety could also be applied for return addresses, it would result in an over-permissive policy for backward edges. As described in Section 3, binding the authenticated return address to the current stack pointer value alone is insufficient because the stack pointer may not be unique to a specific function invocation. Instead, PARTS uses a combination of the current stack pointer value, and a compile-time nonce (function-id) ensuring that the authenticated return address cannot be reused across invocations of different functions, while the stack pointer values effectively compartmentalizes return addresses to callers with different stack layouts.

Table 1: For code and data pointers PARTS uses a static PA modifier based on the pointer’s ElementType as defined by LLVM. Return address signing uses a 48-bit function-id and the 16 most-significant bits of the SP value.

<table>
<thead>
<tr>
<th>key</th>
<th>Modifier type</th>
<th>Modifier construction</th>
</tr>
</thead>
<tbody>
<tr>
<td>① Data pointer signing</td>
<td>Data A</td>
<td>static</td>
</tr>
<tr>
<td>② Code pointer signing</td>
<td>Instr A</td>
<td>static</td>
</tr>
<tr>
<td>③ Return address signing</td>
<td>Instr B</td>
<td>dynamic + static</td>
</tr>
</tbody>
</table>

Improved Return Address Signing: While run-time type safety could also be applied for return addresses, it would result in an over-permissive policy for backward edges. As described in Section 3, binding the authenticated return address to the current stack pointer value alone is insufficient because the stack pointer may not be unique to a specific function invocation. Instead, PARTS uses a combination of the current stack pointer value, and a compile-time nonce (function-id) ensuring that the authenticated return address cannot be reused across invocations of different functions, while the stack pointer values effectively compartmentalizes return addresses to callers with different stack layouts.
PARTS backend passes (9) retrieve the PA modifiers and instruments appropriate low-level instructions. The resulting binary is linked with PARTSlib (9), which at run-time creates PACs for the initialized pointers.

6.1 LLVM Compiler Integration

While the LLVM 6.0 AArch64 backend recognizes PA instructions, they are not used by any pre-existing security feature. Our modifications consist of added optimizer and backend passes, minor modifications to the AArch64 backend, and new PARTS-specific intrinsics. Where applicable, we use optimizer passes that operate on the high-level LLVM intermediate representation (IR). Nonetheless, much of the needed functionality is PA-specific and thus implemented in the backend that uses low-level LLVM machine IR (MIR), and a register- and instruction set specific to 64-bit ARM.

Determining pointer type-id. The compiler backend views the program from a low-level perspective, and the MIR has lost much of the semantics present in C or the high-level IR. Therefore, PARTS must determine type-ids during its optimizer passes where this information is still available (Figure 3 9). The type-id for data consists of a truncated 64-bit SHA-3 hash of the pointer’s LLVM ElementType. The ElementType represents the IR level data type and distinguishes between basic data types, but does not retain typedef or other information from the frontend (i.e., clang). Code pointers use the same scheme wherein the ElementType consists of the function signature at the same abstraction level. The type-ids are passed to the backend either via PARTS-specific compiler intrinsics, or by embedding them as metadata in the existing IR instructions. The AArch64 instruction selection retrieves the information from the IR instructions and transfers it to the emitted MIR (Figure 3 9). To facilitate the run-time bootstrap (Section 6.2) PARTS also includes a pass that prepares a custom initializer function that is called at run-time to generate PACs for defined global pointers (Figure 3 9).

Return addresses signing. Return address signing is implemented in the AArch64 backend during frame lowering (Figure 3 9). Frame lowering emits the function prologues and epilogues, and for non-leaf functions, emits instructions for storing and retrieving the LR value from the stack. PARTS authenticates the value of the LR only if it was retrieved from the stack. The PAC modifier is based on the 16 least-significant bits of the SP value and a 48-bit function-specific function-id. The function-id is guaranteed to be unique within the current compilation unit or, with link time optimization (LTO), the whole program. To avoid repetition across different compilation units, the function-id is generated using a pseudorandom, non-repetitive sequence.

Code pointer signing. PARTS uses the combined PA instructions for branches and converts branch instructions directly to their PA variants (Figure 3 9). The PAC for any code pointer is created only once at the time of pointer creation, e.g., when the address of a function is taken. This is instrumented by adding a PAC-creation instruction immediately after the instruction that moves a code pointer to a register. Subsequent load and store operations do not authenticate the signed code pointers, instead they are authenticated only on use.

Data pointer signing. As discussed in Section 6.4 it is not feasible to perform on-use authentication for data pointers. Instead, we authenticate data pointers when they are loaded from memory and create PACs for storing them. In some cases, e.g., using globals, the IR will include explicit load and store operations that can be furnished with the type-id. Our modified Instruction Selection then forwards the type-id to the emitted MIR (Figure 3 9). However, stack-based store and load operations, in particular, are often not present before the backend finalizes the stack-layout and register allocation. Thus, some load and store instructions must be instrumented solely in the backend.

While it would be possible to modify the AArch64 backend (e.g., register allocation), we have instead opted for a less invasive approach. The PARTS backend pass (Figure 3 9) finds load and store instructions in the MIR, and uses the attached type-id for instrumentation. When the type-id is not present, e.g., because the load and store is a register spill, the type-id is fetched from surrounding code. For instance, when instrumenting the store due to register spilling...
Return address signing. The return address signing instrumentation is similar to GCC’s implementation but includes an added modifier (Listing 2). The function prologue is instrumented such that it prepares the PA modifier in register Xd during PAC creation (3) and authentication (6). The 48-bit func-id is split into three 16-bit parts, each moved individually to Xd by left-shifting.

6.2 Run-time Bootstrap

Programs may contain pointers in statically allocated data, i.e., pointers stored in global variables or static local variables. These are initialized by the compiler or linker, and therefore cannot include PACs. The PARTSlib runtime library instead invokes the compiler generated custom PAC initializer function at process startup. Our Proof-of-Concept implementation invokes the PARTSlib bootstrap using compiler instrumentation that explicitly calls the functionality when entering main.

6.3 Instrumentation

PARTS uses only in-line instrumentation and does not require storage of separate run-time metadata. With the exception of the bootstrap process the original code structure is thus largely unchanged. As discussed in Section 2.2 no explicit error handling is added by PARTS; instead, an authentication failure will set specific high-order bits in the pointer, thus triggering a memory translation fault on subsequent dereference or call using the pointer that failed authentication. The high-order bits ensure that the fault is distinguishable as one caused by authentication failure. Our code listings use two macros for setting up PA modifiers for return address signing and type-id based PACs, these are shown in Listing 2 and Listing 3.

Return address signing. PARTS instruments code pointers only on creation and use (Listing 3). Specifically, when a code pointer is initially created, PARTS will use the instruction A-key to create a PAC (6) based on the target type-id (3). The instrumentation will at no point remove the PAC from a code pointer. Instead, PARTS uses the combined authenticate and branch instructions — e.g., blraa — to perform the branch directly on an authenticated pointer (6), again using the same PA modifier (6).
### Data pointer signing

All data pointer stores and loads are instrumented such that a PAC is created immediately before store and authenticated immediately after load (Listing 4). When a data-pointer is used the instrumentation first sets up the correct PA modifier, i.e., the `type_id` (①). The pointer is then immediately authenticated using the modifier and data A-key (②); this also strips the PAC from the pointer. As long as the data pointer resides in a register it can thus be used without any performance overhead. PARTS creates PACs for pointers immediately before store in the same manner, save for the pacda instruction.

```assembly
ldr dPtr, [SP, #0] ; load dPtr
movTypeId Xd, #type_id ; ① get id
autda dPtr, Xd ; ② authenticate ; dPtr is directly usable
```

Listing 4: PARTS immediately authenticates data pointers loaded from writable memory. This is done by first loading the `type_id` (①) and then verifying the PAC (②).

#### 7. Evaluation

We develop our Proof-of-Concept implementation of PARTS on the ARMv8-A Base Platform Fixed Virtual Platform (FVP), based on Fast Models 11.4, which supports version 8.0 to 8.4 of the ARMv8-A architecture [4]. At the time of writing, the only PA-capable hardware is the Apple A12 and S4 SoCs featuring ARMv8.3-A CPUs [2]. However, these proprietary SoCs are, to the best of our knowledge, not available in development versions outside Apple. The FVP provides a software simulation of an ARMv8.3-A processor in AArch64 mode, and is, to the best of our knowledge, the only publicly available environment with ARMv8-A PA support.

#### 7.1 ARMv8.3 Emulation and Software Stack

We use GNU/Linux with a 4.14 kernel, modified to support PA. We modified the bootloader and kernel to activate ARMv8-A PA, and allow key configuration during kernel scheduling at Exception Level 1 (EL1 in Figure 4). Our kernel modifications are based on Mark Rutland’s 2018 PA patches [3].

PA keys for each task are stored in a process-specific `mm_context_t` structure (in the process’ memory descriptor in the kernel) which contains architecture-specific data related to the process address space. Threads within the same process have a common memory descriptor, and thus share the same PA keys. The scheduler will configure the PA key registers using the keys in the process’ memory descriptor whenever a task is scheduled to run. When a new child process is forked, the parent’s keys are duplicated to the child’s memory descriptor. However, when a new executable file is executed in the context of an existing process, the kernel initializes a new set of PA keys using `get_random_bytes()`.

In other words, each new process receives a new set of PA keys which remain unchanged thereafter.

#### 7.2 Security Evaluation

##### 7.2.1 Return address signing

Return address signing in both GCC [31], and PARTS prevents an attacker from introducing forged return addresses to the program stack. Compared to GCC, PARTS augments the PA modifier used for return address signing by combining a function-specific identifier with the SP value [R1]. As a result, PARTS return address signing precludes the possibility of reuse of the return address between different functions, irrespective of SP value collisions. It remains susceptible to pointer reuse between distinct invocations of the same function from call sites with same SP values [R2].

##### 7.2.2 Forward-edge code pointer signing

As with PARTS return address signing, forward-edge code pointer signing prevents an attacker from using forged code pointers injected into program memory [R1]. This prevents a large class of attacks (e.g., typical ROP/JOP gadgets) that rely on redirecting the control flow to code in the middle of functions, i.e., addresses that never were valid targets of benign control-flow transfers.
PARTS restricts forward-edge code pointer reuse by enforcing run-time type safety for signed pointers \(R2\). Under this scheme, pointers used in a pointer reuse attack must share the same type-\(\text{id}\) (i.e., have a matching type on the LLVM IR level). This prevents large classes of function-reuse attacks. The solution is compatible with common programming patterns involving function pointers \(R3\), such as callbacks, but allows reuse between code pointers to functions with identical type signatures.

### 7.2.3 Data pointer signing

PARTS data pointer signing protects all data pointers and prevents an attacker from loading a forged data pointer to program memory \(R1\). This prevents all non-control data attacks that rely on corrupting data pointers to unintended parts of of memory. This class of attacks includes all currently known DOP attacks \([16]\).

PARTS restricts data pointer reuse by enforcing run-time type safety also for data pointers \(R2\). Reuse attacks would be more useful to an attacker if they could substitute a vulnerable pointer with one referencing an object of different size or type. Therefore restricting pointer substitution based on the pointer’s type restricts the attacker’s capability to cause unintended data flows within the program. However, pointer conversions are a challenge for data pointer integrity. As discussed in Section \[5, Section 3\] PARTS accommodates data pointers that are cast from type \(A\) to an incompatible type \(B\) by writing the converted pointer using the type-\(\text{id}\) of \(B\). This may expand the effective set of reusable pointers under our threat model; the attacker can record pointers of type \(A\) and reuse them at PAC conversion site \(A \rightarrow B\), thereby obtaining a pointer of type \(B\) to an object of type \(A\). This converted pointer can then be used at de-reference sites that require pointers of type \(B\). If the program also includes a conversion from \(B\) to \(A\) this makes both types interchangeable.

PARTS data pointer integrity does not guarantee spatial safety of pointer accesses to data objects, nor does it address the temporal safety (e.g., prevent use-after-free conditions). ARMv8-A PA does not provide facilities to directly address these challenges. We discuss orthogonal schemes that can be used in combination with PARTS to provide spatial and temporal safety guarantees in Section \[6\].

### 7.2.4 PAC entropy

As explained in Section \[3\] the PAC size \(b\) is a concern for any PA-based scheme. On typical AArch64 Linux systems, \(b\) is between 16 and 24. To succeed with probability \(p\), a PAC guessing attack requires \(\frac{\log(1-p)}{\log(1-2^{-b})}\) guesses on the assumption that a PAC comparison failure leads to program termination. On our simulator setup where \(b = 16\), achieving a 50%-likelihood for a correct guess requires 45425 attempts.

Note that ROP/DOP attacks require an environment where a set of jumps (gadgets) can be set up, each requiring a separate PAC to be broken. Consequently, success probability of a complete attack will decrease exponentially with the number of jumps necessary.

Pre-forked or multithreaded programs will share the same PA key between the parent and all sibling threads/processes. This could allow an attacker to brute force a PAC by targeting a sibling, if PAC failure on a sibling does not result in the termination (and hence PA key reset) of all threads/processes sharing the same PAC key. In this scenario, \(2^{b-1}\) guesses on average are enough to guess a \(b\)-bit PAC \((32768\) guesses for \(b = 16\)). Multithreaded / pre-forking applications could be hardened against guessing attacks by requiring a full application restart if the number of unexpected terminations of child threads/processes exceeds a pre-defined threshold.

### 7.3 Performance Evaluation

The FVP processor, peripheral models, and micro-architectural fabric is simplified. Consequently, timing on the FVP model differs from actual hardware. The ARM Fast Models documentation states that "all instructions execute in one processor master clock cycle". We confirm this behavior for PA instructions in the FVP by using microbenchmarks that allow PA instructions to be timed in isolation. As a result, we cannot use the FVP to estimate the expected runtime overhead of PARTS. Instead, we estimate the execution time of PA instructions and develop a PA-analogue that emulates the run-time cost of PA instructions (Section \[7.3.1\]). We then run large-scale benchmarks on real (non-PA) hardware using our PA-analogue (Section \[7.3.2\]).

#### 7.3.1 PA-analogue

From \[5, Table 8\] we can deduce that on a \((1.2\text{GHz})\) mobile core, the PAC is computable with an approximate overhead of 4 cycles, without accounting for the potential speed benefits of opportunistic pipelining or the inclusion of several parallel PAC computing engines per core. For simplicity, we assume equal cycle counts for all PA instructions. Based on this assumption we construct a PA-analogue (Listing \[5\]) as a proxy to measure overhead of PA instrumentation on non-PA CPUs: it consists of four exclusive-or (eor) operations to account for the 4 cycles. The final eor operates on the modifier and SP to enforce a memory read/write dependency, thus preventing the CPU pipeline from arbitrarily delaying the operations. We have confirmed that our PA-analogue exhibits the expected overhead using our microbenchmarks.
Because return address signing only affects the call site, although indirect calls are underrepresented in the SPEC CPU2006 suite of benchmarks. This is expected because the estimated performance overhead per indirect function call is reasonable under the assumed QARMA performance.

Data pointer integrity depends largely on the memory profile of the instrumented program. For instance, the floating point emulation test extensively handles data pointers, resulting in a 39.5% overhead. In contrast, the Fourier and neural network benchmarks contain no data pointers and thus incur no discernible overhead. The geometric mean of the overhead of the combined instrumentation for all tests is 19.5%.

**8 Related Work**

**Code-pointer integrity (CPI)** [21] protects access to code pointers — and data pointers that may point to code pointers — by storing them in a disjoint area of memory; the SafeStack [11]. The SafeStack itself must be protected from unauthorized access. Randomizing the location of the SafeStack is efficient [20], but easily defeated by an attacker who can read arbitrary memory. Stronger protection of the SafeStack using hardware-enforced isolation or software-isolation incurs an average performance overhead of 8.4% or 13.8% in SPEC CPU2006 benchmarks.

**Protecting pointers using cryptography.** Prior cryptographic defenses against run-time attacks generally assume the attacker cannot read memory. **PointGuard** [12] instruments a program to apply a secret XOR mask to all pointer values. This prevents an attacker from reliably forging pointer values without knowledge of the mask. **Data randomization** [11] extends data masking to cover all data in memory. It uses static points-to analysis and distinct masks to partition memory accesses in separate classes. Neither

---

**Listing 5: PA-analogue simulating PA instructions**

eor Xptr, Xptr, #0x2 ; spend _cycles_
eor Xptr, Xptr, #0x3 ; to _approximate_
eor Xptr, Xptr, #0x5 ; PA _instruction_
eor Xptr, Xptr, Xmod ; _overhead_

http://www.math.utah.edu/~mayer/linux/bmark.html
http://www.math.utah.edu/~mayer/linux/byte/bdoc.pdf
https://www.spec.org/cpu2017/
https://www.spec.org/cpu2006/

---

**7.3.2 nbench-byte benchmarks**

For our performance evaluation we use the Linux nbench-byte 2.2.3 synthetic benchmark [9] designed to measure CPU and memory subsystem performance, providing a reasonable prediction of real-world system performance [9]. We follow work such as [6] [10] [22] [33] [37] [10] and use nbench rather than the SPEC CPU standardized applications benchmarks for our evaluation, as nbench allows us verify the functionality of PARTS instrumentation with manageable simulation times on the FVP. The current version of the SPEC CPU benchmark suite, SPEC CPU2017 [9] has replaced many tests in the previous, now retired SPEC CPU2006 [7] with significantly larger and more complex workloads (up to ~10X higher dynamic instruction counts). As a result, the SPEC simulation times on the FVP proved to be unmanageable; for example, running individual SPEC benchmarks take hours to complete on the FVP. This is a challenge for both researchers and industry practitioners who rely on hardware simulation for evaluation [30]. We report our results for a subset of SPEC CPU2017 tests in Appendix A.

The nbench benchmarks include 10 different tests. We adopt the same methodology as Brasset al. [6] and run each test a constant number of iterations for the following cases: a) uninstrumented baseline b) each PARTS scheme (return address signing, forward-edge code pointer integrity, and data pointer integrity) enabled individually, and c) all schemes enabled simultaneously. Compiler optimizations were disabled for all tests. The tests were performed on a 96boards Kirin 620 HiKey (LeMaker version) with an ARMv8-A Cortex A53 Octa-core CPU (1.2GHz) / 2GB LPDDR3 SDRAM (800MHz) / 8GB eMMC, running the Linux kernel v4.18.0 and BusyBox v1.29.2. Figure 5 shows the results, normalized to the baseline. A more detailed description can be found in Appendix A.

Return address signing incurs a negligible overhead of less than 0.5%. This is expected because the estimated performance overhead of 12 to 16 cycles is typically small compared to the full execution time of the instrumented function. The same holds for indirect calls (6-8 cycle overhead at the call site), although indirect calls are underrepresented in nbench-byte. However, our microbenchmarks for the code pointer integrity instrumentation indicate that a 6 to 8 cycle overhead per indirect function call is reasonable under the assumed QARMA performance.

Data pointer integrity depends largely on the memory profile of the instrumented program. For instance, the floating point emulation test extensively handles data pointers, resulting in a 39.5% overhead. In contrast, the Fourier and neural network benchmarks contain no data pointers and thus incur no discernible overhead. The geometric mean of the overhead of the combined instrumentation for all tests is 19.5%.

---

**7.4 Compatibility Evaluation**

Based on our evaluation, PARTS is compatible with standard C code [R3]. Because return address signing only affects the instrumented function, it can be safely applied without interfering with the operation of other parts of programs, or uninstrumented code.

PARTS forward-edge code pointer integrity and data pointer integrity can be safely applied to complete code bases. However, if PARTS is applied only to a partial code base, the instrumented code interfacing with non-instrumented (legacy) libraries requires special consideration. In particular pointers used by both instrumented and uninstrumented code cannot be passed directly between them. We discuss solutions for backwards compatibility with legacy libraries in Section 10.

We encountered no compatibility issues with PARTS during our performance evaluation with nbench (Section 7.3).
ARM recently announced support for memory tagging in the M7 architectures.

Various hardware-assisted defenses are described in research literature [15, 42, 41, 14, 38, 40, 28, 32]. The majority of such defenses have only been realized as soft microprocessor prototypes on FPGAs. Here we describe mechanisms available in commercial off-the-shelf processor architectures.

**Hardware-assisted mechanisms.** Various hardware-assisted defenses are described in research literature [15, 42, 41, 14, 38, 40, 28, 32]. The majority of such defenses have only been realized as soft microprocessor prototypes on FPGAs. Here we describe mechanisms available in commercial off-the-shelf processor architectures.

Only a few commercial processors, such as the SPARC ADI and the upcoming ARMv8.5-A architecture[10], support tagged memory, which can be used to realize variety of security models (including pointer integrity). ARM recently announced support for memory tagging in the ARMv8.5-A architecture.[https://community.arm.com/processors/b/blog/posts/arm-a-profile-architecture-2016-developments-armv85a]

Similar to ARMv8-A PA, Cryptographic CFI (CCFI) [25] uses MACs to protect control-flow data, such as return addresses, function pointers, and vtable pointers. Like PARTS, CCFI uses a function’s type signature to separate function pointers to distinct protection domains, but does not protect function pointers embedded in C structures. Unlike PA, CCFI only benefits from hardware-accelerated AES for speeding up MAC, resulting in a high performance overhead (52% overhead on average in SPEC CPU2006 benchmarks).

In contrast, PARTS also benefits from hardware-accelerated checks by using ARMv8-A PA instructions, protects both code and data pointers, including pointers embedded in C structures.

**Figure 5: nbench benchmark results**

PointGuard nor data randomization remain effective under our threat model.

Similarly to ARMv8-A PA, Cryptographic CFI (CCFI) [25] uses MACs to protect control-flow data, such as return addresses, function pointers, and vtable pointers. Like PARTS, CCFI uses a function’s type signature to separate function pointers to distinct protection domains, but does not protect function pointers embedded in C structures. Unlike PA, CCFI only benefits from hardware-accelerated AES for speeding up MAC, resulting in a high performance overhead (52% overhead on average in SPEC CPU2006 benchmarks).

In contrast, PARTS also benefits from hardware-accelerated checks by using ARMv8-A PA instructions, protects both code and data pointers, including pointers embedded in C structures.

**Hardware-assisted mechanisms.** Various hardware-assisted defenses are described in research literature [15, 42, 41, 14, 38, 40, 28, 32]. The majority of such defenses have only been realized as soft microprocessor prototypes on FPGAs. Here we describe mechanisms available in commercial off-the-shelf processor architectures.

Only a few commercial processors, such as the SPARC ADI and the upcoming ARMv8.5-A architecture[10], support tagged memory, which can be used to realize variety of security models (including pointer integrity). ARM recently announced support for memory tagging in the ARMv8.5-A architecture[https://community.arm.com/processors/b/blog/posts/arm-a-profile-architecture-2016-developments-armv85a]. It enforces that all accesses to memory must be made via a pointer with the correct tag. Pointer tags use the existing address tagging feature in the ARM ISA that partly overlaps with the bits used to store PA PACs, meaning that enabling both features simultaneously reduces the available PAC size by eight bits.

Hardware-assisted memory tagging is designed primarily as a statistical debug aid against use-after-free and other temporal memory errors. Hardware-Assisted AddressSanitizer (HWASAN) is a AArch64-specific compiler-based tool that builds upon AddressSanitizer (ASAN) — a memory-error detector popular for vetting memory safety bugs during software testing. ASAN can detect both spatial and temporal memory errors. HWASAN can leverage hardware-tagged memory, such as SPARC ADI and the upcoming ARMv8.5-A to reduce the performance overhead associated with managing tagged memory checks in software. ASAN / HWASAN are complementary to PARTS, as they provide spatial and temporal safety for data accesses via pointers.

**Intel Memory Protection Extensions (MPX)** is a hardware feature for detecting spatial memory errors that debuted in the Intel Skylake microarchitecture. MPX is similar to the software-based SoftBound [27] and its hardware-based predecessor [15]. Although Intel MPX is a hardware-assisted approach specifically designed to provide spatial memory safety guarantees, it is not faster than software-based approaches [29]. It can cause up to 4x slowdown in the worst case.

[10] https://community.arm.com/processors/b/blog/posts/arm-a-profile-architecture-2016-developments-armv85a
Control-flow integrity. Carlini et al. [8] define fully-precise static CFI as follows: “An indirect control-flow transfer along some edge is allowed only if there exists a non-malicious trace that follows that edge.” In other words, fully-precise static CFI enforces that execution follows a CFG that contains an edge if and only if that edge is exercised by intended program behavior. Fully-precise static CFI is thus the most restrictive stateless policy possible without breaking intended functionality. To date, there exist no implementation of fully-precise CFI; all practical implementations are limited by the precision of CFGs obtained through static control analysis.

Carlini et al. further show that all stateless CFI schemes, including fully-precise static CFI, are vulnerable to control-flow bending; attacks where each control-flow transfer is within a valid CFG, but where the program execution trace conforms to no feasible benign execution trace. For instance, in a stateless policy such as fully-precise static CFI, the best possible policy for return instructions (i.e., backward edges in the CFG) is to allow return instructions within a function F to target any instruction that follows a call to F. In other words, fully-precise static CFI checks if a given control-flow transfer conforms to any of the known control-flow transfers from the current position in the CFG, and does not distinguish between different paths in the CFG that lead to a given control-flow transfer. For this reason CFI is typically augmented with a shadow call stack [1,13] to enforce integrity of return addresses stored on the call stack. We compare PARTS to CFI solutions in Section 9.2.

9 Comparison with other integrity policies

9.1 Fully precise pointer integrity

As discussed in Section 4.1 Pointer Integrity can be loosely defined as a policy ensuring that the value of a pointer at the time of use (dereference or call) corresponds to the value of the pointer when it was created. In this section, we provide a more rigorous definition of Pointer Integrity.

We define fully-precise pointer integrity as follows: A pointer dereference is allowed if and only if the pointer is based on its target object. We adopt Kuznetsov et al.’s [21] definition of “based on” and say a pointer P is based on a target object X if, and only if, P is obtained at run-time by “(i) allocating X on the heap, (ii) explicitly taking the address of X, if X is allocated statically, such as a local or global variable, or is a control-flow target (including return locations, whose addresses are implicitly taken and stored on the stack when calling a function), (iii) taking the address of a sub-object y of X (e.g., a field in the struct X), or (iv) computing a pointer expression (e.g., pointer arithmetic, array indexing, or simply copying a pointer) involving operands that are either themselves based on object X or are not pointers.”

Kuznetsov et al’s CPI [21] (Section 9) provides fully precise integrity guarantees for code pointers by ensuring that accesses to sensitive pointers are safe (sensitive pointers are code pointers and pointers that may later be used to access sensitive pointers). However, CPI requires dedicated, integrity-protected storage for sensitive pointers.

As discussed in Section 7.2 PARTS, and PA solutions in general, achieve an approximation of fully-precise pointer integrity. In particular, PARTS allows the substitution of a pointer P by another pointer P’ based on object X, if P and P’ share the PA modifier. In other words, when PA modifiers are unique to each protected pointer value, PA provides fully-precise pointer integrity. However, ensuring the uniqueness of PA modifiers is not possible in practice due to the following reasons: 1) program semantics may require a set of pointers to be substitutable with each other (e.g., pointers to callback functions) 2) the choice of allowed pointers may depend on run-time properties (e.g., which callback function was registered earlier). In these cases, a unique modifier must be determined at run-time. Fully-precise pointer integrity does not imply memory safety. In the case of PA, if the modifier is determined at run-time and stored in memory, the PA modifier itself may become a target for an attacker wishing to undermine the integrity policy. To avoid this, modifier values must be derived in a way which leaves the value outside the control of the attacker, e.g., stored in a dedicated hardware register, or read-only program memory.

9.2 Fully-precise static CFI

In contrast to stateless CFI, which allows control-flow transitions present in its CFG regardless of the origin of the code pointer value, PA-based solutions (including PARTS) can preclude forged pointer values from outside the process. The policy that prevents pointer reuse can suffer from limitations similar to those present stateless CFI.

PARTS return address signing provides strong guarantees even when subjected to pointer reuse. In contrast, a stateless CFI policy allows a function to return to any of its call sites. As such, static CFI cannot prevent injection of pointers that are within the expected CFG, i.e., control-flow bending attacks. PARTS additionally requires matching SP values, and that the reused return address originates from a prior function invocation of the same function within the same process for an attack to succeed.

PARTS forward-edge code pointer integrity provides similar guarantees (under reuse attacks) as LLVM’s type-based protection (when subjected to any forged pointer). In both
cases, attacks are limited to using pointers of the correct dy-
namic type. PARTS in addition requires that the injected
pointer originates from the victim process.
While shadow-stacks protected through randomization
can be implemented with minimal performance overhead,
our adversary model precludes this approach. Furthermore,
software-isolated shadow stack solutions impose impracti-
cal performance overheads, and ARM processors do not cur-
rently provide direct hardware support for shadow stacks.

10 Conclusion and Future Work
We plan to extend PARTS protection architecture to other
protection domains like the OS kernel, or hypervisor. The
only significant change for PARTS architecture is to arrange
for key configuration for both kernel and EL0 PARTS to be
trapped (and managed) on a higher exception level (EL2,3).
We are further looking at adding C++ support PARTS. While
we do not expect any fundamental problems, some C++ spe-
cific features, such as inheritance, cannot be directly handled
by our current instrumentation strategy.
Authenticated pointers with PACs cannot be used by
legacy code (Section 2.2) while PARTS-instrumented code
will trap if pointers without PACs are used. For legacy and
PARTS code to interact, we can use wrappers that manipulate
function arguments and return values by embedding/strip-
ing PACs. For shared pointers or complex data structures,
annotations can disable authentication of selected pointers,
allowing programmers to manually adjust pointer conversion
to and from legacy code.
Currently, the PARTS compiler assumes shared libraries to
be uninstrumented. Instrumented shared libraries must deal
with PACs for statically allocated pointers after linking, and
thus require changes to the dynamic linker.
Pointer integrity does not imply full memory safety (Sec-
tion 9.1). Although ARMv8-A PA does not support bounds
checking for pointer accesses with authenticated pointers, it
has a general-purpose instruction, pacga, for producing and
validating PACs computed over the contents of two 64-bit
registers. This can be used to build authenticated canaries to
test buffer overflow attacks, or to validate the integrity
(freshness) of atomic data, such as integer or counter values.
In principle, pacga instructions can even be chained to vali-
date arbitrary-sized blocks of data.
Finally, effective ways of complementing PA with other
emerging memory safety mechanisms like the forthcoming
support for memory tagging in ARMv8.5-A is an important
line of future work.
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A nbench experimental setup

The nbench benchmarks employs dynamic workload adjustment to allow the tests to expand or contract depending on the capabilities of the system under test. To achieve this, nbench employs timestamping to ensure that a test run exceeds a pre-determined minimum execution time. If a test run finishes before the minimum execution time has been reached, the test dynamically adjusts its workload, and tries again. For example, the Numeric Sort test will construct an array filled with random numbers, measure the time taken to sort the array. If the time is less than the pre-determined minimum time, the test will build two arrays, and try again. If sorting two arrays takes less time than the pre-determined minimum, the process repeats with more arrays.

Since we want to determine the relative overhead in execution time caused by our instrumentation, we employ the methodology described by Brasser et al. [6] and modify nbench to instead run each test a constant number of iterations. The number of iterations was determined individually for each test based on the iteration counts determined by a unmodified nbench run on the FVP. We then instrument the nbench benchmarks using our PA-analogue (Section 7.3.1) and measure the relative execution time between non-instrumented and instrumented nbench tests on the HiKey development platform using the BusyBox time utility.

Each individual benchmark test was run 200 times using the pre-determined number of iterations. Figure 5a in Section 7.3.2 shows instrumentation overhead for individual tests in relation to the uninstrumented test run. Table 3 shows the numeric overhead ratio for each individual test. Because the nbench benchmarks are designed to measure performance in a manner which is operating system agnostic, they are written in ANSI C and only execute in a single thread. We therefore only consider user time when measuring the overhead of the instrumentation, and exclude context switches and system calls.

The run-time overhead of PARTS is dependent on specific run-time events, such as the number of function invocations in the case of return address signing. Figure 5b in Section 7.3.2 shows the order of magnitude of instrumented run-time events in the nbench tests. We also report the user mode run-time for uninstrumented nbench tests, the number of iterations of each individual test, and number of instrumented run-time events in Table 4.

B SPEC CPU2017 experimental setup

Due to unmanageable simulation times in the FVP simulator we have verified the correctness of PARTS instrumentation only on a subset of SPEC CPU2017 benchmarks. Specifically, we chose the 505.mcf_r and 519.lbm_r benchmarks from the SPECrate 2017 integer and floating point suites, because these were the smallest C benchmarks in terms of lines of code. The benchmarks were compiled using SPEC runcpu, with a AArch64-specific configuration specifying whole-program-llvm[1] with our PARTS-enabled LLVM, as the compiler. We then extracted the bitcode — created by whole-program-llvm during compilation — and used it to instrument and compile the binaries we used for evaluation: one uninstrumented, one instrumented with PA instructions, and one instrumented with our PA-analogue. We enabled both return address and forward-edge code pointer signing for the instrumented binaries.

We run the PARTS-instrumented binaries on the FVP simulator to confirm correct functionality. The simulation time for the tested benchmarks was between 12 and 48 hours. Performance benchmarks, for baseline and PA-enabled binaries, were run on the HiKey devices, using the same setup as our nbench evaluation. The results are shown in Table 2 and are based on five runs of each benchmark. In 505.mcf_r we observed overheads consistent with our results from nbench. We observed no discernible overhead in 519.lbm_r. We attributed this to the following properties of 519.lbm_r: (a) it does not exhibit forward-edge code pointers, and (b) it has few non-leaf function calls in relation to the arithmetic computation performed part of the benchmark.

Table 2: Overhead as ratio and standard deviation (σ) for return address signing and (forward-edge) code pointer signing for 505.mcf_r and 519.lbm_r SPEC benchmarks.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Uninstrumented ratio</th>
<th>σ</th>
<th>ret. addr. sign. + code ptr. integrity ratio</th>
<th>σ</th>
</tr>
</thead>
<tbody>
<tr>
<td>505.mcf_r</td>
<td>1</td>
<td>0.004</td>
<td>1.005</td>
<td>0.004</td>
</tr>
<tr>
<td>519.lbm_r</td>
<td>1</td>
<td>0.000</td>
<td>1.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>

[1]https://github.com/travitch/whole-program-llvm


Table 3: Overhead as ratio and standard deviation (σ) for nbench tests reported separately for uninstrumented, return address signing, (forward-edge) code pointer signing, data pointer signing and all instrumentation enabled.

<table>
<thead>
<tr>
<th>Test</th>
<th>Uninstrumented</th>
<th>PARTS</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>ret. addr. sign</td>
<td>code ptr. signing</td>
<td>data ptr. signing</td>
<td>all enabled</td>
<td></td>
</tr>
<tr>
<td></td>
<td>ratio</td>
<td>σ</td>
<td>ratio</td>
<td>σ</td>
<td>ratio</td>
<td>σ</td>
</tr>
<tr>
<td>Numeric sort</td>
<td>1</td>
<td>0.002</td>
<td>1</td>
<td>0.003</td>
<td>1</td>
<td>0.003</td>
</tr>
<tr>
<td>String sort</td>
<td>1</td>
<td>0.002</td>
<td>1.01</td>
<td>0.002</td>
<td>1</td>
<td>0.002</td>
</tr>
<tr>
<td>Bitfield</td>
<td>1</td>
<td>0.002</td>
<td>1</td>
<td>0.002</td>
<td>1</td>
<td>0.002</td>
</tr>
<tr>
<td>FP emulation</td>
<td>1</td>
<td>0.001</td>
<td>1</td>
<td>0.001</td>
<td>1</td>
<td>0.001</td>
</tr>
<tr>
<td>Fourier</td>
<td>1</td>
<td>0.002</td>
<td>1.027</td>
<td>0.004</td>
<td>0.999</td>
<td>0.003</td>
</tr>
<tr>
<td>Assignment</td>
<td>1</td>
<td>0.001</td>
<td>1</td>
<td>0.002</td>
<td>1</td>
<td>0.002</td>
</tr>
<tr>
<td>Idea</td>
<td>1</td>
<td>0.001</td>
<td>1.004</td>
<td>0.002</td>
<td>1</td>
<td>0.002</td>
</tr>
<tr>
<td>Huffman</td>
<td>1</td>
<td>0.001</td>
<td>0.999</td>
<td>0.001</td>
<td>0.999</td>
<td>0.001</td>
</tr>
<tr>
<td>Neural net</td>
<td>1</td>
<td>0.001</td>
<td>1.002</td>
<td>0.002</td>
<td>1</td>
<td>0.002</td>
</tr>
<tr>
<td>Lu decomposition</td>
<td>1</td>
<td>0.001</td>
<td>1</td>
<td>0.002</td>
<td>1</td>
<td>0.002</td>
</tr>
<tr>
<td><strong>Geometric average</strong></td>
<td>1</td>
<td>-</td>
<td>1.004</td>
<td>-</td>
<td>1.000</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 4: User mode run-time (utime) and standard deviation (σ) in seconds for uninstrumented nbench tests, the pre-determined number of iterations for each individual test, and the number of run-time events that are affected by instrumentation. Non-leaf calls correspond to function invocations protected by return address signing. Leaf calls correspond to function invocations which do no store the value of LR in memory, and thus can be left uninstrumented. Instruction pointers created and indirect calls are instrumented by (forward-edge) code pointer signing, and data pointer loads / stores correspond to events where data pointer instrumentation is active.

<table>
<thead>
<tr>
<th>Test</th>
<th>Baseline</th>
<th>Instrumented events</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>utime</td>
<td>σ</td>
</tr>
<tr>
<td>Numeric sort</td>
<td>3.573</td>
<td>0.007</td>
</tr>
<tr>
<td>String sort</td>
<td>2.971</td>
<td>0.005</td>
</tr>
<tr>
<td>Bitfield</td>
<td>2.687</td>
<td>0.004</td>
</tr>
<tr>
<td>FP emulation</td>
<td>5.862</td>
<td>0.004</td>
</tr>
<tr>
<td>Fourier</td>
<td>2.693</td>
<td>0.005</td>
</tr>
<tr>
<td>Assignment</td>
<td>4.414</td>
<td>0.005</td>
</tr>
<tr>
<td>Idea</td>
<td>2.808</td>
<td>0.004</td>
</tr>
<tr>
<td>Huffman</td>
<td>4.212</td>
<td>0.005</td>
</tr>
<tr>
<td>Neural net</td>
<td>5.477</td>
<td>0.007</td>
</tr>
<tr>
<td>Lu decomposition</td>
<td>3.596</td>
<td>0.005</td>
</tr>
</tbody>
</table>
C ARMv8-A PA Instructions

Table 5: List of PA instructions referred to in the main paper [3]. *PA Key* indicates the PA key the instruction uses. *Addr.* indicates the source of the address to be signed/authenticated (*Xd* indicates that the address is specified using a general purpose register). *Mod.* indicates the modifier used by the instruction (*Xm* indicates that the modifier is specified by a general purpose register.) The *backwards-compatible* column indicates if the instruction encoding resides in the NOP space for pre-existing ARMv8-A processors.

<table>
<thead>
<tr>
<th>Instruction</th>
<th>Mnemonic</th>
<th>PA Key</th>
<th>Addr.</th>
<th>Gen-</th>
<th>Mod.</th>
<th>Backwards-compatible</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>A</td>
<td>B</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>BASIC POINTER AUTHENTICATION INSTRUCTIONS</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Add PAC to instr. addr.</td>
<td>paciasp</td>
<td>✓</td>
<td></td>
<td>LR</td>
<td>SP</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>pacia</td>
<td>✓</td>
<td></td>
<td>Xd</td>
<td>XM</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>pacibsp</td>
<td>✓</td>
<td></td>
<td>LR</td>
<td>SP</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>pacib</td>
<td>✓</td>
<td></td>
<td>Xd</td>
<td>XM</td>
<td>✓</td>
</tr>
<tr>
<td>Add PAC to data addr.</td>
<td>pacda</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>Xd</td>
<td>Xm</td>
</tr>
<tr>
<td></td>
<td>pacdb</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>Xd</td>
<td>Xm</td>
</tr>
<tr>
<td>Calculate generic MAC</td>
<td>pacga</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Authenticate instr. addr.</td>
<td>autiasp</td>
<td>✓</td>
<td></td>
<td>LR</td>
<td>SP</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>autia</td>
<td>✓</td>
<td></td>
<td>Xd</td>
<td>Xm</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>autibsp</td>
<td>✓</td>
<td></td>
<td>LR</td>
<td>SP</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>autib</td>
<td>✓</td>
<td></td>
<td>Xd</td>
<td>XM</td>
<td>✓</td>
</tr>
<tr>
<td>Authenticate data addr.</td>
<td>autda</td>
<td>✓</td>
<td>✓</td>
<td>Xd</td>
<td>Xm</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>autdb</td>
<td>✓</td>
<td>✓</td>
<td>Xd</td>
<td>Xm</td>
<td>✓</td>
</tr>
<tr>
<td><strong>COMBINED POINTER AUTHENTICATION INSTRUCTIONS</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Authenticate instr. addr. and return</td>
<td>retaa</td>
<td>✓</td>
<td>✓</td>
<td>LR</td>
<td>SP</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>retab</td>
<td>✓</td>
<td>✓</td>
<td>LR</td>
<td>SP</td>
<td>✓</td>
</tr>
<tr>
<td>Authenticate instr. addr. and branch</td>
<td>braa</td>
<td>✓</td>
<td>✓</td>
<td>Xd</td>
<td>XM</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>brab</td>
<td>✓</td>
<td>✓</td>
<td>Xd</td>
<td>XM</td>
<td>✓</td>
</tr>
<tr>
<td>Authenticate instr. addr. and branch with link</td>
<td>blraa</td>
<td>✓</td>
<td>✓</td>
<td>Xd</td>
<td>XM</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>blrab</td>
<td>✓</td>
<td>✓</td>
<td>Xd</td>
<td>XM</td>
<td>✓</td>
</tr>
<tr>
<td>Authenticate instr. addr. and exception return</td>
<td>eretaa</td>
<td>✓</td>
<td>✓</td>
<td>ELR</td>
<td>SP</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>eretab</td>
<td>✓</td>
<td>✓</td>
<td>ELR</td>
<td>SP</td>
<td>✓</td>
</tr>
<tr>
<td>Authenticate data addr. and load register</td>
<td>ldraa</td>
<td>✓</td>
<td>✓</td>
<td>Xd</td>
<td>zero</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>ldrrab</td>
<td>✓</td>
<td>✓</td>
<td>Xd</td>
<td>zero</td>
<td>✓</td>
</tr>
</tbody>
</table>