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“Privacy-preserving” analytics (PPA)

● Subset of Privacy Enhancing Technology (PET)
○ Differential privacy

○ Secure multiparty computation

○ Privacy-preserving machine learning (PPML)

○ …

● Landmark adoption—and controversy
○ Differential privacy in the 2020 U.S. Decennial 

Census (Abowd et al., 2022)—despite protests from 

stakeholders (boyd & Sarathy, 2022)

○ Google’s Privacy Sandbox to replace third party 

cookies (Goel, 2022)—while preserving targeted 

advertising (Cyphers, 2021)



PPA adoption is growing, but

● Why are organizations adopting PPA 

techniques?

● How might PPA adoption not lead to 

better privacy online?

Research questions
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➔ Grounded theory of PPA adoption

➔ Lessons from economics, sociology, 

STS, and law

Takeaways:

➔ The importance of interpretation

➔ Pathways to “privacy theater”

➔ Recommendations for practitioners 

and researchers

Our work



Our study: emergent process theory

● Method: grounded theory (Charmaz, 2014) and 

thematic analysis

● 1-hour semi-structured interviews, Sep. 2021–Jan. 

2022 & Aug. 2023

N=28 PPA practitioners

● Execs/directors (N=11), managers 

(N=4), ICs (N=13) doing research, 

engineering, product, policy, legal

● 90% U.S.-based, 55% white, 75% cis 

men, 75% straight

21 organizations

● 8 tech companies (N=13) — 6 are 

Fortune 500 (N=12)

● 5 privacy startups (N=6)

● 4 non-profits (N=5)

● 3 government agencies (N=4)

Data Open 
Coding

Focused 
Coding



Why adopt socially responsible tech?

● Reduce financial risk from legal 

penalties; maintain social license 
(e.g. Carroll, 1979; Jones, 1995; Gunningham, 

2004)

● Example: Execs adopted new 

privacy-by-design policies in 

response to changing privacy 

norms & regs (Bamberger & Mulligan, 2015)

The literature Our (emergent) process theory



Our (emergent) process theoryDriving adoption

“We’ve learned a lot from [Facebook’s privacy] 
controversies, but we continue to believe 
personalized ads and privacy can coexist… 
That’s why we’re investing in R&D of 
privacy-enhancing technologies.”

— Erin Egan, Meta Chief Privacy Officer (2020)

https://about.fb.com/news/2020/10/a-path-forward-for-privacy-and-online-advertising/


The literature Our (emergent) process theory

But, new policies do not guarantee 

changes to practice…

● Organizations may “decouple”—or 

mediate—policy from practice 
(Meyer & Rowan, 1977; Weick, 1976)

● More likely early on, or when 

adoption mostly due to external 

expectations (Bromley & Powell, 2012)

● Example: Many 

technologists/lawyers still didn’t 

consider privacy in daily work 
(Waldman, 2017)



Our (emergent) process theoryInterpreting drivers into 
designs



The literature Our (emergent) process theory

… and practice shapes expectations.

● Organizations make “educated 

guesses” about compliance (Edelman, 

1999)

● Models are endorsed & 

spread—through industry 

networks, court decisions, 

sponsored research, lobbying (e.g. 

Wilson, 1982; Edelman, 2016; Kamieniecki, 2006)



Our (emergent) process theoryLegitimating designs



The literature Our (emergent) process theory

Decoupling is harder when employees 

are moral activists (Turco, 2012).

● “Privacy champions” evangelize 

privacy in daily work (Tahaei et al., 2021).

● Moral leaders can make and 

safeguard institutional reforms 

(Solinger, 2020)...

● But they may struggle in 

metrics-oriented, move-fast 

environments (Ali et al., 2023).



Preserving privacy in “privacy-preserving” analytics

● How practitioners can help:
○ Establish best practice & defaults for communication, parameter setting early in development

○ Share design choices and privacy-relevant settings with independent experts and/or the public

○ Advocate internally—build & maintain internal privacy groups & substantive standards

○ Consider whether a given analytics practice is appropriate regardless of PPA

● How researchers can help:
○ Empirically evaluate systems after deployment

○ Consider ripple effects of adoption (e.g., encouraging more or less data collection)

○ Develop for PPA tasks that shift power to users—e.g., privacy-preserving auditing (Xu & Zhang, 2021)

● How policymakers can help:
○ Deeper investigation before affirming PPA practices; avoid blanket endorsements (see e.g. Edelman, 2016)

○ Require disclosure of key design details, or access for independent PPA auditors



Thank you!
Questions? Thoughts?

Want to read the paper?

ryansteed@cmu.edu
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