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Abstract
Datacenter applications have been increasingly applying
RDMA for ultra-low latency and low CPU overhead. How-
ever, RDMA-capable NICs (RNICs) of different vendors or
different generations of the same vendor do not cooperate
well, which could cause bandwidth imbalance in the pro-
duction network and introduce new root causes of the PFC
storms. Our key observation is that although the data path
functions of heterogenous RNICs follow the same RoCEv2
specifications, their control path functions are vendor and
version specific. To this end, we propose Flor, an open
framework that provides a unified hardware data plane atop
heterogeneous RNICs and a flexible software control plane
running over host CPUs or NPU of RNICs and DPUs. The
hardware plane requires no changes to current specifications.
The software plane on-loads congestion control and reliability
management in the large-scale lossy Ethernet with no PFC
dependency. We implemented and evaluated Flor in both
testbed and production clusters over Intel E180, Mellanox CX-
4 and CX-5 and Broadcom RNICs. Experiments show that
Flor achieves comparable performance to vanilla RDMA in
many scenarios, including 1/4096 packet loss, 6000:1 incast,
and large-scale cross-pod communication. Flor mitigates the
performance gap of CX-4 and CX-5 RNICs from 24.3% to
1.3% when they are deployed together.

1 Introduction
Remote Direct Memory Access (RDMA) over Converged
Ethernet has been widely deployed in datacenters [3, 5, 11,
14, 30]. It provides low latency and high throughput for
many applications, e.g., key-value store [21, 35], distributed
transactions [8, 55], distributed memory [9, 56], remote pro-
cedure call (RPC) [20, 22, 47], storage systems [11], graph
computing [43] and machine-learning systems [29].

With the increasing deployment of RDMA, modern dat-
acenters adopted RDMA-capable NICs (RNICs) of differ-
ent generations and vendors, e.g., Mellanox ConnectX-(CX-
)4/5/6 [49,50,52], BlueField [51], Intel E810 [17], and cloud-
provider customized RNICs [10, 12, 42]. On the one hand,

adopting more than one vendor avoids vendor lock-in, i.e.,
relying on devices of a particular vendor, which is a serious
risk during global supply chain crises such as the COVID-
19 pandemic [18, 45]. On the other hand, the disaggregated
deployment of storage and computation systems separates the
back-end services from the front-end services into different
clusters, where each cluster can host different types of RNICs.

The coexistence of heterogeneous network devices in
datacenters introduces new challenges [11, 14, 25]. First,
devices may adopt different implementations of RDMA
engines. It happens among not only different vendors but
also different generations of devices of the same vendor.
We have investigated the impact of various devices in a
large-scale storage system that involves two generations of
Mellanox RNICs, which have different variants of DCQCN.
In a hybrid deployment of 16 50Gbps CX-4 and CX-5
NICs, we observed a severe bandwidth imbalance, where
the average throughput of CX-4 NICs degrades to 28Gbps
over a full-mesh traffic pattern. Furthermore, we test the
congestion control behaviors of NICs from different vendors.
Specifically, Mellanox RNICs set the same congestion control
rate for packets with the same destination IP, while Intel
E810 RNICs enforce congestion control based on flows
with the same five-tuple. In addition, Broadcom RNICs [7]
implement DCTCP [2, 6] as the congestion control algorithm,
while Intel E810 RNICs implement a window-based DCQCN
variant [19]. The different congestion control algorithms can
further amplify the bandwidth imbalance.

Second, RDMA requires Priority-based Flow Control
(PFC) to maintain a lossless network fabric. Diverse devices
increase the risk of generating PFC pause frames, which can
propagate to the whole network and cause the network to
stop forwarding traffic. In addition, the parameter tuning for
the PFC configuration is time-consuming on newly deployed
devices [25,57], which usually takes weeks or months in large-
scale networks with multiple vendors. During the long-term
operation of production networks, we have observed multiple
sources of PFC pause frame generation at both end-hosts and
switches. Specifically, we found that implementation bugs
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of switches and RNICs are one important root cause of PFC
storms [11,14]. In our datacenter, we record that the high loss
rates occur due to diverse devices abnormality, system mis-
configuration, and congestion of burst traffic in the production
system, which has also been reported in prior work [58].

To cope with these issues, we need an open and unified
framework to address the growing diversity of datacenter
devices and give users the flexibility of RDMA programming
to reduce the operational complexity of large-scale datacenter
networks. Our key insight is that the RDMA data path, in-
cluding memory semantics, needs fast and high-performance
packet processing. In contrast, the control path including
congestion control algorithms and the reliable re-transmission
mechanisms, which are RTT-based operations, is relatively
slow but needs to guarantee efficiency. This inspires us to
rethink the functions division between hardware and software
by on-loading congestion control and reliability modules to
the software plane while strengthening the data path transport
by following the standard RoCEv2 specifications [3–5] in the
high-speed hardware.

We present Flor, an open, unified framework to support
applications over heterogeneous networking devices. Flor
separates the data-path and control-path of RDMA transport
with a hardware and software co-design [24, 28, 37, 45, 52].
The data-path functions, e.g., packet processing and bulk mem-
ory transfer semantics, remain on the hardware. Flor’s data-
path follows RDMA primitives without any modifications in
hardware to maintain high performance. Flor strengthens Re-
liable Connection (RC) transport through hardware/software
co-design to overcome the low-efficient hardware-based Go-
Back-N retransmission [14]. Furthermore, we leverage Un-
reliable Connection (UC) transport [4] as the first citizen for
out-of-order demands in datacenters [42,46] as it supports the
out-of-order delivery of messages between RDMA operations
without any requirements on the hardware change. We adopt
UD as a key element to enable selective retransmission [36]
for RoCEv2 and deliver messages to the applications in an
out-of-order manner [42].

The control-path includes a load-aware dynamic chunking
module, an RDMA-semantic-compatible reliability module,
and a congestion control module. The load-aware dynamic
chunking module balances between the performance and
the software control granularity. Flor proposes a software
selective retransmission scheme by leveraging UC to process
out-of-order delivery. Flor implements an RTT-based conges-
tion control algorithm similar to Swift [26] but improves the
RTT measurement accuracy of previous work [28] by 10×
on 99th percentile and 99.9th percentile RTT. By onloading
these functions to hosts or programmable devices [40] (e.g.,
IPU core [18], DPU core [51], CPU or even GPU [1]), the
software developers have the flexibility of customizing and
generalizing these functions across heterogeneous RNICs.
For example, Flor can also adopt emerging congestion control
schemes [26, 30] and optimization of transport protocols

(e.g. Swift, HPCC) instead of waiting for months or years
of hardware upgrades.

We evaluate Flor through extensive experiments in an RPC
benchmark and real production systems. We compare Flor
with a customized RDMA library, XRDMA [32]. XRDMA
implements the RPC interfaces with vanilla RDMA primitives.
Compared to XRDMA, which suffers significant performance
loss with 1/4096 packet loss ratio with lossy RoCE ac-
celerations [53], Flor maintains steadily high throughput.
Specifically, by deploying an RTT-based congestion control
algorithm, Flor can handle 6000:1 incast with no throughput
loss at run time. Flor achieves comparable performance
as XRDMA for intra-pod communication and better per-
formance than XRDMA for inter-pod communication. Our
evaluations show that Flor reduces the bandwidth gap from
21.8% to 1.3% in the hybrid CX-4 and CX-5 deployment
clusters and mitigates the performance gaps by 220% for
RNICs of different vendors. For the production systems
running big-data applications and cloud storage service,
compared with XRDMA, Flor improves the job completion
time of a big-data application job by 10% and achieves
comparable latency and IOPS on the latency-sensitive cloud
storage service. Specifically, the process of upgrading the
existing RDMA framework, i.e., XRDMA, to Flor has little
performance impact on the running applications. Our practical
experience with Flor shows that Flor provides a non-stop and
smooth upgrade from lossless RDMA to lossy Flor.

In summary, this paper makes the following contributions:
• The interoperability of devices in RDMA networks needs

be better addressed. We study the impact of heterogeneous
RNICs in the production network.

• We revitalize the RDMA support by introducing an open
unified framework accommodating primary RNICs in the
lossy datacenter networks.

• We implement the framework and verify its effectiveness
and low software overhead in both testbed and realistic
production systems.

• As far as we know, this is the first systematic work con-
sidering the operation with heterogeneous devices, which
innovates future RDMA system design from the perspective
of service providers.

2 Background & Motivation
2.1 RDMA Preliminaries
RDMA is a hardware transport that exposes network operation
through verbs API. User-space applications initiate data
transmission requests to RNICs by posting Work Queue
Elements (WQEs) into queue pairs (QPs). After transmitting
the data, the RNICs generate Completion Queue Elements
(CQEs) into Completion Queues (CQs) as the transmit
completion signals for users. RDMA supports three transport
types: Reliable Connection (RC), Unreliable Connection
(UC), and Unreliable Datagram (UD) [4]. Correspondingly, it
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Figure 1: Throughput difference
of a Mellanox RNIC and a Broad-
com RNIC sending to an Intel
RNIC.
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Figure 2: Throughput difference
in a Mellanox-Broadcom-Intel hy-
brid deployment with a full mesh
traffic pattern.

provides two well-known primitives: SEND/RECV are two-
sided operations supported by all transports. WRITE is a one-
sided operation supported by RC and UC, but READ is only
supported by RC.

For connection-oriented services (UC and RC), QPs main-
tain Packet Sequence Number (PSN) and expected Packet
Sequence Number (ePSN), respectively, on the sender and
the receiver. RC QPs only receive packets with PSN correctly
matching ePSN and increase ePSN after successful receiving.
For RC, RNIC is responsible for retransmissions, where the
receiver RNICs send acknowledge (ACK) packets. Once a
packet is dropped, the sender must start retransmitting the
lost packet. For UC, the transport does not retry messages
with errors, and users must handle the error. Specifically, for
UC QPs, when a packet of a verb is lost, the RNICs drop the
whole verb, update ePSN, and continue to receive other verbs.
Thus, compared with RC, it is more flexible for users to deal
with out-of-order messages and potentially provide effective
upper-level RPC service through software-defined reliability.

2.2 Production Experience
We present our production experiences demonstrating the dif-
ficulties of deploying the RDMA NICs of various generations
and vendors in the same datacenter.
Interoperability of heterogeneous RNICs. We first in-
vestigate the performance gap between RNICs of different
generations belonging to the same vendor. We run IB Perftest1

in a cluster where 8 servers are equipped with CX-4 and
another 8 servers are equipped with CX-5 RNICs. Given
a full-mesh traffic pattern, i.e., all servers send requests to
each other, the throughput of CX-4 and CX-5 is 28Gbps and
41Gbps respectively. The throughput gap is 13Gbps (46.4%).

We then investigate the performance gaps among RNICs
of different vendors. As shown in Figure 1, when a Mellanox
RNIC [51] and a Broadcom RNIC [7] send traffic to an Intel
RNIC [17] simultaneously. The configurations of the RNICs
are depicted in §7.5. The Mellanox NIC gets 66Gbps, and the
Broadcom NIC gets 20Gbps (220% of the performance gap)
when each initiates one connection, i.e.. 1 QP. The Mellanox
NIC gains less bandwidth, e.g., 3Gbps, than the Broadcom

1IB Perftest is a benchmark tool for measuring the throughput and latency
of RDMA operations [13].

NIC when the number of connections increases, i.e., 64 QPs
and 512 QPs. This causes unfair bandwidth share between
applications hosted atop different RNICs. Figure 2 shows the
throughput of each NIC with a full mesh traffic test (i.e., all-
to-all traffic) among the three NICs. We stack the throughput
of each RNIC to the same receiver RNIC. For example, when
a Broadcom NIC and an Intel NIC send traffic to a Mellanox
NIC, the Broadcom NIC and the Intel NIC get the throughput
of 43Gbps and 15Gbps, respectively (left bar). We can observe
a similar performance variation when any two of the RNICs
are competing with each other.

The difference in RNICs throughput is significant and leads
to the computing tasks load imbalance on the nodes. We find
that the root cause is the congestion control implementation
difference or the congestion control algorithm difference
among these heterogeneous RNICs. After we apply a unified
congestion control algorithm, the performance gaps are
eliminated (§7.5).
Operational challenges caused by PFC storming. PFC
storm is a well-known problem [14,15,54,57] that threats the
system’s availability if the pause frames are sent to the whole
cluster [14]. RDMA systems in production adopt multiple
mechanisms to mitigate the impact of these risks, such as PFC
monitoring and watchdog, limiting the scale of PFC in a pod.

However, the PFC risk is not thoroughly eliminated and
happens repeatedly with new causes. In addition to the known
reasons of PFC storms, e.g., the slow receiver [14] and switch
hardware bug [11], we found that Machine Check Errors
(MCE) caused by memory Error Correcting Code (ECC) and
the lack of memory bandwidth can lead to the PFC storm
when we introduce new RNICs in the datacenter. When MCE
occurs on a server, RNIC receives data but can not DMA
the data to the server memory. Thus, it sends excessive PFC
pause frames to the neighbour switches and then spreads to
the network. The occurrence frequency of MEC can be up to
1% [34], which leads to operational difficulty.

The lack of memory bandwidth also leads to PFC storms
because CPUs and RNICs share the memory bandwidth on
a server. When the CPU running applications preempts too
much memory bandwidth, the memory bandwidth left for
the RNIC is less than the network bandwidth [41]. Then the
RNICs send PFC frames to prevent packet loss due to the
RNIC buffer overflow. It is difficult to guard against every
possible cause of the PFC storm. We expect to eliminate PFC
from our production system while achieving performance
compatible with a lossless network.

2.3 Motivation
These practical issues prompt us to rethink the usage of
RDMA from the perspective of service providers. We aim to
design an open and unified RDMA framework, which meets
the following objectives:
• Compatibility. The open framework needs to be backward

compatible with the legacy devices configured in the cluster.
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Figure 3: The framework of Flor

To this end, we abstract common features of available
RNICs of main vendors and simplify the design by using
the minimum set of functionalities in the hardware, e.g.,
packetization, packet processing, message assembling, etc.

• Flexibility. To meet various application requirements
and dynamic deployment of disaggregated services, the
framework should support high feature velocity. It is
programmable to realize efficient user-defined control
mechanisms like new congestion control.

• Availability. The modern large-scale datacenters are built
on Ethernet, which is a lossy network with multiple paths.
Our framework is able to mitigate the impact of lossy
Ethernet but fully utilizes the available network resources
and maintains high performance [34, 42, 46].

3 Flor Design
3.1 Design Rationale
By investigating the RNICs of primary vendors, we notice
that they follow the same RoCEv2 specifications in data-path
but develop vendor-specific (even version-specific) control-
path. Our key insight is that the RDMA data-path should
be stable by following the standard specifications. At the
same time, control-path needs to guarantee flexibility and
availability. We can onload a subset of the transport functions
to the software to provide programmability to developers. The
design rationale is
Maintaining RDMA data-path specifications in hardware
layer. RDMA data-path, including packet processing and
memory semantics, is a per-packet-based operation which is
fast and high-performance. To maintain low latency and low
CPU utilization features of RDMA, Flor places the data-path
in hardware, which covers packetization, packet processing,
message assembling, and direct memory access between
RNICs and host memory. Therefore, Flor is compatible with
primary RNICs.
Onloading control-path to software layer. The most
flexible features in the control-path are congestion control
and transmission reliability with regard to the lossy Ethernet.

The corresponding algorithms rely on the signals of packet
latency, ECN notification, Inband Network Telemetry (INT),
etc., the response interval of which can be several RTTs.
Thus, Flor can onload the relatively slow control to the
software layer by leveraging its programmability but has little
influence on system efficiency. Notably, with the development
of programmable devices, we can realize functions of control-
path in not only hosts but the NPU [18] of RNICs or
DPUs [51].

3.2 Architecture
Flor is an open, unified, high performance RDMA framework
over lossy Ethernet in large-scale datacenters. The architec-
ture is shown in Figure 3.
Data path. Since the process details of RDMA operations
on QPs are dictated in the RDMA protocol [4], utilizing
standard RDMA operations, which are supported by all
RNICs, to transfer data among heterogeneous RNICs can
achieve comparable performance. Flor takes RDMA WRITE
and SEND as the base WQEs for the data transferring and
receiving because they both support RC and UC and maintain
high performance of RDMA. Notice that RDMA READ has
a known performance issue [21] and only supports RC. Flor
uses the RDMA SEND WQEs to transfer small messages
(e.g., ≤32KB) and WRITE to transmit large messages. For
large messages, Flor needs an extra round-trip to exchange
remote memory address and buffer size with remote servers.
Note that the memory information exchange requires once
for each large message. Flor prioritizes the SEND WQEs
over large messages to avoid that head-of-line blocking to the
small messages. On top of the RDMA verbs, Flor provides
a message-based communication interface to support RPCs
favoured by most datacenter applications [20].
Control path. The control-path of Flor consists of five flexi-
ble software modules: Connection Management, Chunking,
Reliability, Congestion Control, and RTT Measurement.
• Connection Management. This module establishes and

releases connections and manages backup QPs. Data are
transmitted through QP and backup QPs, which take over
the RDMA requests in place of the malfunctioned primary
QP. The data CQs provide data completion events. The
ACK QPs and CQs are used for sending and receiving
software ACKs when using software reliability. Through
QP management, Flor can abstract these backup QPs and
present them as one QP to upper-level applications.

• Chunking. The Chunking module splits large messages into
small RDMA requests, i.e., chunk. Flor takes the chunk
as the base unit of the selective repeat algorithm and
congestion control algorithm, instead of a packet at the
traditional transport [26,57]. A chunk is sent to the network
via a WRITE or SEND Work Queue Element (WQE).

• RTT Measurement. The RTT Measurement module collects
the NIC hardware timestamp, synchronizes the hardware
and software timestamp, and then updates RTT, which is
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used as the signal of network congestion, retransmission
and link failure detection.

• Reliability. Each WQE is passed to the Reliability module,
which stores the transport information and maintains the
state for packet loss detection and RTT calculation. We
develop a software selective retransmission mechanism by
tracking every request sent to the network.

• Congestion Control. The Congestion Control module takes
the congestion signals, e.g., RTT, ECN, INT [39], and drop
events, to calculate the congestion window or sending rate
according to the congestion control algorithms. By default,
we apply an RTT-based congestion control algorithm to
eliminate the impact of complicated parameter tuning of
congestion control on diverse switches [26].

3.3 Optimization and Deployment.
The key challenge for Flor is to offer flexibility while
providing comparable performance to the vanilla RoCEv2
stack. We make the following optimizations:
• Maintaining RDMA performance using the soft-

ware/hardware co-design. The RMDA hardware solution
provides high throughput, low latency, and low CPU over-
head. To maintain these advanced properties, we adopt a
dynamic chunking mechanism to tune the size of messages
for slow control-path when tracking the software congestion
control and loss recovery. The overhead of the control-path
functions onloading to the software layer is low because
we apply large granularity of messages instead of packet
processing (§ 4).

• Enhanced UC with Selective Retransmission. The
packet loss rate in datacenters is actually low, which will
not trigger frequent re-transmission. Designing a correct
reliability mechanism while keeping the zero-copy memory
semantic is the main challenge that Flor handles. UC has
the property that RNICs can deliver the messages to the
host without waiting for the previous ones to complete.
Flor leverages this property to design a more efficient
retransmission scheme, i.e., selective retransmission [36]
without any hardware change to speed up the application
processing [42] (§ 5).

• Enhanced RC with Correctness. RC is one of the
data-path transport supported by Flor. Go-back-N, the
RC’s retransmission mechanism, is known to have low
efficiency [36]. Flor enhances the Go-back-N mechanism
by adding an additional software retransmission scheme.
We address the correctness issue introduced by the software
retransmission, where the retransmitted RDMA operators
may overwrite the memory region that has been submitted
to applications(§ 6).
Flor users can select a combination of these software

modules in different scenarios. The software congestion
control and reliability modules can be bypassed or replaced
by the hardware functionalities. Table 1 shows some recom-
mended configuration combinations for different deployment

Scenarios Chunking Reliability CC
Intra-pod, PFC-enabled No RC HW

Intra-pod, PFC- and ECN-disabled Yes RC or UC SW
Across-pod Applications Yes UC SW

CX-4/5 Hybrid Yes RC or UC SW

Table 1: Recommended choices of modules in some scenarios. CC
represents congestion control. HW indicates hardware-offloaded
modules, SW indicates software-implemented modules.

scenarios in our production. For example, in a PFC- and
ECN-disabled CX-4 cluster, Flor provides RDMA service
by enabling chunking and software congestion control
with hardware-based (RC) or software-based (UC) reliable
transport. For cross-pod applications, software-based (UC)
reliability is recommended to tolerant packet loss.

4 Dynamic Chunking
The chunking algorithm determines the granularity of RDMA
requests bursting into the network. A large chunk size may
result in a traffic burst that causes congestion and incurs
high recovery costs in case of packet loss, while a small one
leads to more CPU costs. Therefore, the key design point is
dynamically adapting chunking size according to the current
network status, which helps achieve both good performance
and fine-grained traffic control. More specifically, it tries to
adopt large chunk sizes with hardware SEND or WRITE
operations to reduce CPU cost when the loss rate is low. Once
packet loss occurs, it applies chunk-slicing and retransmission
of dropped chunks by software.

Flor uses the estimated RTT as the default feedback signal
of network status for the dynamic chunking strategy. The
estimated RTT is not only used as the feedback signal of the
dynamic chunking algorithm but also used as the congestion
control signal, as well as a timeout signal for reliability.

4.1 Accurate RTT Measurement
The accuracy of RTT measurement directly impacts the
performance of all these components. Different from the
approach [26] where measures RTT based on per-packet
timestamp, Flor measures RTT for the chunks with different
sizes. RoGUE [28] firstly devises a way of RTT measurement
for dynamic verb sizes on RNICs and utilizes the hardware
timestamp functionality of RNICs to get an accurate times-
tamp to calculate RTT. Flor takes the RoGUE’s methodology
to measure RTT for the RC transport and further improves
the RTT measurement accuracy for UC transport.

Figure 4 shows the RTT measurement method in Flor for
the UC transport. Note that leveraging hardware timestamp
to measure RTT requires synchronizing the software and
hardware clock (Appendix A.2.1). On the sender side, the
timestamps of the data WQE sending completion (T1) and
the corresponding ACK receiving completion (T4) can
be obtained from the hardware. On the receiver side, the
timestamp of the data WQE arrival (T2) is read from the
hardware and the timestamp of the corresponding ACK WQE
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posting time (T′3) is accessible through software. (T′3 - T2)
is computed in the receiver and sent back to the sender by a
subsequent ACK packet. Thus RTT can be calculated with:

RT T = (T4−T1)− (T ′3−T2). (1)
However, the measurement is not absolutely accurate as T′3 is
the post time rather than the actual send completion time of
the ACK (T3) due to the queuing of sending requests in NICs.
In addition, under a heavy load, the ACK can be delayed up
to milliseconds upon receiving by the sender software due
to the head-of-line blocking by the data WQEs and the QP
scheduling policies. As a result, on the one hand, the measured
RTT can be increased by this overhead, which inaccurately
reflects the network congestion; On the other hand, this also
prolongs the congestion feedback loop such that the sender
can not respond to the network congestion in time.

Flor uses two optimization approaches to improve RTT
measurement accuracy and shorten the feedback loop delay.
First, Flor uses a high-priority UD QP to send and receive
ACKs to avoid head-of-line blocking and scheduling delays
on RNICs. Second, Flor uses a separate completion queue for
ACKs and polls it prior to the data completion queue in each
batch. Our measurement shows that the measured tail RTT
without optimization can be up to several milliseconds due to
QP scheduling (Figure 16 in Appendix A.2.2). The overesti-
mated RTT can cause an unnecessary window decrease. Using
a separate QP and completion queue for ACKs improves the
RTT measurement accuracy by 10× on tail RTTs.

4.2 Chunking Strategy
Flor extracts the chunking algorithm as a module such that
users can specify their own chunking algorithms. Here we
present the default algorithm used by Flor. The key idea is to
dynamically reduce the chunk size when the RTT of network
gets worse and increase the chunk size when its status gets
better. We initialize the chunk size by the minimum value of
the available congestion window (acwnd) or bandwidth-delay
product (BDP) (chunk_size←min{acwnd,BDP}). Then we
update the chunk size for each RTT.

As shown in Algorithm 1, we use estimated RTT, which
reflects network queuing, as the feedback signal of chunking
in Flor. We maintain two smoothed RTTs (rtts and rttl)
with Exponentially Weighted Moving Average (EWMA)
[31] using different indexes α (the parameter that controls
the weight of new feedback). The short-term RTT rtts
demonstrates the up-to-date congestion status, while the long-
term RTT rttl indicates the common status of the connection.

Generally, we define a span of expected RTT denoted by
(βmax ∗ rttl−βmin ∗ rttl). Here βmax and βmin are configurable
parameters to identify the upper and lower bounds. (βmax ∗
rttl−rtts) indicates the position of short-term RTT in the RTT
span. The Algorithm divides the RTT span linearly, as shown
in line 4 of Algorithm 1. sizemax is the maximal chunk size
2 For example, if the rtts reduces to the lower bound of RTT

2By default, sizemax is 64KB, which is a trade-off between the CPU

span (βmin ∗rttl), it indicates that the status of network is good
and the chunk size increases to the sizemax. On the contrary, if
the rtts increases to the upper bound of RTT span (βmax ∗ rttl),
it indicates that the load of the network is high and we should
reduce the chunk size to the UNIT _SIZE.

Algorithm 1 An RTT-based Chunking Algorithm
Input: RTT rtt, available congestion window acwnd
Output: chunk_size

1: update short-term RTT rtts with rtt, αs via EWMA
2: update long-term RTT rttl with rtt, αl via EWMA
3: sizet ← sizemax ∗ ( βmax∗rttl−rtts

βmax∗rttl−βmin∗rttl
)

4: chunk_size←min{sizet ,acwnd}
5: return chunk_size

Note that the chunking module still applies to have a fine-
grained traffic control if Flor uses a rate-base congestion
control, e.g., DCQCN. To support the reliability design (§3.2),
Flor aligns the chunk_size to UNIT _SIZE (the minimal
chunk_size), i.e., chunk_size is exactly multiple times of
UNIT _SIZE. Note that to prevent deadlock of the congestion
window, the chunk_size is set to UNIT _SIZE when the
available congestion window is smaller than UNIT _SIZE.
The UNIT _SIZE can be equal to the value of the current
MTU. To mitigate the impact of packet loss, Flor adopts
different chunking mechanisms for RC or UC transport,
respectively. For RC transport, Flor directly reduces the large
chunk sizes to the minimum chunk size of one UNIT _SIZE
to reduce retransmission overhead and avoid the live lock of
retransmission. For UC transport, Flor relies on congestion
window, which will cut its size by a half upon a packet
loss. And finally, the chunk size becomes UNIT _SIZE when
continuous packet loss happens. In particular, Flor can adopt
Selective Retransmission with UC in Section 5 to reduce
chunk retransmission under high packet loss and achieve
better transmission efficiency than Go-Back-N.

5 Selective Retransmission with UC
UC transport only drops the verbs that have packets dropped
but does not drop the subsequent successfully-delivered verbs.
Thus, based on the chunking mechanism that splits RDMA
messages into varied sizes of WQEs, Flor is able to design
reliability mechanisms (sequence number, acknowledgement,
and retransmission) at the granularity of chunking WQEs.
The transmission of RDMA WRIT E operations does not need
any reordering buffer because WRIT Es are directly DMA-ed
into the host buffer. However, there are still some challenges
to implement reliability in software for one-sided RMDA
WRIT E operations:

• Challenge #1: Additional data copy. Since RDMA
WRITE writes an array of memory pieces to one continuous

efficiency to transmit large chunks and the retransmission overhead of packet
loss to transmit smaller ones.
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remote address, Any extra content added to the chunks of a
large message, including information needed by reliability
mechanisms such as sequence numbers, can break the
original message, which then incurs a memory copy at
software to assemble the scattered memory into the original
message.

• Challenge #2: Software ACK. WRITE is a one-sided
RDMA operation that bypasses the CPU of the receiver.
The receiver can not know whether a WRITE succeeds or
fails, which is one of the main issues when the one-sided
operator is used in practice. Flor uses WQEs to encode
software ACK messages as UC does not generate hardware
ACK packets. Without careful design of the ACK message,
the high frequency of the software ACK will significantly
degrade the performance.

• Challenge #3: Repetitive memory access. The retrans-
mission of RDMA WRIT E operation may cause a data
integrity issue as RNICs can write to a piece of memory
already submitted to the application.

To solve these problems, some novel designs, including
sequence number space for WRITE_WITH_IMM, software
ACKs, and two-sided retransmission, are adopted in Flor’s
reliability mechanism.
Sequence number space for WRITE_WITH_IMM. To
assemble the chunks into the original message on the
receiver without the extra data copy (Challenge #1), Flor
uses WRITE_WITH_IMM to generate signals to software for
the arrival of chunks. One feature of WRITE_WITH_IMM
is that it can carry an extra 32-bit imm_data set by the
sender. With WRITE_WITH_IMM, the receiver can detect the
arrival of RDMA verbs and receive the chunk number without
polluting the application memory. For SEND-transported
small requests, Flor adds an additional header in the payload to
carry additional information, including the sequence numbers.

However, to reassemble the initial messages from the
chunks, we need another sequence number for the chunks.
Note that chunks of a large message are also not continuous
in the sending queue since some SENDs operations (e.g.,
retransmissions and the address-exchanging messages of
WRITE) are prioritized in Flor.

Similar to QUIC [27], Flor encodes two sets of sequence
numbers into each RDMA WQE: global sequence number

and reliability sequence number. The global sequence number
is a 64-bit value, and all the RDMA WQEs have a unique
global sequence number to identify the sequence within a
QP. The reliable sequence number is used to identify the
sequence within the same type of WQEs, i.e., WRITE WQEs
and SEND WQEs have separate reliable sequence number
space. These two sequence number spaces also allow Flor
to identify the original WQEs and the retransmitted WQEs
by different global numbers such that ACK information and
the timestamp carried in ACKs are clear. The retransmission
WQEs share the same reliable sequence number with the
original WQE. More details can be found in Appendix A.1.1.
Software ACK. Flor acknowledges every WQE, but
generating an ACK for each WQE can cause high overhead
for small-message traffic (Challenge #2). Flor puts multiple
sequence numbers into one software ACK to reduce the
CPU overhead. The detailed ACK format is explained in
Appendix A.1.2. However, ACKs should be sent timely since
ACKs carry RTT and WQE numbers used in the congestion
control and reliability mechanism. Thus, Flor sets these trigger
rules for receivers to send an ACK immediately: (1) the
cumulative number of WQEs; (2) the cumulative size of
WQEs; (3) the last WQE in the congestion window signed by
a hint bit in the header or IMM_DATA field; and (4) an out-of-
order reliable sequence number, whichever reaches first. Flor
also sets a timer as a trigger because the tail of a flow or small
bursts may not have enough data to trigger the cumulative
counters.

To show the impact of different ACK triggering frequencies,
we set up an experiment with a client and a server, and
each is equipped with a CX-4 dual-port NIC. There are 8
threads and 64 QPs on each node. Figure 5 shows the IOPS
in a 128-byte request and response RPC benchmark with
different ACK triggering mechanisms. The ACK coalescing
mechanism improves ∼40% IOPS compared to a per-WQE
ACK mechanism (No coalescing in Figure 5). In addition,
among different coalescing WQE sizes and timers, the setting
of 120µs timer and cumulative counter of 32 WQEs achieves
a satisfying IOPS, which is the default configuration of Flor.
Two-sided retransmission. When the sender detects an
out-of-order delivery from an ACK or a timeout event, it
retransmits the WQEs. Flor handles the retransmissions by
SEND, since spurious retransmissions of WRITE may cause a
data integrity issue (Challenge #3). The data integrity issue
can happen when WQEs are queued in the network for a long
time, which incurs timeout retransmission at the sender. In
this case, the original WQE is received by the receiver, and
the whole message is submitted to the upper-layer application.
The application can write the content of the message as it
needs. However, the subsequent retransmitted WRITE WQE
arrives at the receiver and overwrites the memory region
that the application has already changed without informing
the CPU of the receiver. Flor retransmits WQEs by SEND
through the same QP for the lost one to avoid uncontrolled
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memory access from RNICs. In a SEND operation, the data
is written into a piece of pre-posted memory. Flor then
copies the data into its desired location if the message has
not been submitted to the application. If the retransmission
SEND arrives earlier on the receiver, the following original
WRITE_WITH_IMM will be dropped by the receiver RNIC
because its hardware packet sequence number is smaller than
the expected hardware packet sequence number, which is
updated because of the arrival of the SEND.

6 Enhance Hardware Retransmission
Flor is compatible with hardware reliability by using RC to
reduce software costs and achieve better performance. Note
that Flor supports both one-sided and two-sided RDMA oper-
ations on RC QPs. The hardware retransmission of RDMA
operations is out of the control of software congestion control.
This has potential risks of incurring network congestion since
the size of inflight data can be much larger than the software
congestion window. Flor improves the hardware reliability
by adding a software retransmission scheme. Flor sets short
retransmission retry times in RC QPs to limit the size of data
exceeding the software congestion control window.

If the retransmission fails for the retry times, the QP is
turned into error states by the RNIC hardware. Turning
the error states of the QPs into the working states takes a
long time, e.g., 5ms. Instead, Flor resubmits the uncompleted
inflight WQEs to another pre-connected QPs, called backup
QPs [28], and flips the backup QP to be the primary QP to
continue data transmission. At the same time, Flor re-connects
the original QP in the background. The inactive backup QPs
do not consume additional cache resources on RNICs and
thus have no side effect on performance [28]. Our practical
experience shows that using one retry time incurs too many
QP switches in some extreme cases e.g., large-scale incast.
By default, Flor uses two retry times and two backup QPs for
each connection. Compared to QP reconnecting, switching to
backup QPs costs less time, i.e., ∼60µs.

A racing issue occurs when QPs turn into the error state
occasionally: the sender may return a failure of a WQE
while the receiver successfully receives it. This case happens
when the QP at the sender turns into the error state with
successful inflight operations. In such a case, the sender posts
a duplicated WQE mistakenly on the backup QP of the logical
connection. Another corner case that causes the same problem
is that the sender times out when the hardware ACK is on
the flight. Flor retransmits the WQEs with RDMA SEND and
checks if the message has been submitted to the application
before the data are copied into the destination application’s
memory.

7 Evaluation
We evaluate Flor by answering the following questions:

1. The software overhead of Flor in the 100Gbps network
(§7.2) and its robustness against packet loss (§7.3)?

Cluster Nodes RNICs
A 100 CX-4 Lx 25Gbps dual-port

B 16
8 × CX-5 25Gbps dual-port

8 × CX-4 Lx 25Gbps dual-port
C 48 CX-5 100Gbps dual-port

D 3
Intel E810 100Gbps dual-port

Broadcom P2100G 100Gbps dual-port
Mellanox BlueField-2 100Gbps dual-port

Table 2: Clusters setups used in our evaluation.

2. The behaviour of Flor in both intra-pod and inter-pod
communications when PFC is disabled (§7.4)?

3. The effectiveness of Flor in a hybrid deployment with
heterogeneous RNICs (§7.5)?

4. The performance of Flor’s default Congestion Control
in large-scale incast scenario (§7.6)?

5. The impact on services when upgrading from the current
network to Flor in production systems (§7.7)?

7.1 Experiment Setup and Benchmarks
Cluster setup. Table 2 lists four clusters used in the
evaluation. The default RDMA configurations of our clusters
are that: (1) for CX-4 lossless RNICs, PFC is enabled on ToR
and Leaf switches but disabled on Spine switches; (2) for
CX-5 lossy RNICs, PFC is disabled on all switches, and the
lossy RoCE acceleration features [53] are enabled.
Baseline and workload. Our RPC system used in evaluation
supports XRDMA, Flor, user-space TCP, and kernel TCP.
XRDMA is a vanilla RoCEv2-based RPC library, which is
deployed in the clusters listed in Table 2 before upgrading to
Flor. The user-space TCP is based on DPDK. Two applica-
tions run on top of our RPC framework: a Map-Reduce-like
application and a distributed block storage service.
Configuration for Flor. In the clusters, we configure one
specific priority queue on both switches and RNICs. The PFC
and ECN are enabled on this priority queue (lossless queue).
Besides, we reserve another priority queue (lossy queue) for
Flor in which PFC and DCQCN are disabled. The coalescing
ACK parameters are 120µs timer, 32 WQEs and 32KB data at
most. The base RTT used in the software congestion control
is 50µs. The minimal and maximal chunk size is 1KB and
64KB, respectively.

7.2 Software Overhead.
Flor introduces additional CPU cost due to the software
implementation of reliability mechanism and chunking. To
evaluate its impact, we compare the single-core performance
of different network protocol stacks with our RPC benchmark,
including XRDMA, Flor (RC), Flor (UC), user-space TCP,
and kernel TCP. The I/O depth (i.e., the maximal number of
inflight RPC requests) is 8. We vary the RPC request size
from 4KB to 1MB and fix the response size at 128 bytes. The
servers are equipped with Intel CPUs (2.9GHz) which have
96 logic cores, and CX-6DX 100Gbps dual-port RNICs (not
listed in Table 2).

Figure 6(a) demonstrates the throughput of all the stacks
with different RPC sizes. The single-thread throughput of Flor
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Figure 6: Single-thread throughput and CPU usage of Flor
and other different network stacks.

and XRDMA can reach to ~88Gbps while user-space TCP
and kernel TCP achieve up to ~30Gbps even with large RPC
size, i.e., 1MB. Notice that due to the hardware and RoCEv2
protocol overhead, such as headers of Ethernet, IP, UDP, and
IB with 1024B MTU, the standard RDMA benchmark, i.e.,
Perftest [13] achieves a maximum bandwidth of 88Gbps. This
shows that the Chunking mechanism does not hurt the single-
thread throughput of Flor. We observed that the performance
degradation of Flor (RC/UC) happens at 64KB due to extra
memory information exchanges for using RDMA WRITE
to transmit each large message and dismisses as message
sizes increase. The throughput of large requests in XRDMA
is lower than Flor because XRDMA uses RDMA READ
operation to transfer the large requests, and RDMA READ
operation has inflight bound on RNICs along with some well-
known performance issues [16, 23]. When using a chunk of
4KB, Flor can handle over 770K chunks per second with a
single thread. Flor is able to maintain high throughput as the
chunk size is usually larger than 4KB, and applications often
adopt multiple threads.

We then estimate the corresponding CPU usage. The CPU
usage is obtained from perf [38] tool since we use polling
mode for RDMA. Notice that in our production storage
system, it adopts a run-to-completion model based on a co-
routine IO framework [11], where the network polling for
disk read or write uses the same core with storage protocol
processing in concurrent execution. As shown in Figure 6(b),
Flor takes less than 0.3 CPU core for large data size of 1MB
message in 100 Gbps network. Most modern servers usually
have large numbers of cores (>96) and 0.3 CPU cores usage
(<0.4% usage) has little impact on the production system.

Flor maintains low CPU cost because it leverages zero-copy
features of RDMA and mainly deals with lightweight control
events for congestion control and reliability. In addition, Flor
is compatible with different platforms, which can further
reduce the host CPU cost by offloading Flor to SmartNICs,
and FPGA in computation-intensive hosts.

We also measure the single-core throughput of Flor at
200Gbps RNICs and show that Flor can achieve comparable
throughput as vanilla RDMA. Besides, we show that Flor out-
performs the other network stacks, i.e., SNAP [33], eRPC [20]
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Figure 7: The throughput of lossless, lossy XRDMA and Flor
under different packet drop ratio.

(as shown in Table 4).

7.3 Performance with Packet Loss.
To validate the effectiveness of the software Reliability
mechanism of Flor, we take two CX-5 RNICs from cluster B
in Table 2 and disable one port on each RNIC. We manually
configure packet drop ratios on the RNIC of the receiver. We
compare Flor against XRDMA using the lossless and lossy
configuration of CX-5. The congestion control is disabled to
avoid transmission rate back-off due to packet loss.

We use various request sizes (4KB~1MB) under four
packet drop ratios (two high ratios of 1/256 and 1/1024,
and two low ratios of 1/4096 and 1/16384). As shown in
Figure 7, Flor outperforms the lossy and lossless setup across
all the drop ratios. Due to software selective retransmission,
Flor is able to maintain a performance close to that of zero
packet drop at the low packet drop ratios. Its performance
decreases slower than the lossy and lossless setup at the high
drop ratios. We observe that the lossy acceleration feature
achieves higher throughput with the occurrence of packet loss
compared to the lossless setup, i.e., the lossy acceleration
features of CX-5 does improve the packet loss recovery
performance. However, the throughput of lossless and lossy
RDMA both decrease dramatically when the drop ratio is
larger than 1/4096. It indicated that the lossy acceleration
features of current hardwares still cannot maintain good
performance under high packet loss. Flor achieves similar
results by performing the same experiments through manually
configuring the random packet drop ratio on the port of the
ToR switch connecting to the live port of the RNIC at the
host.

7.4 Intra- and Inter-Pod Traffic
Flor uses an advanced congestion control to enable lossy
RDMA support, eliminating the PFC dependency while
maintaining high performance. We validate the performance
gain of Flor in large-scale intra- and inter- pod transmission
through cluster A (pod1) and B (pod2) (Table 2). We use the
default configuration in our clusters in the tests of XRDMA:
PFC for RoCE traffic is only enabled on ToR and Leaf
switches (i.e., intra-pod) and disabled on Spine switches
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Figure 8: The throughput of XRDMA and Flor in cross-pod scenarios.

(i.e.,inter-pod). Similarly, we configure the intra-pod traffic
of Flor (UC) on the lossless queue and the inter-pod traffic of
Flor (UC) on the lossy queue. For each node, a client sends
large RPC requests (512KB) to each server on other nodes
with IO depth of 8. The size of the RPC response is 128 bytes.
Each client and server uses 4 threads in the tests.

As shown in Figure 8(a), for intra-pod traffic, the average
throughput of Flor (UC) is comparable to XRDMA which
is stable at ∼35Gbps. For inter-pod traffic test, as shown in
Figure 8(b) and 8(c), the throughput of XRDMA in one
pod shakes fiercely between 35Gbps and 45Gbps, and the
throughput in the other pod oscillates between 35Gbps and
20Gbps. The unstable and unbalanced throughput of XRDMA
is caused by packet loss as PFC is disabled in inter-pod
switches, and DCQCN can not prevent packet loss. In contrast,
the throughput of Flor (UC) is stable and balanced between
the two pods. In summary, Flor can achieve higher and more
stable throughput than XRDMA for lossy inter-pod tests. The
clients in pod1 suffer more from throughput loss because they
send more cross-pod traffic and experience more packet loss
in this full-mesh traffic pattern.

7.5 Heterogeneous RNICs
To evaluate the effectiveness of Flor over heterogeneous
RNICs, we test with 8 CX-4 and 8 CX-5 RNICs in cluster
B (Table 2) with PFC and DCQCN enabled. We run the
RPC benchmark with a full-mesh traffic pattern atop of Flor
and XRDMA. When using XRDMA, the average throughput
of CX-4 and CX-5 RNICs is 33.2Gbps and 41.3Gbps,
respectively. The throughput gap between CX-4 and CX-
5 is 8.1Gbps (24.3%). When using Flor, the throughput of
CX-4 and CX-5 RNICs with Flor is 37.1Gbps and 36.6bps,
and the throughput gap is 0.5Gbps (1.3%). This indicates
that Flor eliminates the throughput gap between CX-4 and
CX-5 RNICs by replacing the hardware congestion control
with a unified software congestion control, which minimizes
the performance difference introduced by the control path of
heterogeneous hardware.

To verify the effectiveness of Flor over RNICs from
different vendors, we run perftest among 100Gbps RNICs, in-
cluding Mellanox BlueField-2 [51], Intel E810-C RNIC [17]
and Broadcom NetXtreme P2100G RNICs [7]. For congestion
control, BlueField-2 only supports DCQCN, P2100 only
supports DCTCP, and E810-C supports DCQCN, DCTCP and

Timely. To clarify the unmatched performance introduced
by different congestion control algorithms, we choose to
set DCQCN for BlueField-2 and E810-C, and DCTCP for
P2100G with PFC and ECN enabled on RNICs and the
connected switches. Each sender issues 512 QPs and sends
traffic with 64KB data blocks. Four Flor configurations,
i.e., PFC with hardware congestion control (CC) and Flor,
hardware CC and Flor, Flor, and Flor with fixed cwnd are
tested. Flor with fixed cwnd means the software congestion
control algorithm has a fixed congestion window and does not
change throughout the whole experiments. We set the fixed
congestion window size as one bandwidth-delay product in
this experiment.

Figure 9 shows the throughput of each NIC under the
full-mesh traffic pattern. BlueField-2 and P2100G get the
same bandwidth when they are competing with each other
to send traffic to E810-C. Compare with Figure 2, with the
configurations of PFC + hardware CC + Flor (1), hardware
CC + Flor (2) and Flor (3), and we see that Intel NIC gets
the same throughput, i.e., 18Gbps, when competing with
Mellanox NIC and Broadcom NIC. We see the performance
gap between Intel NIC and Mellanox NIC when they send
traffic to the Broadcom NIC, even if we only apply the Flor’s
congestion control (3), where the Intel NIC gets 19Gbps, and
the Mellanox NIC gets 56Gbps, 194% of the performance
gap.

The reason is that Flor’s congestion control takes the
RTT as the congestion signal. Intel NIC has a higher packet
processing time, which causes the estimated RTT between the
Intel NIC and the Broadcom NIC to be higher than the one
between the Mellanox NIC and the Broadcom NIC. Thus, the
RTT-based congestion control algorithm reduces window size
in Intel NIC and results in lower throughput. This indicates
Flor’s congestion control needs to be further improved by
taking the NIC processing delay into account. If we fixed
the congestion window, i.e., Flor with fixed cwnd (4), the
bandwidth is less-skewed shared between the Mellanox NIC
and the Intel NIC.

7.6 Large-scale Incast
We build a group of incast tests in cluster A (Table 2) to
evaluate the performance of Flor’s congestion control. We
measure the throughput and Out-of-Sequence (OOS) counter.
We configure Flor running on the lossy queue, i.e., disabling
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PFC and DCQCN. For incast traffic, we install RPC clients on
N machines and RPC server on one remote server. Each client
has 8 threads connecting to the server, and each thread issues
32KB RPC requests with IO depth of 8. Thus, the number
of QPs on each client is 8×8 = 64, and the number of QPs
on the server is N×64. Thus, the maximum incast degree is
~6000 when the node number is 90 in this test.

Figure 10 shows the throughput and OOS counters with
different incast nodes of N and the minimal chunk sizes.
Given the minimal chunk size of 4KB or 1KB, the throughput
is consistent of 50Gbps with the increasing scale of incast.
However, given the minimal chunk size of 4KB, the number
of OOS increases when the incast nodes are larger than 50
(about 4000 : 1 incast). This is because the minimum chunk
size of 4KB is the minimal congestion window size for each
QP, and the volume of burst traffic is too large in such a large-
scale incast. Therefore, we apply the minimal chunk size of
1KB, which avoids the generation of OOS in the large-scale
incast. Notably, we set the minimal chunk size of 4KB in the
storage production network because we have optimized the
storage application to balance the load across nodes, which
avoids such large incast events in practice [11].

7.7 Evaluation in Production Network
Big-data applications. ServiceX is a Map-Reduce-like big-
data application that runs on top of the distributed storage
service. The completion time of the shuffle processing
influences the performance of the whole task, and it desires
fast and stable network transmission. To estimate the impact
of Flor in the production system, we run ServiceX atop of Flor
and XRDMA in cluster C (Table 2) with a lossless network.
We conduct the task of sorting 1TB of data. The number of
mapper tasks and reducer tasks are both 1K, and each mapper
processes data of 1GB. We apply two key metrics: the average
running time of a mapper and the average shuffle time, i.e.,
the time of transferring data in the network. As shown in
Figure 11, in comparison with XRDMA, Flor reduces the
average running time by 10% and accelerates the average
shuffle time by 16% due to an efficient congestion control
strategy.
Non-stop upgrade. Flor allows to upgrade online with
negligible down time of service, which is crucial to meet
service level requirements in modern datacenter. We measure
the impact of upgrading from XRDMA to Flor on applications

such as Pangu [11] through the measurements of normalized
throughput and latency and PFC counters. In the experiment,
the software upgrading takes place at the 0.5th minute. As
shown in Figure 12(a), the read and write throughput of the
application have a slight jitter (<2%) when switching to Flor.
Figure 12(b) shows that the latency increases by 10% at
0.5 minute, lasting less than 30s. Figure 12(c) shows the
generation of PFC pauses (packets per second, pps) and its
duration time (µs), which appears in a very short time period.
At the 5.5th minute, we then disable DCQCN and PFC. The
throughput is unaffected, and the latency decreases slightly
(~3%). This latency might be caused by the interference
between DCQCN and the software congestion control. When
running Flor with and without PFC and DCQCN, all the
metrics are healthy.
High-performance block storage service. Flor is applied
for latency-sensitive applications such as the Enhanced SSD
(ESSD) product of Elastic Block Storage (EBS). ESSD
provides block storage service (virtual disks) as local devices
through high performance network. We compare the latency
and requests per second (IOPS) of an EBS application running
with XRDMA or Flor in cluster C (Table 2). We adopt the
workload of a real ESSD storage application with an I/O size
of 4KB. XRDMA is tested with RoCE lossy accelerations
enabled. Flor is tested with these features disabled. There are
three kinds of configurations for Flor: (i) Flor with hardware
reliability and hardware congestion control (Flor HW R/C);
(ii) Flor with hardware reliability and software congestion
control (Flor HW R); and (iii) Flor with software reliability
and congestion control (Flor SW).

Figure 13 (a) shows the normalized single-operation
latency of XRDMA and Flor. Flor demonstrates compa-
rable average latency performance with XRDMA among
all the operation types. Although software-based modules
are involved, the latency of Flor is still slightly lower (1%–
8%) than XRDMA due to the optimized software stack of
Flor. Flor (HW R/C) has the lowest average latency through
hardware-based implementation. Flor (SW) and Flor (HW R)
have slightly higher latency (< 3%) due to the overhead of
software stack. Figure 13 (b) shows that Flor achieves the
comparable normalized IOPS as XRDMA for 4KB Read and
Write. In conclusion, in supporting block storage service, Flor
has comparable latency and IOPS with XRDMA.
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Figure 12: The system performance of upgrading from XRDMA to Flor.
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Figure 13: Performance of Block Storage Service.

8 Discussion
Hybrid RDMA NICs’ deployment in datacenters. In the
production network with over 100K servers, new servers
and new NICs are incrementally deployed, which results
in the mix of the latest generation and earlier generations
(or different vendors) of RDMA NICs co-existing in the
same datacenter network. In addition, the malfunctioning
servers in the built-up clusters can be replaced by servers
configured with NICs of different generations or vendors. The
new generation of RNICs is released by the vendors every
2 or 3 years. From our experience in Block Storage Service,
we first deployed storage servers with CX-4 RDMA NICs
in 2016. In 2019, we started to deploy new servers of CX-5
RDMA NICs because of higher performance and price ratio.
As a result, there exists the hybrid deployment of both CX-4
and CX-5 RDMA NICs. The same deployment choice was
made when we introduced CX-6DX RDMA NICs in 2021.
Programmable control plane. Flor provides a new per-
spective of layered architecture to achieve high velocity
and performance with diverse hardware. Flor envisions the
"programmability" of reliability and CC modules of RDMA in
the control plane, which can be implemented in programmable
hardware, such as smartNICs with embedded CPU or NPU,
e.g., ConnectX-6, Bluefield, Intel IPU. In this way, we can
make use of the programmable hardware capability such as
hardware timestamp, rate-limiting, and packet drop detection
to further improve the efficiency of CC and reliability while
keeping the unified control policy among heterogeneous
RNICs with the same Flor architecture.
Concerns of implementation. Currently, not all NICs
support UC. First, this research work has demonstrated, for the
first time, the effectiveness of using UC for high-performance
out-of-order transmission in product networks. Second, UC
is a standard transport defined in the RoCE specification,
and its logic is simple and easy to implement by hardware.

Network Protocol MTU (B) Throughput 100/200 (Gbps)
Linux TCP 1500 22

SNAP 1500 39.1
SNAP (+I/OAT) 5000 67.5 (82.2)

eRPC on IB 3840 73
Perftest 1024 88/193

XRDMA 1024 88/174
Flor 1024 84/173

Table 3: The single-core bandwidth of different network
transport stacks in 100 and 200Gbps networks.

Therefore, this work provides a new choice for the community,
and we expect more vendors to support UC. In addition,
when migrating Flor to SmartNICs, e.g., Bluefield 2, which
has multiple ARM cores and sufficient DRAM memory,
thanks to Flor ’s architecture that clearly separates each
component, each individual component is easy to move to the
BlueField’s ARM cores. The main differences from the host
CPU implementation are that the ARM core is less performant
than the host CPU core, and the L3 cache size of Bluefield
2 is limited, requiring the developers to optimize the system
carefully. With the capability of directly operating data in the
host memory introduced by Bluefield 3, the limited L3 cache
size caused performance degradation can be resolved.

9 Related Work
Software solutions. We compare Flor with different
network protocols. Table 3 shows the single-thread throughput
between two nodes in the 100Gbps and 200Gbps network.
The throughput of SNAP [33] and eRPC [20] are from
the published papers. We can see that network protocols
with hardware-offloaded RDMA semantics, i.e., Perfest [13],
XRDMA and Flor, achieve higher throughput than other
network stacks. In addition, the throughput of XRDMA and
Flor are comparable with Perfest, which plays the raw IB
verbs without any overhead of RPC. The RDMA-based
protocols can also maintain high bandwidth utilization in
a 200Gbps network, where the throughput of Flor is the
same with XRDMA. Though the throughput of eRPC and
SNAP increases as the MTU size increases, using large
MTU sizes requires a unified and standard configuration,
which adds operation complexity in a complicated production
environment. Besides, software solutions suffer from higher
latency [33] and CPU overhead [20] without hardware
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Functionalities Lossless RDMA Lossy RDMA eRPC 1RMA Flor
Transport granularity Verbs Verbs MTU Op (4KB) Variable chunk (e.g., 4KB-64KB)

CPU Involvement One/Two-sided One/Two-sided Two-sided One-sided One/Two-sided
Congestion control &

Signal & Type
HW,

ECN, rate
programmable HW,

ECN+RTT, rate
SW,

credit, window
SW,

RTT, window
SW/HW,

RTT/ECN, window/rate

Reliability &
Retransmission

HW,
GBN

HW,
SR for RDMA Operation SW, GBN SW, unknown

SW/HW,
intra-chunk GB0 &

inter-chunk SR/GBN
PFC dependency &

Loss tolerance Yes, poor No, high No, poor No, unknown No, high

HW dependency All RNICs CX6-dx DPDK/all RNICs Customized NIC All RNICs
Datapath zero copy Yes Yes No Yes Yes

Table 4: Comparison on transport features of Flor and other network solutions.

acceleration.
Hardware solutions. To get rid of PFC, Mellanox brings
up Resilient RoCE [48] and Lossy RoCE Accelerations [53]
on lossless RNICs, i.e., Go-Back-N-based RNICs. Resilient
RoCE utilizes congestion control, i.e., DCQCN, to deal with
network congestion and avoid packet loss. A recent study [44]
shows that the Resilient RoCE can prevent packet loss in some
specific scales but still suffers unfairness from packet loss
in large-degree incast events. Hardware-based lossy RDMA
solutions such as Mellanox CX-5/6 [50,52] and IRN [36] rely
on strengthened hardware to run on a lossy network. They can
not be deployed with CX-4 RNICs, and also lack the flexibility
for users to customize each function as the implementation is
highly ingrained into the hardware.
Hardware & software co-design solutions. RoGUE [28]
designs a software congestion control for RDMA but relies
on hardware reliability mechanism to recover from packet
loss. It uses a large static chunk size, i.e., 64KB, which needs
to be revised to deal with the large-scale incast scenario.
1RMA [45] is a high-performance network system that
provides congestion control and reliability in software. 1RMA
also enables one-sided RDMA operations based on novel
hardware with RDMA READ-like operation. However, it
can not work on commodity RNICs, so it has little help for
existing RDMA systems. Table 4 shows the clear difference
between Flor and other network frameworks.

10 Conclusion
We present Flor, a flexible lossy RDMA framework for
heterogeneous RNICs that solves a set of problems raised
in production RoCEv2 clusters. These problems include
PFC dependency, the interconnectivity of heterogeneous
RNICs and hardware-bonded congestion control schemes.
Flor onloads the reliability and congestion control function
from RNICs to the software. Flor proposes a software
selective retransmission for the first time at the RoCEv2
network and uses a software RTT-based congestion control
to deal with the performance gap among the heterogeneous
RNICs. Our evaluation of the testbed and production clusters
shows that Flor achieves high performance and flexibility
in many scenarios, including packet loss, heterogeneous
hardware, large-scale incast, and distributed systems. Flor

also shows that the process of upgrading the existing RDMA
framework to Flor has little performance impact on the
running applications.
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APPENDIX

A Design Details
A.1 Software Reliability
A.1.1 Chunk sequence number
Flor has two sequence number spaces, i.e. global sequence
number (GN in Figure 14) and reliable sequence number (RN
in Figure 14). The global sequence number is a 64-bit value
and all the RDMA WQEs have a unique global sequence
number to identify the sequence within a QP. The reliable

Global Num = 1
Reliable Num = 1

Chunks transported by WIRTE_WITH_IMM  are 
identified by Message Id + Offset

Global Num = 2
Message id  = 1

Offeset = 1

Global Num = 3
Reliable Num = 1

Global Num = 4
Reliable Num = 2

WQEs  transported by SEND  are 
identified by Reliable Numbers

All WQEs are numbered with 
non-repetitive Global Numbers

Retransmissions have 
different Global Numbers

8KB
MID=1
OFF=0

（GN=1）

32KB
MID=1
OFF=2

（GN=3）

1KB
GN=2
RN=1

4KB
GN=4
RN=2

MID=1
OFF=0

4KB
GN=5
RN=3

MID=1
OFF=1

Retransmit

WRITE WQEs SEND WQEs

1KB
GN=6
RN=1

Figure 14: An example of the numbering system of Flor. An
40KB of WRITE WQE is splited into a 8KB and a 32KB WRITE
WQE. The 8KB WRITE WQE and 1KB SEND WQE are lost and
get retransmitted. The retransmissions of 8KB WRITE WQE are
transmitted via two 4KB SENDs.

sequence number is used to identify the sequence within the
same type of WQEs, i.e., WRITE WQEs and SEND WQEs
have separate reliable sequence number space. Flor identifies
the original WQEs and the retransmitted WQEs with different
global numbers such that ACK information (and timestamp
information carried in ACKs) is not ambiguous. The global se-
quence numbers for WRITE WQEs are maintained only at the
senders and not transmitted to the receiver. The SEND WQEs
carry both the reliable numbers and the global sequence
numbers to the receiver. The retransmission WQEs share the
same reliable sequence number with the original WQE. Note
that Flor uses SEND WQE to retransmit WRITE WQE. This
SEND WQE that is used for WRITE retransmission carries
the original WRITE reliable sequence number, a new reliable
number and a new global sequence number to the receiver
such that this retransmission is able to be identified both by
the sender and receiver.

The reliable sequence number of WRITE WQEs consists
of 1-bit hint, 21-bit message id (MID in Figure 14) and 10-bit
chunk_o f f set (OFF in Figure 14). The hint bit is set when
the WQE is the last WQE in the congestion window. We align
the chunk_size to the chunk unit size (e.g., UNIT_SIZE). The
chunk_o f f set represents the offset of the memory address of
a chunk (addrc) from the staring memory address of the same
message (addrm), i.e.,

chunk_o f f set = (addrc−addrm)/UNIT _SIZE

The receiver can validate the integrity of the message by
checking whether it has received data of all chunk offsets
covered the message size and assemble the messages to notify
the application. If using UNIT _SIZE = 4KB, then 10-bit
chunk offset supports up to 4KB×210 = 4MB message. To
support larger message in applications, users can allocate
more bits for chunk offset field.

Figure 14 shows an example how this numbering system
works. Here a large message of 40KB is split into 2 WRITE
WQEs, i.e., 8KB and 32KB and a SEND message is sent
between these two WRITE WQEs. Each WQE has a unique
global sequence number (GN) and the WRITE WQEs do not
carry the GN to the receiver while the SEND does.

In the case that 8KB WRITE WQE and the 1KB SEND
WQE are retransmitted. The 8KB WRITE WQE is split into
two 4KB SEND WQEs, where the minimal chunk_size is
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4KB. Each SEND WQE for WRITE retransmission carries the
original reliable sequence number of the WRITE WQE and
has a new SEND reliable sequence number and a new global
sequence number. Each SEND WQE for SEND retransmission
carries the original SEND reliable sequence number and a new
global sequence number to the receiver.
A.1.2 ACK Format and CompressionMessage id

22bit
Chunk offset

10bit

Immediate data (32bit)

ACK packet format (32 acked number at most)

Least ACKed number
8B

ACK generate delay
8B

bitmap
4B

QP number
4B

Acked num
4B

Acked num
4B

… 

Least ACKed number
8B

ACK generate delay
8B

bitmap
4B

QP number
4B

Acked num
4B

Acked num
4B

… Acked num
4B

Acked num
4B

Figure 15: Software ACK format.

Figure 15 shows the software ACK format. A 32-bit bitmap
(4B) in ACK packet indicates that each ACK packet signals
at most 32 WQEs. A ith bit set in the bitmap indicates that
the ith ACKed number is a global sequence number for a
SEND WQE, otherwise, the ith ACKed number is the reliable
sequence number for a WRITE WQE. It is possible that
the ACK packet contains the number of ACKed number is
less than 32. As Figure 15 shows that the first ACKed number
starts from 24thB and each ACKed number is 4B. The number
of ACKs carried in one packet is calculated as follows:

(ack_length−24B)/4B,

where ack_length is the packet length of the ACK packet.
For example, an ACK of packet length 40B carries (40B−
24B)/4B = 4 acked numbers. If the bitmap is 0XC0000000,
then the first 2 ACKed numbers acknowledge WRITE WQEs
and the 3th and 4th ACKed numbers acknowledge SEND
WQEs.

We limits the acked number to be 32-bit to shorten the
length of the ACK packets. The reliable sequence number
of a WRITE WQE and the global sequence number of a
SEND WQE will be ACKed back to the sender. Recall that
the reliable sequence number is 32-bit and the global sequence
number is 64-bit. Thus, we compress the 64-bit global
sequence number to a 32-bit ACKed number as follows:

acked_num = global_num− least_acked_global_num,

where the least_acked_global_num is the smallest global
sequence number in a ACK packet. The WQEs with global
sequence number larger than

least_acked_global_num+232−1

are dropped by Flor if received. This window size is large
enough in practice. The silently dropped WQEs, if there are,
are detected by timeout.

A.2 RTT measurement
A.2.1 HW/SW Clock Synchronization
The timestamps are generated by the NIC hardware clock.
Except from obtaining timestamps from completions events
to calculate, Flor may also need time for other usages, e.g.,
setting retransmission timers. However, querying current time
from RNICs is a time-consuming operation (e.g., costs 1µs in
CX-4). Thus Flor maintains a software clock based on rdtsc()
and synchronizes the clock with hardware clock. When Flor
sends or receives an operation and the clock is not corrected
for 100µs, then Flor queries a timestamp from RNIC and
update the offset when the error exceeds threshold 10µs.
According to our observation, the successfully correct ratio
(i.e., the ratio that the error exceeds 10µs) is less than 1%.
A.2.2 Improve RTT Measurement Accuracy
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Figure 16: RTT accuracy with shared and isolated QP.

Figure 16 shows the measured RTT values with and without
Flor optimization, i.e., ACK on isolated QP and ACK on
shared QP, respectively. The experiment setup is the same as
Figure 5 except using a larger RPC request size, i.e., 1MB.
A.2.3 RTT Measurement for UC
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Figure 17: Evaluation of optimizations on ACK designs.
Note that Flor ACKs coalescing mechanism can also cause

the ACKs being delayed. Thus, we measured the ACK delay
(i.e., T′3−T2) and local delay duration (the time between T4
and ACK processing time) with different acknowledgement
frequencies. Figure 17 reports the 99th percentile of these
delays as the acknowledgement frequencies changes. As
expected, the ACK delay increases as the number of WQEs’
ACKs coalescing increases, this is because the receiver needs
to wait more WQEs to finish or a timer to generate an ACK.
The local delay stays the same because Flor prioritizes to
poll the ACK completion queue and Flor processes one
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ACK regardless the number of the number of WQEs’ ACKs
coalescing. Finally, the RTT measurement results show that
RTT measurement accuracy does not impact by the ACK
frequencies with this improvement.
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