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Evaluation
<table>
<thead>
<tr>
<th>Models</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>BERT-Large</td>
<td>(Language Modeling)</td>
</tr>
<tr>
<td>Candle-UNO</td>
<td>(Precision Medicine)</td>
</tr>
<tr>
<td>MLP</td>
<td>(Regression)</td>
</tr>
<tr>
<td>DLRM</td>
<td></td>
</tr>
<tr>
<td>XDL</td>
<td>(Recommendation)</td>
</tr>
<tr>
<td>ResNeXt-50</td>
<td></td>
</tr>
<tr>
<td>Inception-v3</td>
<td>(Computer Vision)</td>
</tr>
<tr>
<td>Models</td>
<td>Baselines</td>
</tr>
<tr>
<td>------------------------------------</td>
<td>-------------------------------------</td>
</tr>
<tr>
<td>BERT-Large (Language Modeling)</td>
<td>TASO → FlexFlow (Sequential Optimization)</td>
</tr>
<tr>
<td>Candle-UNO (Precision Medicine)</td>
<td>TASO+FlexFlow</td>
</tr>
<tr>
<td>MLP (Regression)</td>
<td></td>
</tr>
<tr>
<td>DLRM</td>
<td></td>
</tr>
<tr>
<td>XDL (Recommendation)</td>
<td></td>
</tr>
<tr>
<td>ResNeXt-50</td>
<td></td>
</tr>
<tr>
<td>Inception-v3 (Computer Vision)</td>
<td></td>
</tr>
</tbody>
</table>
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Baselines

| TASO → FlexFlow   |
|                  |
| TASSO+FlexFlow    | (Sequential Optimization) |
| Expert-Designed or Data Parallel |
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https://github.com/flexflow/FlexFlow
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Questions?

https://github.com/flexflow/FlexFlow