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Background and Motivation




Motivation: Latency-Sensitive Application

Latency-sensitive application have hard deadlines for packets

V2X &=
®

Remote surgery V2X

These applications rely on accurate schedulers that guarantee the deadline of each packet
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Motivation: Latency-Sensitive Application

Scheduling Goals Scheduling Algorithms .
Approximate Schedulers
SJF
* Minimizing average flow P 4 SRPT Gearbox
completion time (FCT)
* AFQ
PGPS
Can tolerate slight sk .
« Bandwidth allocation fairness WEFQ an tolerate s |.g SKEWS PCQ
s on packet serving order
* Flow isolation N * AlFO
WF2Q+
SCFQ * SP-PIFO
SFQ
. Accurate Scheduler
* Deadline guarantee -
+ Time-Sensitive Networking ™ ; Require acc.urate . e PIFO
EDF packet serving order

For certain scheduling goals, we need accurate programmable packet scheduler
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Motivation: Latency-Sensitive Application

Latency-sensitive application have hard deadlines for packets

Extra delay
V2X &= 510 5|31 1

Sensitive to delay N
-
Last First

Packet Inversion

Approximate scheduler’s serving order:

V2X

Such extra delay caused by the packet inversion
can be critical for delay sensitive applications

NYU TANDON SCHOOL | [§%7eY | SCHOOL OF
OF ENGINEERING -%4 | COMPUTER SCIENCE



Observations and Insights




Packet Inversions

Packet Inversions: When a packet with rank r departs from the scheduler, there exists packet(s) with a smaller rank r’ (where
smaller rank has higher priority, r’ <r) in the scheduler.

Packet Inversions in the FIFO-based Schedulers
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Packet Inversions

Packet Inversions: When a packet with rank r departs from the scheduler, there exists packet(s) with a smaller rank r’ (where
smaller rank has higher priority, r’ <r) in the scheduler.

Packet Inversions in the FIFO-based Schedulers
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Packet Inversions

Packet Inversions: When a packet with rank r departs from the scheduler, there exists packet(s) with a smaller rank r’ (where
smaller rank has higher priority, r’ <r) in the scheduler.

Packet Inversions in the FIFO-based Schedulers
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FIFO-based schedulers are subject to
packet inversion within each queue

NYU | Baassios



Eliminating Packet Inversions

We can eliminate packet inversion if we can sort packets within each queue

I Mini PIFO
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Eliminating Packet Inversions

We can eliminate packet inversion if we can sort packets within each queue

But sorting all the packets in a queue takes time

Io-9
Bl s 1 120 16 [11 | EUBE
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Speed-up factor

Speed-up Factor: The number of packet metadata that can be processed during the time that transmit a packet
Assume we know the packet with the .
smallest rank that is ready to transmit Time to move a metadata:
Metadata size / memory rate = 8Bytes /(2GHz*32bit)

‘ IMini PIFO
Time to transmit packet 1:

Packet size / line rate = 128 Bytes / 100Gbps
0-9 We can sort the packets in the earliest FIFO
while we are transmitting the packet with
- 15 14 127 16 711 ‘ 10-19  the smallest rank Time to transmit a packet
Speedup Factor =

Time to move a meta data
20-29

128 Bytes / 100Gbps

= 10.24

— EX [ El~» = 6 Bytes  6AGhps

90-99
This means we can process 10 metadata during

the time interval of transmitting each packet
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Sifter: An Inversion-Free and Large-Capacity
Programmable Packet Scheduler




Sifter Architecture

(1) Mini-PIFO Thg

(2) Rotating Calendar Queue (RCQ)
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Sifter Architecture
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Mini-PIFO: A small PIFO stores the packets with the smallest ranks in
the scheduler

Use a mini-PIFO that ALWAYS store the packets with the smallest ranks
in the scheduler

Set a ‘Sifting Threshold Thg’ to keep the Mini-PIFO occupied by at least
Thg metadata

Rotating Calendar Queue (RCQ): A FIFO-based Calendar Queue
stores the packets with the larger ranks in the scheduler




Sifter - Enqueue

Sifter Operation 1: Enqueue
P a (1) Mini-PIFO Thg

) Rotating Calendar Queue (RCQ)

BN 5 12 |12 16 11 ELEC
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Sentinel: The rank threshold between mini-PIFO and RCQ Sifter Architecture

Sentinel s = 5

Rank=4<s =75
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Sifter - Enqueue

Sifter Operation 1: Enqueue
P a (1) Mini-PIFO Thg

(2) Rotating Calendar Queue (RCQ)

Sentinel s = 5
BN 5 12 |12 16 11 ELEC

Rank=33>s =5

30-39
[ ]
[
[
nl 90-99
Sentinel: The rank threshold between mini-PIFO and RCQ Sifter Architecture
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Sifter - Dequeue

Sifter Operation 2: Dequeue

(1) Mini-PIFO Thg

(2) Rotating Calendar Queue (RCQ)

Sentinel s = 5
BN 5 12 |12 16 11 ELEC

nl 90-99

Sentinel: The rank threshold between mini-PIFO and RCQ Sifter Architecture
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Sifter - Dequeue

Sifter Operation 2: Dequeue

(1) Mini-PIFO Thg

(2) Rotating Calendar Queue (RCQ)

Sentinel s = 5
BN 5 12 |12 16 11 ELEC
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Sentinel: The rank threshold between mini-PIFO and RCQ Sifter Architecture
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Sifter - Sifting

Sifter Operation 3: Sifting

(1) Mini-PIFO Thg

(2) Rotating Calendar Queue (RCQ)

Sentinel s = 19
I 0-9
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Sifter - Sifting

Sifter Operation 3: Siftin
P 8 (1) Mini-PIFO Thg

(2) Rotating Calendar Queue (RCQ)
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Sifter - Sifting

Sifter Operation 3: Sifting
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Sifter - Sifting

Sifter Operation 3: Siftin
P 8 (1) Mini-PIFO Thg
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Sifter — Inversion Free Condition

Condition for Inversion-free Scheduling

(1) Mini-PIFO .

Metadata in the Mini PIFO should buy enough time to traverse a FIFO

(1) Time to drain Mini-PIFO = Time to traverse a FIFO

|
Minimal reloaded metadata

Ths*KZSF

(2) Rotating Calendar Queue (RCQ)
Mini PIFO should occupied by enough metadata by the end of last sifting

(2) Reloaded metadata = Minimal PIFO occupancy

Sp—ThszThS ‘SPZZ *ThS

T hg : Sifting threshold Sr: FIFO size

Sp: PIFO size K : Speed-up factor
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Evaluation and Implementation




Evaluation: NS3 — Single Node Flow Convergence

We use a single node topology to evaluate flow convergence on one bottleneck link:

* 8src hosts and 1 dst host are connected by a switch with Sifter.
* All links have a bandwidth of 10 Gbps and a delay of 3us

Sifter has an identical flow convergence performance as the ideal PIFO
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Evaluation: NS3 — Fat-tree Topology

We ran STFQ on Sifter in these evaluations
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(e) End-to-end Delay, Random Pattern, 70% load (f) End-to-end Delay, Random Pattern, 90% load (g) End-to-end Delay, In-cast Pattern, 70% load (h) End-to-end Delay, In-cast Pattern, 90% load

Sifter has an identical flow completion time and tail latency performance as the ideal PIFO
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Evaluation: Hardware Testbed

We implemented Sifter in VHDL on a Xilinx Alveo U250 FPGA card with a mid-speed grade XCVU13P FPGA.

Pkt Desc Testbed Server Pkt Desc
Input File Output File

1 PCI I
é N
Input Rate |Desc Sifter Desc Rate Output

LBuffer Ctrl |Enq Scheduler P Ctrl Recorder |

FPGA Board

Xilinx Alveo U250 FPGA Hardware Testbed
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Evaluation: Hardware Testbed

Metadata Scheduling Throughputs Metadata Scheduling Order

B Fixed Packet Size Varying Packet Size
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Average Throughput (Gbps)
Average Packet Rate (Mpps)

(a) Scheduling Order, fixed packet size (b) Scheduling Order, varying packet size

Sifter hardware prototype supports 100Gbps line rate Scheduled packet ranks are monotonically increasing: Inversion free

Max frequency: 322 MHz
We ran STFQ on Sifter in these evaluations Minimal packet size: 370 Bytes
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Conclusion
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Conclusion

Sifter: An Inversion-Free and Large-Capacity Programmable Packet Scheduler

Generic inversion-free programmable packet scheduler

Combines the advantages of PIFO and FIFO-based schedulers

Two-step 'Sifting Sorting™ with a mini-PIFO

Support large capacity of buffer space

Fast scheduling process makes it able to operate at line rate
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Thank you
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