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Background
RealTime Communications

How cloud gaming works
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Motivation

High-quality RTC
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Legacy RTC
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High-quality RTC

60fps~120fps




Motivation

Latency Variation

Emerging RTC applications asks for extremely low stall ratios!

A 0.3 secondastall | 0.19%tall rate
- e ras

Such a 0.3 sec stall happens

every 300 secs (5 min)




Motivation

Decoder gueue overload

Problem identification: Latency comes from the video client

U For cloud gaming with short RTT, the latency at the client device might
be unimaginably high.

U Contribute to 57% of endlo-end stuttersin Tencent START cloud gaming!

Root cause of a stutter event
Network 44%
Client device 57%
Server <1%




Motivation

Decoder gueue overload

Problem identification: Increased video guality overloads the video client.

U Decoder queuebetween the Legacy RTC
network and decoders not for @ ] empty | @
low latency. oW oW
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Motivation

Overload Is increasingly severe!

Problem identification: Increased video quality overloads the video client.

U Decoder gueuebetween the network and decodes not for low latency.
U More and more common in RTC
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Design

Adaptive FrameRate

Insight: adapt the framerate to alleviate transient decoder overloads.

U The decoding speed (px/s) depends on thresolution (px/frame)

and frame-rate (fps). 2K~8K

(resolution)

60fps~120fps
(frame-rate)

U Existing work usuallyadapt the bitrate (or resolution) which will
Incur traffic bursts for commercial video codecs.

U We thereforeadapt the framerate to alleviate the overload.




Design

Adaptive FrameRate

Insight: adapt the framerate to alleviate transient decoder overloads.

U The decoding speed (px/s) depends on thresolution (px/frame)
and frame-rate (fps).

Challenge: achieve an ulteew queuelne

U Existing queue management mechanisms in computer networks
reactivelycontrol the queue length around a target.

Control target
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Design

Adaptive FrameRate

Challenge: achieve an ultfw queueing delay
U EXisting queue management mechanisms in computer networks
reactivelycontrol the queue length around a target.

U Decoder queue is at the granularity of video frames (with an interval
of O(10ms)).

U Even a queue obne framewill incur O(10ms) delay

Control target

High
resolution O

Decoder




Design

Adaptive FrameRate

Solution: Predictiveframe-rate adaptation.

l Decoding delay —~-Decoding Delay
beqins to Increase
(departure)

- |nterarrival Time
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Queue length Queue Length
0 5 beqins to Increase
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U Predict the queueing delay based High High
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Design

Practical Concerns

Various factors can all lead to transient fluctuations.

U Solution: Pattern modelling and matching / filtering

Decoder degradation % ~~. Stationary controller
es

U Frequency downgrad (queueing theory)

Burst network arrivals I \\! |:[> Transient controller

%

(i Wireless throttling (queue length)

Sudden decoder stalls
U Decoder failure

I::> Transient controller
(head sojourn time)

Please refer to the paper for detalls!




Evaluation

Experiment Setup

Largescale tracedriven simu

U Simulation traces collected

ations.
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Tencent START cloud gaming
U Network RTT, decoding delay, etc.
U 42k hours (playing time), 38k user sessions.

U Baselines
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