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Abstract
Accurate and thorough analysis of network performance is challenging. Network simulations and emulations can only cover a subset of the continuously evolving set of workloads networks can experience, leaving room for unexplored corner cases and bugs that can cause sub-optimal performance on live traffic. Techniques from queuing theory and network calculus can provide rigorous bounds on performance metrics, but typically require the behavior of network components and the arrival pattern of traffic to be approximated with concise and well-behaved mathematical functions. As such, they are not immediately applicable to emerging workloads and the new algorithms and protocols developed for handling them.

We explore a different approach: using formal methods to analyze network performance. We show that it is possible to accurately model network components and their queues in logic, and use techniques from program synthesis to automatically generate concise interpretable workloads as answers to queries about performance metrics. Our approach offers a new point in the space of existing tools for analyzing network performance: it is more exhaustive than simulation and emulation, and can be readily applied to algorithms and protocols that are expressible in first-order logic. We demonstrate the effectiveness of our approach by analyzing packet scheduling algorithms and a small leaf-spine network and generating concise workloads that can cause throughput, fairness, starvation, and latency problems.

1 Introduction
New network functionality is often analyzed, both empirically and analytically, to predict how it would perform under different kinds of input traffic. However, it is growing increasingly difficult to do such analysis in a manner that is reasonably exhaustive, i.e., does not miss traffic patterns that are probable to occur in production, and general, i.e., is not only applicable to a limited set of network functionality.

To see why, consider the existing empirical approaches, i.e., using simulators, emulators, and testbeds [1–3]. These approaches allow operators to realize a model of their network in software and/or hardware, push a concrete sequences of packets through it, and measure how well the network performs for that specific input traffic pattern. As such, operators have to pick and choose which input traffic patterns to try. This leaves room for unexplored traffic patterns that may experience poor performance because of overlooked corner cases and bugs. The problem is only exacerbated as new networked applications emerge, expanding the set of traffic patterns that a network may face in production.

On the analytical side, there is a substantial body of work that applies techniques from queuing theory and network calculus to derive bounds on performance metrics such as throughput, delay, and loss [4–9]. However, to obtain tight and useful bounds, the network functionality and the arrival pattern of traffic need to be closely approximated with concise and well-behaved mathematical functions. This limits the set of network functionality and traffic patterns that can be reasoned about using these frameworks [10], a problem that is, again, aggravated with the continuous evolution of networked applications and the network functionality that supports them.

This paper explores an alternative approach: using formal methods to analyze network performance. That is, we would like to use logical formulas to model packets, how packets are processed by each piece of network functionality as they traverse the network, and how performance metrics such as throughput and delay change over time. We can then use verification and synthesis techniques from the formal methods community to exhaustively explore the space of all possible traffic patterns and find those for which the network cannot provide satisfactory performance.

Why use formal methods? Because they can nicely complement existing empirical and analytical approaches for performance analysis. Unlike empirical approaches, they do not need to explicitly try out every single traffic pattern to find ones that experience performance problems. Moreover, they enable us to reason about network functionalities that are expressible in logical formulas, many of which may be not feasible to approximate in a way that is suitable for existing analytical approaches. Finally, past efforts in using formal methods to solve networking problems have proven quite successful. Over the past decade, researchers and practitioners in both academia and industry have coupled advances in formal methods tools and techniques with domain-specific optimizations to rigorously reason about the functional correctness of various aspects of networks [11–28]. This provides further encouragement that formal methods could bring similar benefits to reasoning about performance.
Realizing this vision is not without its own unique challenges. First, performance metrics (e.g., throughput and delay) are statistics over packet streams and are affected by the order and the time at which packets from competing traffic enter and exit network components. As such, reasoning about performance requires reasoning about the enormous space of possible packet-level interactions and finding those that can lead to unsatisfactory performance. For that, we have found efficient ways to encode interactions that can significantly affect performance, e.g., interactions across network queues, in Satisfiability Modulo Theories (SMT) formulas and over a bounded number of time steps.

Second, when it comes to performance analysis, finding a single counter-example is not always useful. In this case, a counter-example is an assignment to the model’s logical variables that leads to poor performance, where the model variables describe packets and the order and time at which they enter the network. Such a detailed packet trace is not easily interpretable. Moreover, unlike counter-examples for correctness properties, it may not even point to a bug, but an extremely rare scenario where providing sub-optimal performance does not have tangible consequences.

We argue that a more useful output (also a more challenging one to produce) is a traffic pattern or workload that can succinctly capture the commonality between a whole set of packet traces that can experience poor performance. To generate such workload efficiently, our main insight is to use syntax-guided synthesis (SyGuS) [29]. That is, we define a language for specifying workloads. Then, we systematically search through the space of all workloads to find one such that all packet traces represented by it experience poor performance. The search algorithm, inspired by prior work on invariant synthesis [30], is based on Markov Chain Monte Carlo (MCMC), with a cost function that guides the algorithm towards the parts of the search space where there is a higher chance of finding an answer.

To demonstrate the effectiveness of our approach, we apply it to packet scheduling algorithms as well as a small leaf-spine network and ask queries about throughput, fairness, latency, and starvation. The fact that packet sequences are bounded, as well as other optimizations in our SMT encoding, enables our framework to analyze each workload in < 1s on average. Moreover, our search algorithm can successfully find workloads that convey high-level insights about traffic classes that can experience transient or persistent performance problems in 6-18 minutes.

These results provide an encouraging indication that using formal methods to analyze network performance has the potential to grow into a valuable tool for understanding network behavior and making networks more robust. Our proof-of-concept prototype can analyze compositions of a few tens of network components, modeling small-scale networks or host-based scenarios where flows from different applications or VMs contend for end-host resources across a few layers of classifiers and packet schedulers. That said, we recognize that, similar to data and control-plane verification tools that have matured over a decade to scale to large-scale networks [31], much work needs to be done to improve the scalability of formal methods tools for network performance analysis. We discuss potential future research directions in §9.

2 Overview and Motivation

In this section, we use a buggy packet scheduler to demonstrate our approach in using formal methods to reason about performance.

The scheduler. FQ-CoDel [32] is the default queuing discipline in Linux. It is a hybrid packet scheduler and active queue management (AQM) algorithm. Flows are classified into queues which are managed by the CoDel AQM algorithm. The scheduler decides which queue gets to transmit next. It prioritizes the transmission of the first few packets of new flows so that short latency-sensitive flows with a few packets are not blocked by longer flows.

Our motivating example is inspired by the scheduler in FQ-CoDel. When a packet comes in, it is first classified (e.g., based on its 5-tuple) and assigned to a queue. For simplicity, let’s assume hash collisions are rare and each queue is holding packets of one flow at any point in time. The scheduler maintains a list of pointers to queues with potential short flows called new_queues, and another list called old_queues with pointers to all the other queues with outstanding packets. At a high level, queues in new_queues are prioritized over those in old_queues, and the queues in the same list are serviced using a deficit-round-robin (DRR)-like algorithm [33].

How does the scheduler determine which list each queue belongs to? Suppose the incoming packet is assigned to q_i. If q_i is in neither of the lists, it means it has not received packets recently and this could be the start of a short flow. So, the scheduler will add a pointer to q_i to the end of new_queues. Otherwise, the queue will remain in its current list. In both cases, the packet is enqueued in q_i.

On dequeue, the scheduler first looks at new_queues. Suppose q_h is the queue at the head of the list. It will be selected to send a packet unless (1) it is empty, in which case it is removed from the new_queues and marked as inactive, or (2) it has packets but has already sent at least a (configurable) quantum of bytes, in which case it is not considered a short flow, is removed from new_queues and is inserted at the end of old_queues. If q_h is not eligible, the scheduler moves on to the next queue in new_queues.

The bug. When a queue in new_queues is empty, it is immediately deactivated. When it receives another packet, it is placed in new_queues and gets priority over the queues in old_queues. This can potentially cause starvation for queue in old_queues. When proposing the separation between new and old queues, the FQ-CoDel RFC [32] warns against this bug: “the queue could reappear (the next time a packet arrives for it) before the list of old queues is visited; this can go on indefinitely,
even with a small number of active flows, if the flow providing packets to the queue in question transmits at just the right rate.”

To avoid this problem, the RFC suggests that when a queue in new queues becomes empty, it should be first demoted to the old queues, and only deactivated if it still stays empty after all the old queues are visited on subsequent dequeues.

This is a subtle bug that is difficult to catch with existing approaches for performance analysis. The traffic pattern that reveals the bug consists of a flow sending packets at a very specific rate, which could depend on the number and traffic pattern of other active flows that traverse the scheduler. As such, it is not likely to be part of the common traffic patterns that are tried out in simulation and emulation and can be overlooked in empirical experiments. Similarly, approaches based on queuing theory and network calculus focus on schedulers and arrival patterns that have concise and well-defined mathematical approximations and cannot be readily applied to this specific variation of DRR scheduler or this traffic pattern.

2.1 Using Synthesis to Analyze Performance

Figure 1 shows an overview of our approach using formal methods and workload synthesis to reason about the performance of network components like our example scheduler.

**Modeling contention points (§3).** First, the users specify which network component(s) they are interested in, and if there are more than one, how those components are connected together. Given this input, the verification engine generates logical variables and constraints that model the network components and their interactions. Each component is modeled as one or more queuing modules, each with \( n \) input queues, \( m \) output queues, and a processing block in the middle. The processing block takes packets from input queues, processes them, and puts the resulting packets into output queues.

Here, we model the scheduler as a queuing module with five input queues and one output queue (Figure 2). Specifically, in the verification engine, we generate SMT formulas that model these queues and their content for consecutive time steps, where time advances on every dequeue operation. Every time step, each input queue receives a bounded number of packets. Moreover, the processing block selects one input queue according to the scheduler’s dequeue logic, dequeues a packet from it, and places the packet into the scheduler’s output queue. The formulas describe how the scheduler state, e.g., new queues and old queues lists, and queue contents at time \( t \) connects with those at time \( t+1 \).

**Performance queries (§4).** Next, the user asks a query about a performance metric of interest such as throughput, latency, or fairness. Since the FQ-CoDel scheduler is supposed to provide fairness, suppose the user asks whether or not one queue can take more than its share of the bandwidth:

\[
(\forall i \in [1, T] \quad cenq(Q_i, t) \geq t) \quad \rightarrow \quad cdeq(Q_3, T) \geq 2(T/5)
\]

assuming other queues are backlogged

where \( cenq(q, t) \) and \( cdeq(q, t) \) are the number of packets respectively enqueued into and dequeued from queue \( q \) by the end of time step \( t \). The query can be read as “if queues \( Q_1 \) to \( Q_4 \) are backlogged the entire \( T \) time steps, is it possible for \( Q_5 \) to dequeue more than twice its fair share (i.e., \( T/5 \))?”

Note that we use lower case letters for variables and upper case letters for literals and constants.

**Introducing workloads (§5).** At this point, we can ask the verification engine to use an SMT solver like Z3 [34] to find an input packet trace that satisfies the query. A packet trace is simply an assignment to the variables that represent how many packets enter each queue in every time step. Figure 2 shows an example trace, found by the verification engine, that satisfies the query. While the trace does provide a concrete scenario in which \( Q_5 \) receives more than its fair share of the bandwidth, it is not easy to interpret as it specifies the ordering and timing of the entry of every single packet: is the fact that three packets entered \( Q_1 \) in the same time step in the beginning crucial to \( Q_5 \) getting a larger share of the bandwidth or is it just an arbitrary choice? Would the query still be satisfied if instead \( Q_5 \) had received three packets in the first time step? Even if these details actually do matter, it is not clear if the trace is actually pointing to a subtle but important performance problem, or just an extremely rare and uninteresting scenario.

Rather than output a single packet trace, our search engine synthesizes a workload that can concisely describe a set of packet traces that can cause performance problems:

\[
\forall t \in [1, 6]: cenq(Q_5, t) \leq 1
\]
\[
\forall t \in [7, 14]: cdeq(Q_5, t) \geq 2
\]
\[
\forall t \in [13, 14]: cenq(Q_5, t) \geq 5
\]
\[
\left(\forall t \in [1, 14]: cenq(Q_5, t) \geq t\right)
\]

backlog assumption from the query

\( cenq(q, t) \) is the total number of packets that enter \( q \) by \( t+1 \), and \( cdeq(q, t) \) is the inter-packet gap between the last two packets entering \( q \) by \( t+1 \). Such an answer is more interpretable as it captures the commonality of a set of traces that satisfy the query. Moreover, the fact that a set of similar packet traces all cause the same performance problem is a preliminary indication that it represents more than just a rare scenario.

We define workloads as a conjunction of constraints, each specifying a traffic pattern for one or a subset of queues over...
a period of time. For $T = 14$, the above workload specifies a traffic pattern that will always satisfy the query, i.e., cause $Q_5$ to dequeue at least five packets when it should not have dequeued more than three. The first constraint states that at most one packet enters $Q_5$ in the first 6 timesteps, so that unlike the other four queues, $Q_5$ is not demoted to the list of old queues.

After that, the second constraint ensures that $Q_5$ receives traffic at a specific rate, at most one packet every other time step. This ensures $Q_5$ becomes empty and gets deactivated after dequeuing each packet (the bug). So, it is activated as a new queue when it receives its next packet and is prioritized over others for dequeue. The third constraint ensures that $Q_5$ receives at least five packets by $T = 14$, so it has enough packets to dequeue and satisfy the query. The final constraint ensures that the other queues are always backlogged, which comes from the assumption specified in the query.

**Synthesizing workloads (§6).** The search engine is responsible for generating a workload that satisfies the query. It first uses the verification engine to generate a set of example traces that can guide the search towards finding a suitable workload. Next, inspired by prior work on program and invariant synthesis [30, 35], it starts a stochastic search process based on Markov Chain Monte Carlo (MCMC) that synthesizes a candidate workload and asks the verification engine to verify if all traces in that workload satisfy the query. If not, the violating trace is returned to the search engine and added to the example traces to help guide finding the next candidate workload. This process repeats until an answer is found and returned to the user, who can either terminate the analysis or ask for other workloads that satisfy the query.

**User Interface.** Similar to many other existing work that use formal methods for networks, our queries and workloads are specified as logical expressions. Moreover, the encoding of packet processing algorithms and protocols into logic is done manually. To enable widespread adaptation of formal approaches, it is important to develop front ends that interface with these “logical backends”, abstract away the details of logical expressions and formulas, and enable users to interact with them using higher-level and more familiar interfaces. In fact, there are several ongoing efforts for providing higher level query interfaces and automated generation of logical models and SMT formulas from implementations [36–40]. With the right interface in the middle, the front-end and the logical back-end can evolve independently. As such, for our case study in §8, we create a simple front-end to demonstrate an example of one such interface, and leave the design of a more general front-end for future work.

### 3 Modeling Contention Points

Queues are an integral part of networks. In fact, networks can be viewed as multiple layers of queues with well-defined functionality in between that describes how to deliver data from one layer to the next. From source to destination, packets go from socket buffers, to queues in packet schedulers in the end-host stack (e.g., Linux qdiscs), to NIC transmit queues on the sender. Then, they traverse switch input and output queues in the network, and the NIC, qdisc, and socket buffers on the receiving end. Network contention points, e.g., switches, NICs, and network stacks, heavily rely on queues to decide how to allocate network resources to competing traffic streams. Indeed, performance metrics of a packet stream are significantly affected by the queues it traverses and the frequency at which those queues are selected to pass on their traffic. As such, queues are a fundamental part of our model.

Figure 3 shows a simple yet expressive building block for modeling layers of queues: a *queuing module* with $n \geq 1$ input queues, $m \geq 1$ output queues, and a processing block in the middle. Every timestep, the processing block takes a batch of packets from the input queues, processes them, and puts the resulting packets into the output queues. To keep track of performance metrics, we designate extra variables per queue for each metric that get updated as packets enter and exit queues, and ask queries about their values for different queues (see §4 for examples).

**Composition.** Queuing modules can be easily composed by feeding the output queues of one module to the input queues of another (e.g., figures 6 and 9). So, one could start by modeling a single bottleneck, e.g., a qdisc, or a NIC/switch scheduler, and compose them together to reason about segments or paths in the network (§7 and §8). We can even close the loop by designating a queuing module for congestion control algorithms, with one input queue receiving acks and other control packets and one output queue transmitting data packets. While we have not explored this last direction in this paper, we believe it is a very interesting avenue for future work.

**Modeling Time.** We define a time step as the time between the dequeue operations of the slowest output queue. That is, time advances when a new dequeue happens. Modeling time based on dequeues is a natural choice. It is coarser-grained than wall-clock time, and since our verification engine performs bounded model checking over time, this helps performance problems manifest over fewer time steps. It is also fine-grained enough for capturing the arrival order of packets within and across time steps. To capture the arrival order within a time step, we put an upper bound $K$ on the number of packets that can enter a queue between dequeues. This bound allows us to create $K$ variables $p_1, \ldots, p_K$ to capture the order at which those $K$ packets enter the queue at time $t$ ($p_i$ comes before $p_j$ if $i < j$). It also helps us avoid finding “trivial” workloads that simply flood the queuing module every time step with an unrealistically large number of packets.

**Modeling Packets.** We model packets as tuples consisting...
of multiple “metadata” variables. Depending on the query, these variables can include the arrival and departure time of the packet into and out of different queues of interest, flow id, application id, or packet size.

**Modeling Queues.** A queue is specified with two parameters, its size $S$ and the maximum number of enqueues $K$ allowed at every time step. We define three sets of variables for each queue for every time step $t$: (1) $\text{enqs}_t[1:K]$ consists of $K$ tuples to capture the packets that are sent to the queue at time $t$, (2) $\text{elems}_t[1:S]$, consists of $S$ tuples to capture the packets that are inside the queue at time $t$, and (3) an integer variable $\text{deq}_t$ that captures how many packets will be dequeued from this queue at time $t$. We constrain these variables such that they collectively behave like a FIFO. Finding the right constraints to model FIFOs in a scalable manner is not straightforward, especially when there are multiple enqueues and dequeues per time step. We describe our encoding of FIFOs in SMT in Appendix A.

When two modules are composed, we need extra constraints to move packets from the output queue of one to the input queue of the other. Suppose the first output queue of module $A$ ($A$.$\text{out}_1$) is connected to the first input queue of module $B$ ($B$.$\text{in}_1$). $B$ decides how many packets to dequeue from $A$.$\text{out}_1$ at time $t$ and sets its $\text{deq}_1$ to, say, $k$. We add constraints to enqueue the first $k$ packets in $A$.$\text{out}_1$ into $B$.$\text{in}_1$. We provide two different kinds of composition. In **sequential composition**, $B$.$\text{in}_1$.$\text{enqs}_t[1:k] = A$.$\text{out}_1$.$\text{elems}_t[1:k]$, that is, packets from $A$.$\text{out}_1$ will appear in $B$.$\text{in}_1$ at time $t + 1$. In contrast, in **immediate composition**, packets leaving $A$.$\text{out}_1$ at time $t$ will be visible in $B$.$\text{in}_1$ in the same time step. We discuss examples of different kinds of composition and their implications in our case studies in §7 and §8.

**Modeling packet-processing algorithms.** The packet-processing algorithm in a queuing module sets the $\text{deq}_1$ variables of the module’s input queues to denote how many packets will be dequeued from each input queue at time $t$. It also decides which one of those packets to move to the $\text{enqs}_t$ of which of the output queues, potentially changing, dropping, or cloning some packets in the process. As long as an algorithm’s logic can be expressed in SMT, we can plug it into our framework.

### 4 Performance Queries

Performance queries are logical formulas over one or more performance metrics. Users can define their metrics of interest to be tracked for all or a subset of queues in the queuing modules. They can then ask queries about the value of a certain metric for one queue or a subset of queues, or compare the values of metrics between different queues.

**Performance metrics.** A performance metric $m(q,t)$ is a function that computes a value over the packets that have entered or departed the queue $q$ until the end of time step $t$. Most metrics can be defined as recursive functions over time. For instance, metric $d$ that tracks the maximum delay experienced by packets in a queue, can be defined in the following way:

\[
\begin{align*}
d(q,0) & = 0 \\
d(q,t) & = \max(t - a, d(q,t - 1)) \\
where\quad a & = \min_{p \in \text{depart}(q,t)} \text{arrival}(p,q)
\end{align*}
\]

where $\text{depart}(q,t)$ is the set of packets that depart from queue $q$ at time $t$, and $\text{arrival}(p,q)$ is packet $p$’s arrival time into $q$. In defining metrics, one can use simple operations such as addition, subtraction, multiplication with a constant, and taking the maximum and minimum between values.

**Queries.** Queries are logical formulas over performance metrics. As shown in Figure 4, they ask questions about the values of metrics for one queue or a set of queues, or compare the values of metrics for two queues, over a certain period of time.

For instance, using the metric $d$ defined above, we can ask if packets could face significant delay in queue $Q$ with the following query: $\exists t \in [1,T] : d(Q,t) > D$. Moreover, as part of the query, users can specify base $\text{wl}$, a workload (formally defined in Figure 4 and §5) that constrains the space of traces the user is interested in. That is, the final workload returned by the search algorithm should be a subset of base $\text{wl}$. For instance, suppose we want to know, assuming a minimum input rate $R$ for a queue $Q$, whether it will transmit fewer than $K$ packets during $T$ time steps. For that, we can use the following query:

\[
\begin{align*}
\forall t \in [1,T] : c\text{enq}(Q,t) & \geq R \cdot t \\
\forall t \in [1,T] : c\text{deq}(Q,t) & < K
\end{align*}
\]

where $\text{cenq}(q,t)$ and $\text{cdeq}(q,t)$ track the total number of packets that have entered and exited $q$ by end of $t$.

Similarly, we can investigate fairness between two queues by assuming minimum input rate $R_1$ for both in base $\text{wl}$ and comparing the number of packets they transmit:

\[
\begin{align*}
\text{base}_\text{wl} & = \forall t \in [1,T] : \text{cenq}(Q_1,t) \geq R_1 \cdot t \\
& \wedge \forall t \in [1,T] : \text{cenq}(Q_2,t) \geq R_2 \cdot t \\
\text{base}_\text{wl} & \rightarrow \exists t \in [T,T] : \text{cdeq}(Q_1,t) - \text{cdeq}(Q_2,t) \geq T/2
\end{align*}
\]

Thus, queries can ask about many performance metrics, including latency, throughput, fairness, and starvation.

### 5 The Workload Language

Workloads are also specified as logical formulas over a set of metrics. A workload is a set of constraints, each specifying the traffic pattern for a subset of queues over a period of time. Workloads only constrain input queues, i.e., queues that receive packets from “outside” as opposed to another queuing module. This can help users analyze how a contention point will perform under different classes of external traffic.

More formally, as shown in Figure 4, a workload $\text{wl}$ is a conjunction of constraints (con). Each con is of the form
of traces that satisfy a query, abstracting away unnecessary details and including necessary ones.

Our experience in the case studies has shown that this set is capable of expressing a variety of workloads. But, we view this as a suitable starting point and not necessarily the final answer. We hope that as using formal methods, and specifically workload synthesis, for performance analysis evolves, the set of metrics will mature as well. In fact, our search algorithm is parametrized over the set of metrics and, if needed, any metric that can be encoded in SMT can be easily added to our search algorithm (see §8 for examples).

6 Synthesizing Answers

The search engine uses a guided randomized search over the space of workloads to find one that satisfies the query. The search algorithm (Algorithm 1) is based on the Metropolis Hastings Markov Chain Monte Carlo (MCMC) sampler, which combines random walks with hill climbing and has been successfully used for synthesizing optimized programs and loop invariants [20, 30, 35]. Starting from an initial workload $wl = true$ (line 3), which imposes no constraints on the input queues, the search algorithm asks the verification engine to verify the workload, i.e., check if all the traces in the workload satisfy the query (line 6). If yes, the search engine returns the workload as the answer to the query (line 7). If not, using the feedback from the verification engine, the search algorithm moves on to synthesize and try another candidate workload until a suitable workload is found (lines 8-12).

6.1 Verifying workloads

Given a workload $wl$, and a query $base_wl \rightarrow qry$, the verification engine uses an SMT solver [34] to check if the following formula is satisfiable

$$model \land base_wl \land \neg qry$$

where model is the logical encoding of the queueing modules the user is interested in (§3).

If the formula is satisfiable, there is at least one trace that is (1) valid, i.e., satisfies the constraints specified in model such as the maximum number of packets that are allowed to enter a queue between dequeues, (2) satisfies both $base_wl$ (the space of traces in which user is interested (§4)) and $wl$, and (3) does not satisfy the query. This means that our current candidate workload, $wl$, is not a suitable answer to the query. So, this trace is returned to the search algorithm to guide the synthesis of the next candidate workload.

If the formula is not satisfiable, either (1) $base_wl$ or $wl$ or their combination with respect to model is infeasible, meaning that no valid trace can satisfy their constraints and they actually represent the empty set, or (2) there are no valid traces in $base_wl \land \neg qry$ that do not satisfy the query. Only in the second case $wl$ is a valid and non-trivial answer to the query.

To distinguish between these two cases, the search engine asks the verification engine if $model \land base_wl$ is satisfiable (line 2). If not, the set of valid traces specified by $base_wl$ is

\[ \forall t \in [T_1, T_2]: lhs \oplus rhs, \text{where } T_1 \text{ and } T_2 \text{ are integers denoting the interval of time over which con constrains the input traffic, } \]

\[ \text{con is either a metric for one queue, or the aggregate of a metric over a set of queues, and } \]

\[ \text{op is a comparison operator } (>, \geq, <, \leq, =) \text{ that shows how the } \]

\[ \text{ths will be constrained by the } \]

\[ \text{rshs, which is time, or a constant.} \]

Workloads can describe sets of traces in a concise and intuitive manner. Consider the single-constraint workload: \( \forall t \in [1, 10]: cenq(Q_1, t) \geq t \). Any trace that satisfies this constraint, that is, sends at least \( t \) packets into \( Q_1 \) by time \( t \) and, as a result, does not leave the queue idle, is part of this workload. It does not matter if the traffic enters one packet at a time, or if 10 packets all come in at time step 1, or if 5 packets enter in the beginning, and 5 more at time step 5. That is, workloads can abstract away small details of packet traces as long as a higher-level property, as specified with a metric, is satisfied.

Workload metrics. The search algorithm explores the space of all workloads to find one that satisfies the query. When synthesizing candidate workloads, it decides how many constraints to include in the workload, and what metrics and queues to include in each constraint (§6).

While we leave the metrics that can be used in queries unconstrained, deciding the set of metrics that are used in synthesizing workloads requires careful consideration. We want the set to be small to keep the search space tractable but expressive to enable specifying common workloads in a concise and intuitive manner. We define our workloads over two metrics: (1) cumulative enqueue (\( cenq(Q_1, t) \)), the total number of packets that enter \( Q_1 \) by the end of time step \( t \), and (2) arrival inter-packet gap (\( aipg(q, t) \)), the inter-packet gap between the last two packets that enter \( q \) by time \( t \).

While small, this is a quite expressive set. \( cenq \) constrains the total number of packets entering the queue, independent of the exact time they arrive. So, it can abstract away the timing details of traces when they are not important for the query. \( aipg \), on the other hand, constrains the gap between packets and their arrival pace. So, it can capture low-level timing details if necessary in answering the query. Together, they create a good balance in capturing the commonalities
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**Algorithm 1: Workload synthesis search.**

**Input:** User query \( qry \) from Figure 4.

**Output:** Workload formula \( wl \) from Figure 4.

1. **Procedure** Search\( qry \)
2. \[ \text{if } (\neg \text{feasibleBaseWorkload}(qry)) \text{ return BadQuery} \]
3. \[ \text{wl = true; } G = \text{goodSet(qry); } B = \text{badSet(qry)} \]
4. \[ c_1 = \text{cost(wl, G, B)} \]
5. \[ \text{while } (\text{true}) \text{ do} \]
6. \[ \text{(found, bad_trace) = verify(wl, qry)} \]
7. \[ \text{if } (\text{found}) \text{ break else } B.\text{insert(bad_trace)} \]
8. \[ \text{op = randomOperation()} \]
9. \[ \text{next_wl} = \text{wl.apply(op)} \]
10. \[ c_2 = \text{cost(next_wl, G, B)} \]
11. \[ \text{if } (c_1 > c_2) \text{ then } \text{wl} = \text{next_wl}; c_1 = c_2 \]
12. \[ \text{else if } (e^{−k(c_3−c_1)} > \text{rand()}) \text{ wl} = \text{next_wl}; c_1 = c_2 \]
13. \[ \text{shrink(wl)); broaden(wl); return wl} \]

\[ \forall t \in [T_1, T_2]: \text{lhs} \oplus \text{rhs}, \text{where } T_1 \text{ and } T_2 \text{ are integers denoting the interval of time over which } \]

\[ \text{con constrains the input traffic, } \]

\[ \text{con is either a metric for one queue, or the aggregate of a metric over a set of queues, and } \]

\[ \text{op is a comparison operator } (>, \geq, <, \leq, =) \text{ that shows how the } \]

\[ \text{ths will be constrained by the } \]

\[ \text{rshs, which is time, or a constant.} \]

Workloads can describe sets of traces in a concise and intuitive manner. Consider the single-constraint workload: \( \forall t \in [1, 10]: cenq(Q_1, t) \geq t \). Any trace that satisfies this constraint, that is, sends at least \( t \) packets into \( Q_1 \) by time \( t \) and, as a result, does not leave the queue idle, is part of this workload. It does not matter if the traffic enters one packet at a time, or if 10 packets all come in at time step 1, or if 5 packets enter in the beginning, and 5 more at time step 5. That is, workloads can abstract away small details of packet traces as long as a higher-level property, as specified with a metric, is satisfied.

**Workload metrics.** The search algorithm explores the space of all workloads to find one that satisfies the query. When synthesizing candidate workloads, it decides how many constraints to include in the workload, and what metrics and queues to include in each constraint (§6).

While we leave the metrics that can be used in queries unconstrained, deciding the set of metrics that are used in synthesizing workloads requires careful consideration. We want the set to be small to keep the search space tractable but expressive to enable specifying common workloads in a concise and intuitive manner. We define our workloads over two metrics: (1) cumulative enqueue (\( cenq(Q_1, t) \)), the total number of packets that enter \( Q_1 \) by the end of time step \( t \), and (2) arrival inter-packet gap (\( aipg(q, t) \)), the inter-packet gap between the last two packets that enter \( q \) by time \( t \).

While small, this is a quite expressive set. \( cenq \) constrains the total number of packets entering the queue, independent of the exact time they arrive. So, it can abstract away the timing details of traces when they are not important for the query. \( aipg \), on the other hand, constrains the gap between packets and their arrival pace. So, it can capture low-level timing details if necessary in answering the query. Together, they create a good balance in capturing the commonalities

---
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empty. So, the search engine does not start the search and notifies the user to modify base_wl. Moreover, when verifying a candidate workload wlp (verify on line 6), the verification engine checks whether model ∧ base_wl ∧ wlp is satisfiable. If not, the fact that wlp is infeasible is also returned as feedback to guide the selection of the next candidate.

6.2 Generating the next candidate

If a candidate workload is not the final answer, the search algorithm synthesizes another workload to try. The next candidate workload, next_wl, is a mutation of the previous one, wlp. Suppose the previous candidate is wlp = ∧\text{\textk i=1} \text{\textcon i}. The search algorithm chooses one of the following operations at random (line 8), and applies it to wlp (line 9), to obtain next_wl:

- **Add** a new random constraint \text{\textcon}, so next_wl = \text{\textcon} ∧ wlp.
- **Remove** a random constraint \text{\textcon} from wlp. That is, next_wl = (\∧\text{\textk i=1} \text{\textcon}) ∧ (\∧\text{\textk j=+1} \text{\textcon}).
- **Modify** a random constraint \text{\textcon}. Suppose \text{\textcon} = \forall r \in \text{T} \cup \text{T}_2, \text{\textlhs} ∨ \text{\textrhs}. The search algorithm randomly picks whether to change one of \text{T}_1, \text{T}_2, \text{\textlhs}, \text{\textrhs}, or \text{\textcon} to obtain \text{\textcon}', so that next_wl = (\∧\text{\textk i=1} \text{\textcon}) ∧ \text{\textcon}' ∧ (\∧\text{\textk j=+1} \text{\textcon}).

These operations are motivated by prior work that has empirically shown MCMC to penalize those with a mixture of major (add and remove) and minor (modify) changes to the current candidate to obtain the next one [30, 35].

Next, the search algorithm uses a cost function (§6.3) to decide whether it is “worth” transitioning to next_wl and try it out. If next_wl has a lower cost compared to wlp, next_wl becomes the current candidate (line 11). If next_wl has a higher cost, to avoid getting stuck in local minima, the algorithm may still choose to make the transition with a probability proportional to the difference in next_wl and wlp’s costs (line 12). The algorithm repeats this process until it finds the next candidate workload.

6.3 The Cost Function

Intuitively, a good cost function should (1) favor workloads when they include a large number of packet traces that satisfy the query, and (2) penalize those that do not satisfy the query. Inspired by prior work [30], we quantify these criteria into a cost function using example traces.

We create two sets of traces before starting the search (line 3): a set of good example traces (G), all of which satisfy the query, and a set of bad examples (B), none of which satisfy the query. Suppose \text{\textmatch}(wlpE) is the number of traces in E that are also in wlp. The cost function is then defined as:

\text{\textcost}_E(wlp, G, B) = \text{\textmatch}(wlp, B) − \text{\textmatch}(wlp, G).

Recall that if a workload is feasible but does not satisfy the query, the verification engine returns a trace in that workload that does not satisfy the query as feedback. These traces are added to B as the search goes on, further refining the cost function (line 7).

In our experience, cost_E can effectively guide the search toward workloads that satisfy the query. But there could be multiple such workloads. So, we define another function cost_S(wlp) that favors concise workloads, i.e., those with fewer constraints that constrain fewer queues over longer, less fragmented periods of time (details in Appendix B). We define our final cost function as \text{\textcost}(wlp) = \text{\textcost}_E(wlp) + \text{\textcost}_S(wlp).

We set \text{\textcost}_E > \text{\textcost}_S so that in the beginning, the search algorithm probes the space of workloads for any answer that satisfies many good examples and no bad ones. Once the algorithm has reduced \text{\textcost}(wlp) and is in the “right” part of the space, \text{\textcost}_S helps direct it towards a more concise answer.

Note that even if a workload matches some bad examples, it can still have a low cost and get selected as the next candidate. This is acceptable because the search algorithm may need to go through “obviously” bad workloads to explore different regions of the search space and find the answer. Also, example traces are used only to guide the search; each candidate workload is verified in the verification engine to ensure that every trace represented by the workload satisfies the query.

6.4 Generating The Example Sets

Before the search starts, the search engine asks the verification engine to generate traces for G and B. A trace \text{\texteg} is a 2D array that concretely specifies how many packets enter each queue at each time step. For example, if \text{\texteg}[Q_1][5] = 3, it means that in this trace, \text{\textq}_1 receives 3 packets at time 5.

**The bad examples set (B)**. The i\text{th} bad example is a trace that satisfies the following formula:

\text{\textmodel} ∧ \text{\textbase_wl} ∧ \text{\textneg} \text{\textquery} ∧ \text{\textneg}(\lor j=1 \text{\texteg}_i \neq \text{\texteg}_j) ∧ \text{\textlocal_mods},

Having \text{\textneg}(\lor j=1 \text{\texteg}_i \neq \text{\texteg}_j) ensures that the trace is different from the previous i − 1 traces. \text{\textlocal_mods} ensures that there is variety across the traces in B so that the search algorithm can prune the search space faster. For that, we pick \text{\textrandom} P random points (\text{\textq}_1, \text{\textt}_1), \ldots, (\text{\textq}_P, \text{\textt}_P) in the (i − 1)th trace and \text{\textrandom} P integers \text{\textv}_1, \ldots, \text{\textv}_P such that \text{\texteg}_{i−1}[\text{\textq}_j][\text{\textt}_j] \neq \text{\textv}_j. Then, we define \text{\textlocal_mods} = \land j=0 \text{\texteg}_{i}[\text{\textq}_j][\text{\textt}_j] = \text{\textv}_j. This way, the i\text{th} trace is different from the previous one in at least \text{\textP} points. If no such trace could be found after two tries, we decrements \text{\textP} and retry until a new trace is found.

**The good examples set (G)**. Generating G is more complicated. To see why, consider the diagram in Figure 5 and an arbitrary workload \text{\textans} that satisfies the query. No matter how we choose \text{\textans}, \text{\textans} cannot include any of its traces. So, by minimizing \text{\textmatch}(wlp, B) in the cost function, the search algorithm is always moving in the direction of an answer. However, depending on how we pick \text{\textans}, \text{\textans} may include all (\text{\textans}_1 in Figure 5), a subset (\text{\textans}_2), or none (\text{\textans}_3) of \text{\textG}'s traces. There may not even exist a workload like \text{\textans} that can express all the traces in G without including any bad traces. So, if we do not pick \text{\textG}'s traces carefully, by maximizing \text{\textmatch}(wlp, G), the algorithm may repeatedly be directed towards a part of the search space where there are no suitable answers.
Figure 5: Relationship between answer workloads and G and B.

Intuitively, we want to pick traces for G that are (1) not radically different from each other, so that the majority of them can be represented with a single workload, and (2) not too similar, so that the workload found by the search algorithm is sufficiently general. To do so, the search engine asks the verification engine to create a \emph{base} trace that it will use as the basis of generating the rest. Specifically, it asks for a trace \( e_0 \) that satisfies model \& basewl \& qry while using Max-SMT to minimize the following criteria in the specified order:

1. **Total number of queues with traffic**, i.e., \( \Sigma q_lq, \) where \( l_q = 1 \) if \( \Sigma e_0[q][t] = 0 \), and is zero otherwise. This helps keep the search focused. To see why, suppose we find an \( e_0 \) that satisfies the query and in which only \( Q_1, Q_2, \) and \( Q_3 \) have traffic. When generating the rest of \( G \), we add constraints that make sure the queues that have no traffic in \( e_0 \) stay empty in the rest of the traces as well. So if there is another set of traces with traffic in, say, \( Q_2, Q_4, \) and \( Q_5 \), that satisfy the query, they will not be included in \( G \), making sure \( G \)'s traces are not radically different from each other.

2. **Total number of time steps queues do not receive traffic**, i.e., \( \Sigma q_tq_t \), where \( t_q = 1 \) if \( \Sigma e_0[q][t] = 0 \) and is zero otherwise. This means that in the base trace, every queue receives at least one packet every time step as long as it is “harmless”, i.e., it does not stop the trace from satisfying the query. This smooth background traffic in the base trace can be randomly changed in the rest of the traces to ensure diversity in the good examples set.

3. **Total traffic in the trace**, i.e., \( \Sigma q_t e_0[q][t] \). Given the above optimization criteria, this ensures that the background traffic is not flooding the contention point with too many packets and only allows more than one packet per time step in the base trace if necessary for satisfying the query.

The rest of \( G \)'s traces are generated from \( e_0 \). Similar to generating B, the search engine asks for a trace that satisfies the query, is not any of the previous traces, and is different from the previous trace in at least P random places. There are two differences: for the \( j \)th trace \( e_j \), we add extra constraints so that queues that have no traffic in \( e_0 \) (see optimization criteria 1) have no traffic in \( e_j \) either, and we minimize the “distance” between \( e_j \) and \( e_0 \), i.e., minimize \( \Sigma q_t d_{q,t} \), where \( d_{q,t} = 1 \) if \( e_0[q][t] \neq e_0[q][t] \) and zero otherwise.

6.5 Optimizations

We have employed several optimizations to improve the synthesis process and the final answer. We discuss some of the major ones here and the rest in Appendix C.

**Reducing the search space.** If a queue \( q \) has no traffic in our base trace \( e_0 \) (§6.4), it means that as long as the other “non-idle” queues have traffic, its traffic is either not important or has to be zero for satisfying the query. So, we temporarily add \( \forall t \in [1,T]: cen(q,t) = 0 \) to base_wl and only look for workloads that constrain the rest of the queues during search. This reduces the space of workloads the search algorithm needs to explore. These constraints will be removed in post-processing if not necessary.

**Post-processing.** Once the search engine finds a workload \( w_l \) that satisfies the query, it creates a new workload \( ans \) that includes all the constraints from \( w_l \) and base_wl. It then performs “workload shrinking” (Algorithm 1, line 13) by removing the constraints in \( ans \) one at a time and checking if \( ans \) still satisfies the query. This helps remove any constraint that is added to base_wl during example generation or to \( w_l \) during search but is not necessary for satisfying the query. Next, we try “workload broadening”. For a queue \( Q_i \) that is not in \( ans \) and a constraint \( con \) in \( ans \), if \( con \)'s left hand side is \( m(Q_i,t) \), it is changed to \( \Sigma q \in Q_i m(q,t) \), and if it is \( \Sigma e \in E m(q,t) \), it is changed to \( \Sigma q \in Q_i m(q,t) \). If the workload still satisfies the query, this helps include even more traces in the workload.

**Reducing calls to the verification engine.** Each call to the verification engine can be expensive as it checks the satisfiability of non-trivial formulas. So, if the search algorithm selects a candidate workload that matches a trace in \( B \), it moves on to finding the next candidate without consulting with the verification engine, as it already knows that the current candidate includes a trace that does not satisfy the query.

**Escaping local minima.** To avoid getting stuck in local minima, the search algorithm keeps track of its progress, i.e., the difference between the cost of the previous candidate workload and the next one. If the progress is below a threshold for a number of rounds, it “looks ahead” a couple of hops when generating the next candidate by applying a sequence of moves in §6.2 to generate the next workload. If it still cannot make enough progress in another several rounds, it restarts the search from a workload with no constraints.

7 Case Study: Packet Scheduling

We have prototyped our techniques in a tool we call FPerf in ~10K lines of C++ code, which is publicly available [41]. We use Z3 [34] in the verification engine for checking the satisfiability of SMT formulas. In this section, we describe our experience in using FPerf to analyze packet scheduling algorithms. Our goal is to explore \emph{expressiveness}, i.e., whether our workload language can express a wide range of workloads in answering queries, \emph{interpretability}, i.e., whether the final workloads are concise, intuitive, and interpretable, and \emph{tractability}, i.e., whether workloads are generated in reasonable human timescales (i.e., minutes).

7.1 Stand-alone Schedulers

The priority scheduler is a single queuing module with four input queues and one output queue. \( Q_i \) has a higher prior-
ity than \( Q_j \) if \( i < j \). Every time step, the scheduler picks the highest-priority non-empty input queue, dequeues a packet from it, and puts the packet in the output queue. In a strict priority scheduler, lower priority queues may get starved, which we quantify with the metric \( \text{blocked}(q, t) \) defined as the number of consecutive time steps that \( q \) has packets but is not chosen for transmission. We then ask \( \forall t \in [1, T] : \text{blocked}(Q_3, t) > 5 \).

Starting from \( T = 5 \), we increment \( T \) until the verification engine finds a satisfying trace in the example generation phase at \( T = 7 \). Then, the search algorithm finds \( \forall t \in [1, 7] : \Sigma_{q \in \{Q_1, Q_2\}} \text{cenq}(q, t) \geq t \land \forall t \in [1, 7] : \text{cenq}(Q_3, t) \geq 1 \). That is, to satisfy the query, \( Q_1 \) and \( Q_2 \), which have higher priorities than \( Q_3 \), should collectively receive a consistent flow of traffic (constraint 1), and \( Q_3 \) should at least have one packet to be considered blocked (constraint 2). While the answer is not surprising, it demonstrates FPerf’s ability to abstract away the details of which higher priority queue receives packets at exactly what time step, only capturing the necessary details.

The round-robin scheduler is a single queueing module with five input queues and one output queue. The input queues are serviced in a round-robin fashion (independent of packet size, see §9). If every queue receives steady traffic over a time period \( T \), each should be selected for dequeue at least \( T/5 \) times. So, when we ask if \( Q_3 \) can dequeue more packets than \( Q_2 \) with query \( \forall t \in [10, 10] : \text{cdeq}(Q_3, t) - \text{cdeq}(Q_2, t) \geq 3 \) and base workload \( \lambda_{2 \rightarrow 1} \forall t \in [1, 10] : \text{cenq}(Q_1, t) \geq t \), the verification engine cannot find any traces that satisfy the query.

Now suppose we relax base wl to restrict the average rate of traffic every 5 time steps as opposed to every time step, i.e., have the queues receive at least 4 packets every 5 time steps: \( \text{base wl} = (\lambda_{3 \rightarrow 1} \forall t \in [5, 5] : \text{cenq}(Q_1, t) \geq 4) \land (\lambda_{3 \rightarrow 1} \forall t \in [10, 10] : \text{cenq}(Q_1, t) \geq 8) \). FPerf finds \( \forall t \in [1, 4] : \Sigma_{q \in \{Q_0, Q_2, Q_3\}} \text{cenq}(q, t) \leq 0 \land \forall t \in [1, 4] : \text{cenq}(Q_3, t) \geq t \land \text{base wl} \), which describes a workload where all queues except \( Q_3 \) receive no packets in the first four time steps and receive a burst of at least 4 packets at time 5, while \( Q_3 \) continuously receives traffic. So, while the average input rate of all queues is the same, other queues temporarily fall behind \( Q_3 \) in terms of dequeues due to the burstiness of their traffic.

**FQ-Codel.** This case study analyzes the buggy scheduler inspired from the FQ-Codel qdisc [32]. The scheduler’s logic, the query, and the workload are described in §2 as our motivating example. Here, we only report that the same workload was overwhelmingly returned as the answer across all runs.

### 7.2 Composing Host and NIC Schedulers

Modern NICs expose multiple transmit queues to the host, so that CPU cores can concurrently send traffic to the NIC, each through a dedicated transmit queue [42–44]. This provides significant performance benefits but makes it difficult to enforce policies about how applications on the same host should share network resources. Prior work [44] demonstrates this using an example, which we analyze in this case study.

Suppose two tenants reside on a server with multiple CPU cores. Tenant 1 runs spark [45], and tenant 2 runs both spark and memcached [46]. All applications are multi-threaded and can use all the cores. We want to ensure that the two tenants fairly share the network bandwidth, and tenant 2’s memcached traffic is prioritized over its own spark traffic. One option, described in [44], is to use software packet schedulers (e.g., Linux qdiscs) to enforce fair sharing between the tenants on the host, and a priority scheduler on the NIC to enforce prioritization of memcached traffic. Note that to avoid overhead, software schedulers enforce policies per core not across cores.

Figure 6 shows how we model this in FPerf for 4 CPU cores. There is one input queue for traffic from each application on each core. That is, \( Q_{3(i-1)+1} \), where \( i \) is the core number, are for tenant 1’s spark, \( Q_{3(i-1)+2} \) for tenant 1’s spark, and \( Q_{3i} \) for tenant 2’s memcached traffic. For each core, a queuing module first classifies traffic from that core’s input queues into two output queues, one for each tenant. Then, a round-robin scheduler shares bandwidth between the two tenants into the NIC’s transmit queue. On the NIC, a module classifies traffic from the cores into two output queues, one for spark and one for memcached traffic. Finally, a priority scheduler that prioritizes memcached traffic decides what packet to send out of the NIC. We add a “dummy” module that takes the output from the NIC and “demultiplexes” it into \( Q_{out1} \) queue for tenant 1 and \( Q_{out2} \) for tenant 2 to use in our queries.

Since the final scheduler always prioritizes memcached traffic over spark, it is easy to see how the second half of the policy is always enforced. So, we ask whether tenant 1 and tenant 2 will get equal access to the NIC output link:

\[
\begin{align*}
\text{base wl} & : \forall t \in [10, 10] : \text{cdeq}(Q_{out2}, t) - \text{cdeq}(Q_{out1}, t) \geq 3 \\
\text{base wl} & = (\forall t \in [1, 10] : \Sigma_{q \in S_{tenant1}} \text{cenq}(q, t) \geq t) \land (\forall t \in [1, 10] : \Sigma_{q \in S_{mem2}} \text{cenq}(q, t) \geq t)
\end{align*}
\]

\( S_{tenant1} \) are \( Q_{3(i-1)+1} (1 \leq i \leq 4) \), which carry tenant 1’s spark traffic, and the rest of the queues are in \( S_{mem2} \). That is, in base wl, we ensure that both tenants receive a steady stream of packets. For this query, FPerf finds the workload

\[
\begin{align*}
\forall t \in [1, 10] : \text{cenq}(Q_3, t) \geq t \land \forall t \in [1, 10] : \text{cenq}(Q_3, t) \geq t \\
\land (\forall t \in S_{tenant1} \forall t \in [1, 10] : \text{cenq}(Q_3, t) \leq 0)
\end{align*}
\]

where \( S_{tenant1} = \{1, \ldots, 3, 5, \ldots, 8, 10, \ldots, 12\} \). That is, if tenant 2’s memcached runs on core 3 and tenant 1’s spark on core 2, they
will only compete in the priority scheduler in the NIC, where memcached traffic is prioritized over spurious traffic, and tenant 2 is favored to access the link. The same phenomena can happen as long as tenant 2’s memcached traffic and tenant 1’s spark traffic come from two different cores.

Next, we modify the base workload to see if the problem still exists if there is no memcached traffic. We add \( \forall t \in [1, 10] : c_{\text{cenq}}(Q, t) = 0 \) to the base workload and repeat the query. This time, we get the following workload as answer:

\[
\begin{align*}
&\forall t \in [1, 10] : c_{\text{cenq}}(Q, t) = 0 \\
&\wedge \forall t \in [1, 10] : \sum_{q \in Q} c_{\text{cenq}}(q, t) \geq t \\
&\wedge \forall t \in [1, 10] : c_{\text{cenq}}(Q_{10}, t) \geq t \\
&\wedge (\forall t \in \text{rest} \forall t \in [1, 10] : c_{\text{cenq}}(Q, t) \leq 0).
\end{align*}
\]

where \( \text{rest} = \{1, 3, 4, 6, 7, 9, 12\} \). Here tenant 2’s spark runs on all cores and tenant 1’s spark only on core 4. The first three constraints ensure that there are three different concurrent streams of traffic from tenant 2’s spark. Since there is only one stream of spark traffic for tenant 1, that is, because the spark flows are not uniformly spread across cores, tenant 1 gets access to the link less frequently than tenant 2. Both workloads are consistent with the empirical results in [44].

### 7.3 Tractability

Tables 7a and 7b summarize statistic about different phases involved in workload synthesis for the packet scheduling case studies across 10 runs. We use a server with 4-socket NUMA-enabled Intel Xeon Gold 6128 3.4GHz CPU with 6 cores per socket. For Comp, we only include the results for the second query as, compared to the first query, its analysis is more involved in all synthesis phases.

**Generating G is expensive.** This is not surprising: when generating trace \( e_l \), we constrain it to have different randomly chosen values from \( e_{l-1} \) in \( p = P \) random places. If no trace is found in two tries, we decrement \( p \) and try again. Each time, we also ask the verification engine to minimize the distance between \( e_l \) and the base trace (§6.4). The more such calls, either due to the sheer size of \( G \), or because we have to retry a lot for each trace, the longer generating \( G \) will take.

Compared to Prio and Comp, it takes more tries to find a trace for RR and FQ-CoDel (average of 16 and 6 tries, respectively). This is because the answers to their queries are more sensitive to the timing of packets in the trace: RR needs a specific kind of burstiness and FQ-CoDel needs a specific rate. So, making \( p \) random modifications to \( e_{l-1} \) for larger values of \( p \) makes it improbable to satisfy the query for \( e_l \), increasing the number of retries. By default, \( P = \min(10, \text{trace size}) \), which is 10 for RR and FQ-CoDel, translating to a maximum of 20 tries per example trace. Instead, we can potentially set \( P \) to the moving average of the \( p \) that has worked for the previous traces and reduce the number of retries, and consequently, the total time for generating \( G \).

Another option is to reduce \( |G| \), potentially increasing search time as shown in Figure 10 (Appendix). For all but FQ-CoDel, the decrease in example generation time outweighs the increase in search time, and workload synthesis is fastest for \( |G| = 25 \). For FQ-CoDel the sweetspot is \( |G| = 50 \). One could execute workload synthesis in parallel for different values of \( |G| \) and use the results from whichever finishes first. Moreover, once we have the base trace \( e_0 \), we can potentially parallelize the generation of \( G \) into \( x \) threads, each generating \( \frac{|G|}{x} \) traces. Our randomized changes from one trace to the next reduces the risk of getting duplicate traces across threads, and even if there are a few, it will not affect the correctness of the search.

**The verification engine is efficient.** The verification engine can verify a workload in \( \frac{1}{1000} \) sec on average. The worst case
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**Figure 7: Case study statistics and results (§7 and §8).**

<table>
<thead>
<tr>
<th>Phases</th>
<th>Prio RR FQ-C Comp LS-T LS-L</th>
</tr>
</thead>
<tbody>
<tr>
<td>Example Generation</td>
<td>Generating base trace (s) 0.3</td>
</tr>
<tr>
<td></td>
<td>Generating good set (G) (s) 6.8</td>
</tr>
<tr>
<td></td>
<td>Generating bad set (B) (s) 1.2</td>
</tr>
<tr>
<td>Verification Engine</td>
<td>Verifying workload (avg) (s) 0.02</td>
</tr>
<tr>
<td></td>
<td>Verifying workload (max) (s) 0.04</td>
</tr>
<tr>
<td></td>
<td>Verifying query (avg) (s) 0.03</td>
</tr>
<tr>
<td></td>
<td>Verifying query (max) (s) 0.06</td>
</tr>
</tbody>
</table>

| Search (see §6.5) | # Rounds 65 | 268 | 769 | 361 | 949 | 117 |
| | # Rounds w/verification 39 | 107 | 537 | 131 | 836 | 65 |
| | # Rounds w/“look-ahead” 1 | 11 | 44 | 20 | 162 | 1 |
| | Total search time (s) 2.4 | 59 | 223 | 461 | 420 | 121 |

| Processing | Workload shrinking (s) 0.2 | 0.0 | 0.9 | 107 | 25.9 | 16.4 |
| | Workload broadening (s) 1.0 | 0.0 | 0.1 | 45 | 0.0 | 2.6 |
| Total Time (min.) | 0.2 | 6.2 | 9.6 | 18.5 | 13.8 | 14.0 |

(a) Statistics from running FPeff 10 times for each case study. Parameters: Queue parameters are \( S = 10 \) and \( K = 4 \) packets. For example sets, \( |G| = 50 \), and \( P = \min(10, \text{trace size}) \). During search, the maximum number of constraints in the workload is \( 0.03 \times \max(\text{cost}G) \). \( \text{cost}G = 10 \), and number of rounds of slow progress tolerated before look-ahead and restart is \( 10 \) and 20 respectively.

(b) Case study statistics

(c) Workload synthesis statistics for the latency query on leaf-spine networks of increasing size. \( S_i-L_i-H_i \) has \( i \) spines, \( j \) leaves, and \( i \) hosts per leaf to avoid oversubscription \( (k = i \times j) \). Parameters are same as figure 7a except \( |G| = |B| = 25 \) (see §9).
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**Figure 7: Case study statistics and results (§7 and §8).**
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is $\sim 10\text{sec.}$ for Comp, and $< 1\text{sec.}$ in other case studies. The efficiency of the verification engine is thanks to the advances in SMT solvers [34], our efficient encoding of queues (Appendix), and our choice to use immediate composition.

In immediate composition, packets leaving output queues at time $t$ are visible in the input queues of the next module at time $t$, as opposed to $t + 1$ in sequential composition (§3). So, if we have a chain of $L$ queuing modules, a packet arriving at time $t$ is processed by all the queuing modules one-by-one but in the same time step and appears in the final output queue at $t + 1$, as opposed to $t + 1 + L$. In Comp, all the paths from input to output queues through the queuing modules have the same length. So, if we use immediate composition across all modules, it will not change the relative ordering of packets across queuing modules and allows us to analyze the model in 10 as opposed to 15 time steps and get the same output.

Optimizations (§6.5) are effective. For instance, when a candidate workload matches one of the bad example traces, we can move on to the next candidate without calling the verification engine. Using this optimization, we avoided calling the verification engine in $\sim 40$ to 70% of the rounds, which translates to saving $\sim 113$ and 192 seconds in FQ-CoDel and Comp that are more complex. Moreover, The “look-ahead” strategy is used in 5% of the rounds, helping the search algorithm to avoid local minima and plateaus.

8 Case Study: A Small Leaf-Spine Network

In this section, we use FPerf to analyze a small leaf-spine network (Figure 8). Our goal is to demonstrate the expressiveness of our model and the generality of our techniques.

Modeling switches. We model our switches after input-queued switches with virtual output queues (VOQs). Suppose the switch has $P$ ports. Each input port $i$ has $P$ VOQs, where the $j$th VOQ stores packets that are destined for output port $j$. The switch crossbar decides which input ports can simultaneously send packets to which output ports without interfering with each other, and delivers packets from the corresponding VOQs at those input ports to their destination output ports.

Figure 9 shows how we model this in FPerf. A switch with $P$ ports is a composition of $P + 1$ queuing modules. There are $P$ forwarding modules, one for each input port. The $i$th forwarding module takes a packet from input port $i$, decides the destination port $j$ it should be forwarded to, and places the packet in the $j$th VOQ for port $i$. The crossbar queuing module models the switch crossbar. In each time step, using the iSlip algorithm [47], it matches input ports and output ports such that each input port is matched with at most one output port and vice versa. If an input port $i$ is matched with an output port $j$, the crossbar moves a packet from the $i$th VOQ at port $i$ to the output queue for port $j$. iSlip and its variants are widely used in switching fabrics as they provide high throughput in the crossbar and fairness across inputs.

Packet metadata and workload metrics. The per-packet metadata variables include $dst$, a variable representing the final destination of the packet, and $ecmp$, a variable with values in $[0, 5]$ where $5$ is the number of spine switches, representing the result of the ECMP hash of the packet’s flow ID modulo the number of spines. We extend example traces and our algorithms for generating them (§6.4) to include packet metadata (details are in Appendix D.1). Moreover, we add two corresponding metrics, $dst(q, t)$ and $ecmp(q, t)$, to our workload language to track the values of these variables for packets entering $q$ at time $t$. These metrics, together with $cenq(q, t)$ and $aipg(q, t)$, can be used in the synthesized workloads to describe a range of traffic patterns and flows.

User Interface. To create a model of a network of switches, the users need to specify the topology (switches and links) and the forwarding rules (mapping per-packet metadata to an output port) for each switch. For a leaf-spine network, FPerf provides a special interface that only requires specifying the number of leaves and spines. For the base workload, the users can provide a list of constraints using an interface that abstracts away the logical operators and expressions in Figure 4.

Each constraint is either (1) $[t_1, t_2]q.m \oplus c$, constraining metric $m$ for queue $q$ against a constant ($\oplus$ is any comparison operator), (2) $[t_1, t_2]q_1.m + ... + q_n.m \oplus c$, (3) $[t_1, t_2]q_1.m \oplus q_2.m$, or (4) $[t_1, t_2]q_1.m + ... + q_n.m \oplus c$, constraining a metric’s value for one or more queues over time. Queues are identified by switch id and port number.

For queries, the users provide a list of questions with a similar interface, asking if the value of a metric over a time period for one or more queues can go above or below a threshold. There are two special shorthands for common queries: $q_.\text{avg}$.rate is the average input rate for queue $q$, which translates to $q_.cenq/t$, and $lat(s_1, ..., s_n)$ is the latency through the specified sequence of switches, which translates to sum of queue sizes $(q_1.qsize + ... + q_n.qsize)$ along the path. Appendix D.2 includes more details on the translation between this interface and the syntax in Figure 4.

The throughput query (LS-T). Since there is no oversubscription in our leaf-spine network, we first ask whether the throughput between hosts 1 and 6 can drop below line-rate:

base_wl $\rightarrow \forall t \in [1, 10]: cenq(Out_i, t) \leq 5$

base_wl $= (\forall t \in [1, 10]: dst(In_j, t) = 6)$

$\land \left( \forall i, j \in [1, 6], i \neq j \right) \forall t \in [1, 10]: dst(In_j, t) \neq dst(In_i, t) \}$

In, and Out, are the queues host $i$ uses to send traffic into and receive traffic from the network, respectively. The query asks whether the total number of packets received by host $i$ at time 10 is less than half of what it should have received at line rate. The base workload ensures that host 1 sends a steady stream.
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of traffic to host 6 (at least 1 packet per time step), and no two hosts send traffic to the same destination so there is no traffic concentration at the hosts. For this query, FPerf finds the following workload:

\[
\forall t \in [1, 10]:\; \text{dist}(In3, t) \geq 5 \land \forall t \in [1, 7]:\; \text{ecmp}(In1, t) = 1 \\
\land \forall t \in [1, 7]:\; \text{ecmp}(In3, t) = 1 \land \forall t \in [1, 10]:\; \text{cenq}(In4, t) \leq 0.
\]

That is, if there is another flow from host 3 to the third pod (constraint 1) with the same `ecmp` as the flow from host 1 to 6 (constraints 2 and 3), the two flows have to compete for bandwidth on the link from S1 to L3 (Figure 8) and host 6 will not receive traffic from host 1 at line rate. The last constraint ensures that the flow from host 3 has all the bandwidth from the second pod to itself to compete with the flow from host 1.

**The latency query (LS-L).** In the absence of queuing delay, it takes packets three time steps to go from a host in one pod to a host in a different pod. We want to know if it can take much longer, say, 13 time steps, for packets to go from host 1 to 6. To do so, we ask if it is possible to have a queue build up of at least 10 packets along the path of the flow:

\[
\text{base_wl} \rightarrow \forall t \in [10, 10]:\; \sum_{q, \text{path}} qsize(q, t) \geq 10
\]

\[
\text{base_wl} = \forall t \in [1, 10]:\; \text{dist}(In1, t) = 6 \land \\
(\forall t \in [1, 10]:\; \text{ecmp}(In1, t) = 1) \land (\forall t \in [1, 10]:\; \text{cenq}(In4, t) \leq t)
\]

Here, the base workload ensures there is a flow from host 1 to 6 (constraints 1 and 2), and that the flow sends at most at line rate (constraint 3), so that there is no artificial queue build up from the flow’s own packets, `path` is the set of queues the flow visits as it traverses L1, S1 (since in base_wl, `ecmp(In1, t) = 1`), and L3 (see Figure 8).

For this query, FPerf finds the following workload:

\[
\forall t \in [1, 8]:\; \text{dist}(In3, t) = 6 \land \forall t \in [1, 8]:\; \text{ecmp}(In3, t) = 1 \\
\land \forall t \in [1, 10]:\; \text{ecmp}(In3, t) = 6 \land \forall t \in [1, 10]:\; \text{cenq}(In4, t) \leq 0.
\]

That is, if hosts 3 and 5 (from pods 2 and 3) send traffic to host 6 at the same time (constraints 1 to 3), there will be a queue build up of at least 10 packets along the path of the flow and its packets will experience high latency. Similar to the throughput query, the last constraint ensures that the flow from host 3 has all the bandwidth from the second pod to itself to contribute to quickly building up the queues.

**Tractability.** Tables 7b and 7a summarize statistics about different phases of workload synthesis for the queries about the leaf-spine network. The results are consistent with our observations in §7.3. Generating the good example set is expensive but there are opportunities for parallelization and further optimizations. The verification engine is efficient, verifying workloads in < 1.7 sec. on average and ~ 4 sec. in the worst case. Beyond what is described in §7.3, we employ other optimizations that contribute to this efficiency. Specifically, we use the forwarding rules in the leaf-spine topology to (1) remove certain VOQs from the switch crossbar if their corresponding input and output ports are not expected to communicate (e.g., a packet entering a leaf from a spine is expected to go to one of the output ports connected to the hosts and not other spines), and (2) constrain the values of the per-packet metadata to reduce the search space (e.g., all packets going into S1 have `ecmp` set to 1). Finally, our search optimizations remain effective, avoiding calls to the verification engine in ~ 55 to 89% of the rounds, and the example traces effectively guide the search towards workloads that satisfy the query.

**Takeaways.** Queuing modules and their composition are expressive enough to model a variety of network components, from packet schedulers and classifiers to a network of switches. We did not need to make any changes to how we model contention points (§3) to model the leaf-spine network. Similarly, our workload synthesis techniques generalize beyond packet scheduling. Our example generation strategy and workload metrics need only minor changes to include the packet metadata needed for forwarding over the network, and our search algorithm can find workloads for the queries as effectively without any modifications.

### 9 Discussion and Future Directions

**Scaling to large networks.** Figure 7c shows how example generation, search, and workload verification times increase for the latency query on leaf-spine networks of increasing size. As the network size increases, the number of variables and constraints go from 45k and 46k to 182k and 181k, and automated theorem provers (e.g., Max-SMT and SMT solvers) which we use in example generation and workload verification, can take exponentially longer as the problem size increases. For our largest evaluated network (not shown in the figure) with 4 spines, 4 leaves, and 16 servers (56 modules and 288 queues), it takes 224 minutes to find an answer.

There is room for more optimizations, some of which we have implemented for this experiment and discuss in Appendix D.3. But, as with any other approach that relies on similar formal methods tools, there is a limit to how many variables and constraints we can jointly reason about within a reasonable amount of time. As such, similar to data and control-plane verification tools that have matured over a decade to scale to large-scale networks, much work needs to be done to improve the scalability of formal methods tools for network performance analysis.

For example, we may need to develop new techniques, e.g., domain-specific algorithms for reasoning about network properties to replace SAT/SMT solvers [12, 48] or decompose global properties into local properties for modular analysis [15, 31]. Specifically, given that performance queries and properties such as latency lend themselves well to decompo-
tion over regions and paths, we believe modular analysis to be key in scaling automated formal reasoning about performance and an important direction for future work.

**Bounded Time.** We model queuing modules for a bounded number of time steps, starting with empty queues and every module in its initial state. Nevertheless, the workloads in our case studies often include “repeatable” patterns. For instance, in FQ-CoDel, $Q_5$ can continue causing fairness problems after 14 timesteps if it keeps sending at the rate specified in the workload. Prior work explores how to find periodic adversarial input patterns for P4 programs [49], and it would be interesting to explore similar ideas in our context. Moreover, to cover different portions of the time horizon, we can explore ways to compute a subset set of reachable states in queuing modules and start from those as opposed to the initial state. Finally, exploring verification techniques for reasoning about unbounded time [50] is an interesting avenue for future work.

**Packets vs. bits.** In our prototype, metrics, and therefore, queries and workloads, are defined in terms of packets rather than bits. We plan to extend FPerf to include packet sizes as extra variables, so they can be used in defining metrics and potentially reveal even more interesting workloads.

**Generating traces from workloads.** We can use the verification engine to generate example traces from the final workloads. Transforming these traces or the traces in $G$ to concrete packets that can be injected into real-world networks (e.g., see Adapters in [37]) is an interesting future direction.

## 10 Related Work

**Network Calculus.** Network Calculus [6, 51] offers a uniform mathematical framework for analyzing performance guarantees. To use network calculus, one needs to model the input workload as an “arrival curve”, which bounds the arrival pattern of bits into a network component, and the network component as a “service curve”, which bounds the number of serviced bits. Using these curves and $(\min, +)$ algebra, one can then derive bounds on performance metrics such as throughput, latency, jitter, and loss [4, 52–54]. However, these curves need to be reasonably concise and provide tight bounds on the behavior of the network component and the input traffic pattern for the final bounds to be tight and useful. Deriving arrival and service curves is challenging, particularly for today’s complex network functionality and traffic patterns [10].

**Quantitative Reasoning.** There is a line of work for reasoning about quantitative network properties: Some extend dataplane verifiers to reason about quantities such as link loads and hop counts [55–57]. Others reason about probabilistic aspects of networks (e.g., weighted ECMP) and answer probabilistic questions (e.g., the probability that packets reach a destination) [58, 59]. Our work is similar in that performance properties are quantitative. However, these tools focus on verification, whereas, we propose to use synthesis to automatically generate not just one counter-example, but a workload that violates user-defined performance-related properties. Moreover, these tools abstract away many low level network details as nondeterministic, which we are able to model more precisely in SMT in our queuing modules.

**Automated protocol analysis.** Recent work uses techniques such as bounded model checking and guided search to check if congestion control algorithms can be driven into undesirable states or underutilize the network [60–62]. Khan et al. propose to train Markov models that capture the temporal behavior and throughput and delay distributions of delay-based congestion control protocols [63]. Gilad et al. use reinforcement learning (RL) to train agents that generate adversarial traces for protocols and use it to demonstrate sub-optimal performance in some RL-driven protocols [64]. We propose generating workloads describing sets of traces in response to user-defined queries about performance problems.

**Synthesis.** Syntax-Guided Synthesis (SyGuS) is a general approach to program synthesis that uses a verifier together with a candidate program grammar. There are various ways to do SyGuS; there are enumerative [65, 66], stochastic [20, 30, 35], and logical approaches [67]. Our work is based on stochastic search. Moreover, recent work explores using synthesis in networking to generate packet processing code [19, 20], network configuration [21–23], configuration updates [24], or control-plane repairs [25, 26]. We use synthesis to generate workloads to reason about network performance.

## 11 Conclusion

Over the past decade, a large body of academic and industry work has demonstrated the feasibility and benefits of using formal methods to reason about the functional correctness of networks. Inspired by their success, we set out to bring the same benefits to analyzing network performance.

Along the way, we have developed efficient encodings of packet-level interactions that affect network performance. We have also found that when it comes to performance analysis, returning isolated packet traces that violate performance properties is not always useful. Instead, we argue that a more useful output is a workload that can concisely describe the commonality of a set of traces that can experience performance problems. We have shown how to apply existing synthesis techniques to generating such workloads and demonstrated the tractability of our approach using case studies.

This is only the start; as with other applications of formal methods to systems and networking, much work needs to be done to make such formal performance analysis approaches suitable for analyzing real-world networks, some of which we have outlined in this paper as future research directions.
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A Efficient Encoding of FIFOs in SMT

A queue is specified with two parameters, its size $S$ and the maximum number of enqueues $K$ allowed at every time step. We define the following variables for each queue for every time step $t$:

1. $\text{enqs}[t][1 : K]$ consists of $K$ tuples, where each tuple represents a packet. This captures the packets that are sent to the queue at time $t$. These packets will enter that queue at time $t + 1$.

2. $\text{elems}[t][1 : S]$, consists of $S$ tuples, where each tuple represents a packet. This captures the packets that are inside the queue at time $t$, and

3. an integer variable $\text{deg}_\text{cnt}[t]$ that captures how many packets will be dequeued from this queue at time $t$.

We also define a set of helper boolean variables $\text{val}_\text{elem}[t][i]$, $\text{val}_\text{enq}[t][i][i]$ is true if there is a packet in $\text{elems}[t][1 : S]$ and is false if $\text{elems}[t][i]$ is empty. $\text{val}_\text{enq}[t][1 : K]$ is defined similarly.

Our queues can have up to $K$ enqueues and up to $S$ dequeues in every time step. To model that, we take care of the dequeues first. We define an extra set of helper variables $\text{tmp}_\text{val}[t][i][1 : S]$ to denote which indexes in the queue would still have packets and which ones would become empty at time $t + 1$ if we were to only do $\text{deg}_\text{cnt}(t)$ number of dequeues and not any enqueues. Specifically, $\text{tmp}_\text{val}[t][i]$ is true if the $i$th element of the queue will still contain a packet after the dequeues in that time step assuming no enqueues happen.

To capture that, for every $1 \leq i \leq S$ and $1 \leq d \leq S$, if $i + d \leq S$, we add

$$(\text{deg}_\text{cnt}[t] = d) \rightarrow (\text{tmp}_\text{val}[t][i] = \text{val}_\text{elem}[t][i][i + d])$$

Otherwise, we add

$$(\text{deg}_\text{cnt}[t] = d) \rightarrow (\neg \text{tmp}_\text{val}[t][i]).$$

We also have some standard constraints to shift the packets in $\text{elem}$ forward depending on the $\text{deg}_\text{cnt}(t)$.

The next set of constraints handle the enqueues in a “sliding window” fashion. That is, starting from the head of the queue, we consider all possible $K + 1$ consecutive positions in the queue to find a window where the first element has a packet and the next $K$ are empty. This will be the tail of the queue and where we will be enqueueing the new packets.

Specifically, for every $1 \leq i \leq S - K$ and $1 \leq j \leq K$, we add the following constraint:

$$\text{tmp}_\text{val}[t][i] \land \neg \text{tmp}_\text{val}[t][i + 1] \rightarrow \text{elem}[t][i + j] = \text{enqs}[t - 1][j]$$

We add extra constraints for the start and end of the queue and when there is not enough space for $K$ packets.

Finally, we add constraints to make sure there is no “hole” in the queue. That is, suppose the queue has a packet at index $i$ and no packets at index $i + 1$. Then, there is a packet at any index $j \leq i$ queue. Moreover, at any index $j > i$, the queue is empty. Specifically, for every $1 \leq i < S$, we add:

$$\text{val}_\text{elem}[t][i] \lor \neg \text{val}_\text{elem}[t][i]$$
B Definition of $\text{cost}_S$

Consider a workload $w_l = \bigwedge_i \text{con}_i$, where $\text{con}_i = \forall t \in [T_1, T_2]: h_s(t) \oplus t r_s, \text{cost}_S(w_l)$ is defined in the following way:

$$\text{cost}_S(w_l) = \sum_{i=1}^{k} \text{queue\_cnt}(\text{spec}_i) + \text{interval\_cnt}(w_l)$$

where $\text{queue\_cnt}(\text{spec}_i)$ is the number of queues constrained by $\text{con}_i$, which is equal to the number of queues specified in $h_s$, $\text{interval\_cnt}(w_l)$ captures the degree of time fragmentation in the workload and is defined as the number of non-overlapping time intervals with unique sets of constraints.

As an example, suppose $w_l$ has three constraints, $\forall t \in [1, 15] : \text{cenq}(Q1, t) \geq 2$, $\forall t \in [3, 7] : \text{cenq}(Q2, t) \leq 5$, and $\forall t \in [5, 10] : \text{aipg}(Q5, t) = 3$. These three constraints are specifying a traffic pattern over five non-overlapping time intervals ([1,2], [3,4], [5,7], [8,10], [11,15]) each with a unique set of constraints. So, $\text{interval\_cnt}$ is equal to five in this example. We favor workloads that cause less time fragmentation as they are less likely to overfit to the example sets, more concise, and more interpretable.

C Details on Search Engine Optimizations

Reducing the search space. We have described one of our optimizations to reduce the search space in §6.5. Another optimization is detecting and ignoring “duplicate” workloads. Our workload language allows for easy mutation of workloads with simple operations during search to generate new candidates. So, it is possible for a workload’s mutation to represent the same set of traces while being syntactically different. We perform several checks to detect such workloads and avoid generating them as candidates, reducing the space of workloads the search algorithm needs to explore.

Reducing calls to the verification engine. As we describe in §6.5, if the search algorithm selects a candidate workload that matches a trace in $B$, it can move on to finding the next candidate without consulting with the verification engine, as it already knows that the current candidate includes a trace that does not satisfy the query. Note that the search algorithm selects these candidates despite that fact that they match traces in $B$ as they could help it explore different regions of the search space. Similarly, if a workload is rejected because it is infeasible (§6.1), the search engine will keep track of it and avoid a potentially expensive call to the verification engine if that workload comes up in the future.

Other optimizations. Instead of only applying one of the operations in §6.2 and generating one candidate workload, we apply all of them one at a time, generate a set of candidates, and pick one randomly from the ones with the lowest cost. This helps the algorithm explore the lower-cost regions of the search space earlier. Moreover, we introduce a new operation, replace, which replaces a randomly-chosen constraint in the workload with a new random constraint. Replace is equivalent to a remove followed by an add, but it helps the algorithm to generate a more diverse set of candidates faster. Finally, if the search algorithm selects a candidate workload that is infeasible, adding or modifying constraints in the workload to generate the next one are likely to yield another infeasible candidate. So, the algorithm backtracks to the last known feasible candidate and continues from that point.

D More Details on the Leaf-Spine Case Study

D.1 Introducing New Packet Metadata

In the leaf-spine case study §8, packets have two metadata variables: $\text{dst}$, representing the final destination of the packet, and $\text{ecmp}$, with values in $[0,S]$ where $S$ is the number of spines switches, representing the result of the ECMP hash of the packet’s flow id modulo the number of spines.

We define the metrics $\text{dst}(q,t)$ as the destination of packets that enter $q$ at time $t$ and $\text{ecmp}(q,t)$ as the ECMP hash modulo number of spines for those packets. So, our workloads describe traffic patterns in which packets entering a queue at the same time have the same $\text{dst}$ and $\text{ecmp}$.

For generating the base example, we add another optimization criteria, to maximize the “smoothness” of flows. That is, for the traffic entering from the hosts, the trace should not introduce new flows or go back and forth between flows with different $\text{dst}$ and $\text{ecmp}$ if not needed for satisfying the query. When generating the rest of the good examples, we maintain the same “smoothness” criteria, and when minimizing the distance between $e_{g0}$ and $e_{gt}$, we include the difference in per-packet metadata in the computing the distance.

D.2 From User Interface to Logical Formulas

In the user interface described in §8, for the base workload, the users can provide a list of constraints using an interface that abstracts away the logical operators and expressions in Figure 4. Here, we describe how these constraints are translated to the logical formulas in Figure 4.

- $[t_1, t_2] q\_m \oplus c$ becomes $\forall t \in [t_1, t_2] : m(q, t) \oplus c$.
- $[t_1, t_2] (q_1\_m + ... + q_n\_m) \oplus c$ becomes $\forall t \in [t_1, t_2] : \sum_{q \in \{q_1, ..., q_n\}} m(q, t) \oplus c$.
- $[t_1, t_2] q_1\_m \oplus q_2\_m$ becomes $\forall t \in [t_1, t_2] : m(q_1, t) \oplus m(q_2, t)$.
• \([t_1, t_2] (q_1.m + \ldots + q_n.m)/t \oplus c\) becomes \(\forall t \in [t_1, t_2]: \sum_{q \in \{q_1, \ldots, q_m\}} m(q, t) \oplus c \cdot t\)

For queries, the users provide a list of questions with a similar interface, asking if the value of a metric over a time period for one or more queues can go above or below a threshold. A single question \([t_1, t_2] \text{ lhs} \oplus \text{ rhs}\) becomes \(\exists t \in [t_1, t_2]: \text{trans}(\text{lhs} \oplus \text{ rhs})\), where \(\text{trans}(\text{lhs} \oplus \text{ rhs})\) is the translation of the left hand side similar to what is described above. A list of questions will translate to the conjunction of their equivalent logical formulas. Note that queries in the form of \(\forall t \in [t_1, t_2] \text{ lhs} \oplus \text{ rhs}\) are still possible in the user interface by creating a separate question for each time step between \(t_1\) and \(t_2\). It is also possible to extend the user interface to directly specify \(\forall\) queries.

D.3 Example Generation Optimizations

For our scalability experiments in Figure 7c, we started with the default \(|G| = |B| = 50\). However, example generation is expensive, and automated theorem provers (e.g., Max-SMT and SMT solvers) which we use in example generation and workload verification, can take exponentially longer as the problem size increases. So, to be able to observe the trends for larger networks, we used \(|G| = |B| = 25\).

We also employed extra optimizations when generating \(G\). Recall that when generating the base example, we minimize the number of queues that have traffic in them. If a queue does not receive any traffic in the base example trace \(e_{g0}\), it will stay empty in the rest of the traces in \(G\). So, once \(e_{g0}\) is generated, we create a “reduced” model in which remove the input queues that are marked as empty in \(e_{g0}\) as they would be empty in the rest of the examples anyway. This helps reduce the number of variables and constraints, specifically in the crossbar modules of the leaf switches.

Moreover, recall that when generating trace \(e_{gi}\), we constrain it to have different randomly chosen values from \(e_{gi-1}\) in \(p = P\) random places. If no trace is found in two tries, we decrement \(p\) and try again. Instead of fixing the starting point to \(p = P\), we set it to the moving average of the \(p\) values the worked when generating the last \(K\) examples.