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Abstract

To reduce transmit power, increase throughput, and improve range, radio systems benefit from the ability to direct more of the transmitted power toward the intended receiver. Many modern systems beamform with antenna arrays for this purpose. However, a radio’s ability to direct its signal is fundamentally limited by its size. This limitation is acute on IoT and mobile devices, which are small and inexpensive, but even access points and base stations are typically constrained to a modest number of antennas.

To address this problem, we introduce RFocus, which moves beamforming functions from the radio endpoints to the environment. RFocus includes a two-dimensional surface with a rectangular array of simple RF switch elements. Each switch element either lets the signal through or reflects it. The surface does not emit any power of its own. The state of the elements is set by a software controller to maximize the signal strength at a receiver, with a novel optimization algorithm that uses signal strength measurements from the receiver. The RFocus surface can be manufactured as an inexpensive thin “wallpaper”. In one floor of an office building (at MIT CSAIL), our prototype improves the median signal strength by $9.5 \times$ and the median channel capacity by $2.0 \times$.

1 Introduction

Many radio systems use directional or sectorized antennas and beamforming to improve the throughput or range of a wireless communication link. Beamforming ensures that a larger fraction of transmitted energy reaches the intended receiver, while reducing unintended interference. A radio with many antennas spread densely over a large area can fundamentally beamform better than a smaller radio [1, 4]. However, there are many practical challenges to making radio systems with large antenna arrays. First devices such as IoT sensors and handhelds must be small in size. Second, connecting each antenna in an array to full-fledged radio transmit/receive circuitry increases cost and power. Third, large, bulky systems are hard to deploy, even in infrastructure base stations or access points.

To address these challenges and achieve the equivalent of a large number of antennas, we propose RFocus. RFocus includes a software-controlled surface placed in the environment, made up of thousands of simple switching elements. RFocus also has a controller that configures each element so that the surface, as a whole, directs a signal from a transmitter to a receiver without any signal amplification (i.e., no extra power) or knowledge of the locations of the transmitter or receiver. This approach moves the task of beamforming from the transmitter to the surface. Any device in the vicinity of the surface can reap the benefits of RFocus without itself being large or consuming additional energy.

The RFocus surface is made up of thousands of simple elements organized in a rectangular array. To reduce cost and energy, each element is a simple single 2-way RF switch. Each element in the RFocus surface can be in one of two states. When “on”, the element reflects the signal; otherwise, the signal passes through. Each receiver periodically sends measurements of the received signal strength to the RFocus controller. The controller uses these to configure the elements on the RFocus surface to maximize the received signal strength. This optimization has two steps: a training phase, where the controller configures test states on the surface and monitors the changes in the reported measurements to collect data, and an optimized phase where the controller uses this data to set the on/off state for each element. RFocus can switch between optimized states to maximize signal strength between different pairs of endpoints.

RFocus can work both as a “mirror” or a “lens”, with the controller choosing the right mode. That is, radio endpoints can be on the same side of the surface, or on opposite sides.

We have built an RFocus prototype with 3,200 inexpensive antennas on a 6 square-meter surface. This configuration may well be the largest published number of antennas ever used for a single communication link.

The controller’s optimization algorithm solves three key challenges. First, indoor environments exhibit complex multi-path, and the direct path may be blocked. Therefore the optimal configuration might not correspond to directing the signal along a single direction, but can depend on the environment. Second, the effect of an individual element on the channel is usually miniscule, and hence hard to measure (§6.2.3). Third, the phase of a channel is hard to

---

1 At scale, the cost of each element is a few cents.
Figure 1: RFocus is an electronically configurable mirror/lens that focuses the transmitter’s signal on the receiver.

Figure 2: Our prototype of the RFocus surface.

measure when the signal is weak, due to carrier frequency offset and radio-clock jitter. And last but not least, commodity radio receivers usually don’t report phase.

The contributions of this paper include:

1. The RFocus controller, incorporating two key ideas. First, it modulates all elements at once to boost the effect of the RFocus surface on the channel, hence making the change large enough to be measurable. Second, it relies only on signal strength measurements, sidestepping difficulties in measuring phase. We provide an analysis of the algorithm under some assumptions, that suggests that it finds a solution that is close to optimal.

2. Experiments, which show that in a typical indoor office environment, RFocus achieves a median 9.5× improvement in signal strength and 2.0× improvement in channel capacity. Moreover, RFocus is robust to element failure; even when one-third the elements fail, the relative performance improvement does not plummet to 0, but drops by 50%.

2 Related Work

Passive reflective surfaces to control incident radiation, called “meta-surfaces” have been studied extensively by applied physicists in the microwave, terahertz, and optical frequencies [2, 6–8, 13]. These works focus on hardware design to control the incident radiation efficiently. Some of these metasurfaces are configurable. Here, given the incident wave and desired reflected/transmitted wave direction(s), they develop algorithms to determine good configurations, for example to create programmable holograms. Recently there has been interest in using metasurfaces, called “reconfigurable intelligent surfaces”, to improve communication channels. Most papers explore the idea with theory and simulation [12, 17–19, 28] except for a few papers providing small-scale experimental results [11, 15, 29] that evaluate channel improvement between one fixed pair of endpoints that are close to each other and to the surface.

In prior work, the method to determine a good configuration works by varying the state of the elements one at a time and measuring its effect on the channel. This approach is linear in the number of elements, but requires the receiver to be able to accurately measure the impact of the change in a single element. If the transmitter and receiver are very close to the surface, the effect is measurable, but not otherwise because the strength of the signal attenuates as at least \(1/(d_s d_r)^2\), where \(d_s\) and \(d_r\) are the distances from the element to the sender and receiver, respectively. For a large surface with thousands of antennas, the effect becomes hard to measure because some elements will necessarily be at long distances from the transmitter or receiver §6.2.3. The reason is that the size of each element is between one-quarter to one-half of the wavelength of the signal (at 2.4 GHz, the wavelength is 15 cm), so thousands of elements require a surface area of a few square meters, and at a distance of a few meters, measuring a single-element change is inaccurate especially on commodity radio receivers. Our algorithm overcomes this problem and scales to larger surfaces by varying many elements at once and boosting the signal strength changes being measured.

LAIA [16, 32] is a recent project that also achieves gains at larger distances, but with a different setup and design from RFocus. LAIA helps endpoints whose line-of-sight path is blocked by a wall. LAIA elements collect radio energy from one side of the wall, phase-shift them, and take them to the other side of the wall via wires traversing holes in the wall. Because they go through the wall with wires, individual LAIA elements have a much larger impact on the channel than RFocus elements, allowing LAIA to function with fewer elements than RFocus, and without RFocus’s optimization algorithm.

Another line of related work improves wireless coverage by analyzing the indoor space, and custom-designing a 3D reflector for that space. When 3D-printed and placed behind an access point (AP), the reflector reflects energy in specific directions to maximize signal strength at previously uncovered areas [5, 33]. Once deployed, this reflector has a low operational cost because it is just a passive metal-coated object. But a new reflector needs to be designed for each new location and whenever the space changes or the AP is moved or a new AP is added. Moreover, a single solution has to be designed for all pairs of endpoints, whereas RFocus dynamically and
RFocus can be thought of as a phased array [25, 26] that uses the air instead of transmission lines to distribute signals from the transmitter to the antennas. We believe this allows larger antenna arrays to be deployed more ubiquitously. Transmission lines tend to be expensive and bulky. Even PCB-trace transmission lines, which are easy to manufacture, depend on properties of the dielectric and cannot be manufactured as a paper-thin sheet. This is unlike the wires used in RFocus, which are digital and do not carry high-speed signals. Due to its simplicity, RFocus can be readily incorporated into the environment (§7). On the other hand, for the same number of antennas, RFocus achieves a lower gain than phased arrays because it doesn’t harness all of the transmitted energy (§7).

Digital Light Processors (DLPs) and Digital Micromirror Devices (DMDs) [22, 23, 27] are micro-electro-mechanical systems (MEMS) devices that have a large array of small (microns or smaller) mirrors on a single silicon chip. The mirrors can be toggled between two angles, controlling which ones reflect light onto the object, and which reflect it elsewhere. They are used for steering lasers and in display projectors. RFocus could be thought of as a DMD for radio.

Range extenders increase signal strength at the receiver. However, by rebroadcasting signals, they increase interference and reduce transmission opportunities. By precisely focusing energy already available, RFocus decreases interference while increasing signal strength. That said, RFocus complements range extenders and both could be used together if necessary.

Reconfigurable antennas [10] and reflectarray antennas [14] have RF switches and phase shifters, which allow them to dynamically change their characteristics such as operating frequency, input impedance, and directionality. These approaches modify an antenna to improve characteristics. By contrast, RFocus leaves the transmit and receive antennas unmodified, instead modifying the environment to improve communication for all nearby devices. Additionally, like phased arrays, it is difficult to use wires to scale to a large number of radiating elements.

3 Background

3.1 System Model and Notation

In most environments, there are multiple paths between a sending and receiving antenna. For a narrow-band signal, the effect of each path can be represented by a complex number. The net effect of the channel is the sum of the effects of all the paths. A subset of the paths pass via each of the $N$ elements on the RFocus surface. Denote the contribution of the elements by $c_1, \ldots, c_N$. We combine all the paths not going via RFocus into one complex number $c_E$ ($E$ for environment). The net channel, $h$, is equal to $c_E + \sum_{i=1}^{N} \alpha_i c_i$, where $\alpha_i$ represents the amplitude change and phase shift introduced by element $i$.

RFocus controls the channel, $h$, by adjusting $\alpha_i$, $c_E$ and $c_i$, are functions of the path lengths. $\alpha_i$ depends on three factors: the state of the $i^{th}$ element and its neighbors; the shape of the antennas composing the element, and the angles at which the path enters and leaves the $i^{th}$ element. Since the elements are passive and lack power, $|\alpha_i| \leq 1$.

Maximizing $|h|$ maximizes the received signal strength. The maximum possible value of $|h|$, the sum of several complex numbers, is the sum of the magnitudes of the summands:

$$|h_{\text{max}}| = |c_E| + \sum_{i=1}^{N} |c_i|$$

This maximum is achievable if we had full control over each $\alpha_i$ by setting $\alpha_i = \frac{c_i}{|c_E| |c_i|}$, where $c_i^*$ denotes conjugation. Unfortunately, we do not have full control over $\alpha_i$. Each element can only be on or off. If we assume that $\alpha_i$ is a function of only the $i^{th}$ element’s state and not its neighbors (we validate this assumption with experiments in §6.2.1), then we can write the channel as

$$h = h_Z + \mathbf{b} \cdot \mathbf{h} = h_Z + \sum_{i=1}^{N} h_i \mathbf{b}_i$$

Here $\mathbf{b}_i \in \{0, 1\}$ denotes whether the $i^{th}$ element is off or on; $h_Z$ is the channel when all elements are off; and $h_i$ is the effect of turning the $i^{th}$ element on. Here, we have folded the complexities of $\alpha_i$ into $c_i$ to get $\mathbf{b}_i$. We in prove in §5.2 that having the ability to set any $|\mathbf{b}_i| \leq 1$ (i.e., fine-grained control over the phase) instead of only 0 or 1 gives only a factor-of-$\pi$ advantage in optimizing $|h|$.

3.2 How Size Helps Communication

To get a qualitative understanding of the benefits of RFocus, we use some well known results from physics. First, RFocus can only control the portion of transmitted energy that falls on it. This is given by the solid angle, $\Omega$, subtended by the surface on the transmitter. The Abbe diffraction limit tells us how well the surface can focus the energy at the receiver. If the surface modulates the incident energy perfectly, the spot onto which the energy is focused will have an area $a$ proportional to $\lambda^2 \left(1 + 4 \frac{d^2}{A}\right)$, where $A$ is the area of the RFocus surface and $d$ is the distance of the receiver from it [20]. Thus a fraction $\Omega/(4\pi)$ of the transmitted energy is now spread over an area $\approx a$, and hence peak energy will be proportional to $\Omega/a$. RFocus works best when either the transmitter or the receiver is close to the surface, and therefore $\Omega$ is large (as a rule of thumb, about 3 meters for a surface 2-3 meters in length/width). Note, the Abbe diffraction limit is only an approximate result.

$A/d^2$ is proportional to the angle subtended by the surface on the receiver. There are two regimes depending on how large this angle is. If the radio is far away from the surface (i.e., $d^2 \gg A$), then $a \approx A^2/d^2$ and energy falls as $A\Omega/d^2$. This is still a $1/d^2$ fall, but the constant is improved by a factor of $A\Omega$. If
Figure 3: A simulation of how signal strength (brighter is higher) is distributed when an antenna array tries to maximize signal strength at the target point. The antennas are on the top horizontal line (red). With four antennas the signal quickly begins to diffuse. The 100 antennas subtend a large angle at the target, and are hence able to focus energy there, avoiding attenuation due to spreading.

the radio is closer, then \( d^2 \sim A \), and the first term dominates. In this regime, \( a \) can be made quite small, on the order of a few \( \lambda^2 \). Hence almost all of the transmitted energy can be incident on the receiver.

In traditional beamforming, \( A \) is typically small, hence \( d^2 \gg A \) and we are always in the first regime where the signal experiences a \( 1/d^2 \) attenuation as it spreads out. The difference between the two regimes is illustrated in Figure 3.

4 Optimization Algorithm

The RFocus controller uses measurements from the radio endpoints to maximize signal strength at the receiver. In this section we first describe the challenges in measuring changes in the channel, and why we rely only on RSSI measurements (§4.1). Then we describe our algorithm (§4.2) before giving a preliminary theoretical analysis showing that it converges to a near-optimal solution (§4.3).

4.1 Measuring the Channel

A direct, but naive, method: When all the elements are turned off, the channel is \( h_Z \), by definition. Ideally, to measure each \( h^{(i)} \), we could turn just the \( i^{th} \) element on, and measure the difference from \( h_Z \). But this change is usually too feeble to measure because an element is just a small piece of metal lying somewhere in the environment (§6.2.3). In many cases, we cannot statistically tell the difference between an element being on or off, even with hundreds of samples. This is also the reason why gradient descent to find an optimal configuration is untenable.

**Boosting the signal.** Each \( h^{(i)} \) may be small, but all the elements together can have a large effect. To make the change measurable, we generate several configurations of the surface by randomly choosing the state of each element. If we vary \( N \) elements, the change in the channel will have an expected magnitude of \( O(h\sqrt{N}) \) (due to the central limit theorem), where \( h \) is the average magnitude of \( h^{(i)} \). This gives us a \( O(\sqrt{N}) \) boost in amplitude (and \( O(N) \) boost in signal strength) over flipping just one element.

**Challenges in measuring phase.** One might consider a method that would measure the (complex) channel for many random configurations of the surface, and solve the linear equations to obtain all the \( h^{(i)} \). But this is difficult because it needs to measure changes in the phase of the channel, which commodity wireless devices don’t provide. More importantly, the change in the channel, even after this \( O(\sqrt{N}) \) boost, remains small. Measuring small changes in phase is hard because the clocks of the transmitter and receiver are never perfectly synchronized, leading to carrier frequency offset (CFO) and jitter in phase measurements. Correcting for CFO over long periods of time is non-trivial, since CFO drifts over time.

**Using RSSI.** Our method uses only signal-strength measurements, ignoring phase information altogether. RSSI is not always an absolute metric, and may vary due to automatic-gain control changes or temperature changes at the amplifier. Hence we measure RSSI of a test state relative to a baseline state; e.g., to the all-zeros state where all elements are turned off. We call this quantity the **RSSI-ratio**.

4.2 RFocus’s Optimization Algorithm

**Algorithm 1** The majority voting algorithm (described below)

```
\textbf{procedure} \textsc{MajorityVote}\left(\mathbf{b}_1,\ldots,\mathbf{b}_K\right), \textsc{RSSI}\n
// \textsc{RSSI}_j[i] gives the measured RSSI-ratio for state \( \mathbf{b}_j \)
\mathbf{b}_j \leftarrow \text{blank-vector} \quad \text{\texttt{}} \text{The final optimized state}
\text{\texttt{}} m \leftarrow \text{\texttt{MEDIAN}}(\textsc{RSSI}) \n
\text{\texttt{for}} i := 0 \text{\texttt{ to }} N \text{\texttt{ do}}
\text{\texttt{\quad}} \text{\texttt{VoteOn}} \leftarrow 0, \text{\texttt{VoteOff}} \leftarrow 0
\text{\texttt{\quad}} \text{\texttt{for}} j := 0 \text{\texttt{ to }} K \text{\texttt{ do}}
\text{\texttt{\quad\quad}} \text{\texttt{if}}
\text{\texttt{\quad\quad\quad}} \left( \mathbf{b}_j^{(i)} == 1 \text{\texttt{ and }} \textsc{RSSI}_j[i] > m \right) \text{\texttt{ or}}
\text{\texttt{\quad\quad\quad}} \left( \mathbf{b}_j^{(i)} == 0 \text{\texttt{ and }} \textsc{RSSI}_j[i] < m \right) \text{\texttt{ then}}
\text{\texttt{\quad\quad\quad\quad}} \text{\texttt{VoteOn}} \leftarrow \text{\texttt{VoteOn}} + 1
\text{\texttt{\quad\quad}} \text{\texttt{else}}
\text{\texttt{\quad\quad\quad}} \text{\texttt{VoteOff}} \leftarrow \text{\texttt{VoteOff}} + 1
\text{\texttt{\quad\quad}} \mathbf{b}_j^{(i)} \leftarrow \text{\texttt{VoteOn}} > \text{\texttt{VoteOff}}
\text{\texttt{\quad}} \text{\texttt{\return}} \mathbf{b}_j
```

Given the measured RSSI-ratio for a set of \( K \) random configurations, the idea is to compare the RSSI-ratio of each mea-
4.3 Theoretical Analysis

We show that if each $h^{(i)}$ is small and the collection has uniformly-distributed phases, the optimization algorithm will find a near-optimal solution with high probability.

4.3.1 Assumptions

The proof relies on the following assumptions:

Assumption 1. The phases of $h^{(i)}$ are uniformly distributed random variables in $(-\pi, \pi]$.

This is reasonable because the paths to different elements are of different lengths, so all phases are equally likely to be represented. To remove any spatial correlations, we can randomize the indices of $h^{(i)}$.

Assumption 2. For uniformly random $b$, $|b \cdot h| \ll h_z$ with high probability.

The average of $h^{(i)}$ is 0 when phases are uniformly random. Hence, assumption 3 implies that for uniformly random $b$, $|h \cdot b|$ is $O\left(\frac{1}{\sqrt{N}}\sum_{i=1}^{N} h^{(i)}\right)$ due to the central limit theorem.

Though $|h \cdot b|$ is small for random $b$, an optimal assignment to $b$ can cause $|h \cdot b|$ to be large relative to $|h_z|$, since it will be $O(N)$ times bigger than the average $|h^{(i)}|$ (see theorem 2). On the other hand, for random $|b|$, $|h \cdot b|$ is only $O(\sqrt{N})$ times bigger than the average $|h^{(i)}|$.

Assumption 3. $|h^{(i)}|$ is bounded above by a constant, even as $N \rightarrow \infty$.

With this assumption, $|h^{(i)}| \ll \sum_{j=1}^{N} |h^{(j)}|$, capturing the intuition that, since all elements are small, there is no dominating element. Many elements must contribute to create a large effect.

Note that an RFocus element is only half a wavelength long when on. This implies that, individually, an element cannot be very directional [9]. Hence, the reflections are not specular. Rather, each element diffracts waves to a wide range of angles. Hence, we would expect all the $h^{(i)}$ to have a similar (likely, small) magnitude. However, acting together, the elements form a large structure which which can and can be configured to achieve directionality (§3.2). In addition, we assume that equation 2 is accurate, which we later verify experimentally (see §6.2.1). Our analysis is in the limit where the number of elements and the number of measurements go to infinity.

4.3.2 Proof Outline

Consider $h_z$ and $h^{(i)}$ on the complex plane as shown in Figure 4. The signal strength is $|h_z + \sum h^{(i)}b^{(i)}|^2$. If all the elements are turned on, the $h^{(i)}$ interfere destructively with each other. To increase signal strength, we should eliminate this destructive interference. To do so, we would pick a half-plane (the dotted line), turn on all elements on one side of it and turn the others off. We show in Lemma 1 that the optimal solution takes this form.

Next, if the phases of $h^{(i)}$ are randomly distributed, it doesn’t matter which half-plane we pick; they will all produce roughly the same $|b \cdot h|$ (Lemma 2). Hence, we can maximize alignment with $h_z$ by picking the half-plane perpendicular to it (pictured in the figure).

The controller needs to determine for each element $i$ if $h^{(i)}$ is aligned with $h_z$. Or equivalently, whether $\Re(h^{(i)}h_z^*) > 0$ where $\Re(\cdot)$ denotes the real component of a complex number and $^*$ denotes complex conjugation. The algorithm takes advantage of the fact that if $\Re(h^{(i)}h_z^*) > 0$, the signal strength is slightly more likely to be higher than the median signal strength when $h^{(i)}$ is turned on (Theorem 1).

4.3.3 A Near-Optimal Solution

We show that all the chosen $h^{(i)}$ in an optimal solution lie on one side of a line in the complex plane, formalized as follows:

Lemma 1. Under assumptions 2 and 3, let $b_{OPT}$ be an optimal state assignment. Then, $b_{OPT}^{(i)} = 1$ if and only if $\Re(h^{(i)}H(b_{OPT})^*) > 0$, where $H(b) = h_z + b \cdot h$. 

Figure 4: $h_z$ and the $h^{(i)}$ in the complex plane. To maximize signal strength, we should pick the $h^{(i)}$ in the shaded region and remove the others.
We prove that Algorithm 1 finds the near-optimal solution $S$ where

$$\text{Theorem 1.}$$

\[ |H(b_{\text{OPT}}) - b_{\text{OPT}}(i)h(i) + (1 - b_{\text{OPT}}(i))h(i)| \]

\[ = |H(b_{\text{OPT}}) + (1 - 2b_{\text{OPT}})h(i)| \]

\[ \geq |H(b_{\text{OPT}})| \]

To prove the last inequality, note

\[ |H(b_{\text{OPT}}) + (1 - 2b_{\text{OPT}})h(i)| - |H(b_{\text{OPT}})|^2 \]

\[ = |(1 - 2b_{\text{OPT}})h(i)|^2 + 2Re((1 - 2b_{\text{OPT}})h(i)*H(b_{\text{OPT}})) \]

\[ \approx 2Re((1 - 2b_{\text{OPT}})h(i)*H(b_{\text{OPT}})) \]

\[ \geq 0 \]

The second-last approximation follows because $|h(i)|$ is bounded and hence $|h(i)| \ll h_z \leq |H(b_{\text{OPT}})|$. The last inequality holds if our condition on $b_{\text{OPT}}$ is not satisfied. If so, the solution can be improved, which contradicts our assumption that $b_{\text{OPT}}$ is optimal.

The next lemma states that the solution pictured in Figure 4 is close to optimal with high probability as the number of elements $N \rightarrow \infty$.

**Lemma 2.** Let $b_{\text{OPT}}$ be the optimal assignment that maximizes $|h_z + b_b|$ and $b_{\text{opt}}$ be such that the $i^{th}$ component $b_{\text{OPT}}(i) = 1$ if and only if $Re(h(i)h_z^*) > 0$. As $N \rightarrow \infty$, if assumptions 1 and 3 hold, then $|H(b_{\text{OPT}})|/|H(b_{\text{opt}})| < 1 + \epsilon$ \(\forall \epsilon > 0\), with high probability.

The proof is in Appendix A. We give the outline here. Let $b_{\text{opt}}$ be the state such that $b_{\text{opt}}(i) = 1$ if $Re(h(i)e^{-j\theta}) > 0$. We show that, since the phases of $h$ are uniformly distributed, it does not matter what $\theta$ we pick. That is, $\max_b[b_{\text{opt}} - h]$ isn’t very different from $\min_b[b_h - h]$. Hence, we can pick $\theta$ to be the phase of $h_z$ to prove the theorem.

4.3.4 Analysis of the Algorithm

We prove that Algorithm 1 finds the near-optimal solution discussed in Lemma 2.

**Theorem 1.** Let assumptions 1, 2, and 3 hold. Then, as $N \rightarrow \infty$ and $K \rightarrow \infty$, the configuration returned by Algorithm 1 finds a near-optimal solution.

**Proof.** According to Equation 2, when we randomly vary $b^{(i)}$, $h$ becomes a random variable, $H$, with mean $h_z + S/2$, where $S = \sum_{i=1}^{N} h(i)$ is the sum of the contributions of the rest of the elements. The $S/2$ term appears because we include each element with probability $1/2$. Figure 5(a) shows this probability distribution. Consider an element $i$ that hasn’t yet been fixed. If we condition the probability distribution on the $i^{th}$ element being on, then the PDF shifts by $h(i)/2$ as shown in Figure 5(b), because the $i^{th}$ element’s value is fixed in these samples (it shifts by $h(i)/2$ and not $h(i)$ since we have already included the other $h(i)/2$ in $S/2$). If we condition on the element being off, then the mean shifts by $-h(i)/2$.

The central limit theorem implies that $H/\sqrt{N}$ is Gaussian as $N \rightarrow \infty$. Hence, if $h(i)/2$ (or $-h(i)/2$) shifts the mean to be outside the circle, then when the element is on (or off) the RSSI-ratio is more likely to be greater than the unconditional mean. If $h(i)/2$ shifts the mean inside the circle, then the opposite holds. Here, we use assumption 2, which implies that $H$ isn’t shifted far from $h_z + S/2$. Hence, as $K \rightarrow \infty$, Algorithm 1 determines with confidence tending to 100%, whether the conditional mean is inside or outside the circle, by looking at RSSI alone. Note that mean equals median in this case.

Assumption 2 implies that $|h(i)| \ll |h_z|$. Thus, the mean shifts outside the circle if and only if it shifts to the outer side of the tangent line shown in Figure 5. That is, $b_{\text{OPT}}(i) = 1$ if and only if $Re(h(i)(h_z + S/2)^*)$. But $h_z + S/2 \approx h_z$, because of assumption 2. Hence $b_{\text{OPT}}(i) = 1$ if and only if $Re(h(i), h_z^*) > 0$.

From Lemma 2, we know that this produces a near-optimal solution.

To a first order approximation, the RSSI-ratio is linear in $b$. Hence linear regression is an alternative to majority voting. Majority voting has three advantages. First, unlike linear regression, majority voting is robust to outliers. Second, it is conceptually and computationally simpler, which is particularly important when the controller is an embedded device. Third, when the votes for a particular element determine its value with high confidence (say, > 95%), it can be fixed for the rest of the training.
We chose elements that can be in only one of two states. But we with which each element reflects its energy. In terms of our we would be able to control the exact phase and amplitude

In this section we explore the tradeoffs in these choices.

5.2 How Many States for an Element?

An array with many small antennas gives better control over the reflected signal, while one with fewer but larger antennas is cheaper and simpler. If the inter-antenna spacing is larger than half a wavelength, there will be grating lobes where the signal is sent in directions other than the one desired [4].

Designing antennas that are much smaller than a wavelength is challenging. Small antennas are either inefficient, absorbing only a small fraction of incident energy, or they are efficient only over a small bandwidth [21, 31]. Further, when placed close to each other, antennas interact strongly with each other in a way that is often hard to model.

Fortunately, a well understood result states that controlling the reflected wave at a granularity finer than half a wavelength gives only marginal benefits. Consider two infinite parallel planes a distance $d$ apart, separated by a homogeneous medium. Variations in electric/magnetic fields in one plane that are faster than once per wavelength, will have a negligible effect on the fields on the other plane; it decays exponentially with $d$ [24]. Hence any fine-grained variations we introduce in the surface will be lost as soon as the signal propagates a few wavelengths in either direction. Thus we can design an array with antennas comparable to a wavelength and still get most of the benefits. Metasurfaces [6] may enable a more efficient design, but that is out of scope of this work.

5.5 How Many States for an Element?

We chose elements that can be in only one of two states. But we could have chosen a design that offers greater control. Ideally we would be able to control the exact phase and amplitude with which each element reflects its energy. In terms of our model in equation 2, we would have been able to set any $b^{(i)} \in \mathbb{C}$, $|b^{(i)}| \leq 1$, instead of being restricted to $b^{(i)} \in \{0, 1\}$. Denote the amount of energy that can be directed by the surface in the two cases as $h_{\text{IDEAL}}$ and $h_{\text{REAL}}$. In the ideal system, we would be able to align the phases of all $h^{(i)}$ to get $h_{\text{IDEAL}} = \sum_i |h^{(i)}|$. We show here that $h_{\text{REAL}} \geq h_{\text{IDEAL}} / \pi$.

Here $h_{\text{REAL}}$ and $h_{\text{IDEAL}}$ include only the signal due to the surface $(h \cdot b)$ and not the rest of the environment ($h_Z$). To maximize signal strength, we would need to align the phases with $h_Z$ too. If we assume that phases are random (assumption 1), we can also prove the result when $h_{\text{REAL}}$ and $h_{\text{IDEAL}}$ include $h_Z$. We discuss this as a corollary of lemma 3 in Appendix A.

Theorem 2. Under assumptions 2 and 3, $h_{\text{REAL}} \geq \frac{|h_{\text{IDEAL}}|}{\pi}$ as $N \to \infty$.

Proof. Define $A = \int_{-\pi}^{\pi} \sum_{i=1}^{N} |\Re(h^{(i)} \cdot e^{-j\theta})| \, d\theta$. $\Re(\cdot)$ denotes the real part of a complex number. The variable $A$ expresses the sum of components of $h^{(i)}$ along angle $\theta$ and integrates over all $\theta$. Each $\theta$ corresponds to a perpendicular to a half-plane, as discussed before in Lemma 1. At least one of these, $\theta_0$, corresponds to the optimal half-plane, wherein the optimal solution contains all the $h^{(i)}$ such that $|\Re(h^{(i)} \cdot e^{-j\theta_0})| > 0$. These contribute $h^{(i)}$ toward $h_{\text{REAL}}$. Thus,

$$h_{\text{REAL}} \geq \sum_{i=1}^{N} \max \left\{0, |\Re(h^{(i)} \cdot e^{-j\theta_0})| \right\} \geq \frac{1}{2} \sum_{i=1}^{N} |\Re(h^{(i)} \cdot e^{-j\theta_0})|$$

$$\geq \frac{1}{\pi} \int_{-\pi}^{\pi} \sum_{i=1}^{N} |\Re(h^{(i)} \cdot e^{-j\theta})| \, d\theta = \frac{A}{\pi},$$

where $\theta_0$ is the angle that maximizes the sum.

The first inequality holds because the absolute value (LHS) is greater than the real component (RHS). The second inequality holds because otherwise we could have chosen $\pi + \theta_0$ and obtained a better $|h_{\text{REAL}}|$. Hence $h_{\text{REAL}} \geq \frac{1}{\pi} \max_{\theta \in [\pi, \pi]} \sum_{i=1}^{N} |\Re(h^{(i)} \cdot e^{-j\theta})| \geq \frac{1}{4} \frac{1}{\pi} \int_{-\pi}^{\pi} \sum_{i=1}^{N} |\Re(h^{(i)} \cdot e^{-j\theta})| \, d\theta = \frac{A}{\pi}$, since the maximum is greater than the average.

Separately, we can rearrange the sum as $A = \sum_{i=1}^{N} \int_{-\pi}^{\pi} |\Re(h^{(i)} \cdot e^{-j\theta})| \, d\theta = \sum_{i=1}^{N} |h^{(i)}| \left(\int_{-\pi}^{\pi} |\cos \theta| \, d\theta \right)$. The second step is possible, because $\cos \theta$ expresses the dot product of $h^{(i)}$ over a unit complex number with phase $\theta$. Since we are integrating over all angles, it doesn’t matter which angle we start from. Now we can evaluate the integral to get $A = 4 \sum_{i=1}^{N} |h^{(i)}| = 4|h_{\text{IDEAL}}|$. Since $h_{\text{REAL}} \geq \frac{A}{\pi}$, $h_{\text{REAL}} \geq \frac{4|h_{\text{IDEAL}}|}{\pi}$.

Alternate designs. We could design an alternate system where $b^{(i)} \in \{-1, 1\}$ instead of $b^{(i)} \in \{0, 1\}$. That is, the elements either reflect signal directly or with a 180° phase difference. In this case, we’d get a 2/π-approximation, which is better than the 1/π factor we get now. This is because we would have had max $\{\Re(h^{(i)} \cdot e^{j\theta_0}), \Re(h^{(i)} \cdot e^{-j\theta_0})\}$, which removes the 1/2 factor in equation 5. On the other hand, while our setup can function as both a mirror and a lens (i.e. it can be selectively transparent), this alternate design can only operate as one of the two. A four-state system could potentially offer the benefits of both, a good topic for future work.

5.3 Our Design

Our surface design consists of a panel of metal rectangles of size $\lambda / 4 \times \lambda / 10$ as shown in Figure 6, where $\lambda$ denotes period. This allows the channel to be improved even before the training ends. Fixing elements also removes the confounding effect they have on determining values for other elements. An earlier version of this paper used this idea [3]. However due to a performance optimization (§6.1), we do not implement it here.
the wavelength. They are connected by RF switches, which determine whether or not the rectangles are connected (the switches are placed off-center for practical PCB-design reasons). This design works only for vertically polarized radiation. It can be generalized to all polarizations by having an identical copy perpendicular to this one.

There are two principles of operation. First, the rectangles by themselves are small and hence interact weakly with radiation. If the switches are all off, the surface would be semi-transparent. However, when an RF switch is turned on, it joins two rectangles to form a $\lambda/2 \times \lambda/10$ rectangle. This forms a half-dipole antenna and interacts strongly with incident radiation. We made the strips wide to support a wider bandwidth of operation, since the width allows more modes of oscillation.

Second, if a plate of metal has small holes in it, then radio behaves as if the holes weren’t there. This effect is used in Faraday cages, such as those in microwave ovens. A common rule-of-thumb says that the holes need to be smaller than $\lambda/10$, the size of the gaps between rectangles. When switches in adjacent columns are turned on, their rectangles will behave as a continuous sheet of metal, rather than individual columns, almost completely reflecting incident waves. Because neighbors act in a simple way, we expect that the neighbors’ state wouldn’t change the phase of the currents induced in the rectangle, only the magnitude. Hence the linear model in Equation 2 is approximately correct.

The above reasoning is merely the conjecture that motivated our design. We conduct two experiments to partially validate it. §6.2.1 demonstrates that the linear model is approximately correct, and §6.2.2 shows that the surface can significantly change its opacity. Validating this design in an anechoic chamber would offer more insights. We leave that for future work.

### 6 Evaluation

#### 6.1 Experiment Setup

Our antennas are fabricated on custom printed circuit boards, with 40 antennas per board. We mount 80 of these boards on two frames and place it next to a wall in our lab. Since metal would interfere with the antennas, the frames are partially built from acrylic. The boards are connected in series with a single SPI serial-to-parallel bus composed of shift registers, allowing our Raspberry Pi controller to serially set the state of each individual element.

To set element state, the controller pushes values through the shift registers at 1 Mbit/s. Higher speeds are impeded by distortion due to the long wires in our setup. Hence pushing a new random state to the surface is the most time-consuming part of measuring it. To alleviate this problem, instead of pushing 3200 bits for each state, we push just 8 bits at a time, which shifts all the bits in the surface by 8 positions. Though the new state isn’t completely fresh, each element still gets a new random value that is independent of the previous one. If we were to solve for $\mathbf{h}^{(i)}$ from the system of linear equations, the measurement matrix is still full rank. Hence we expect Algorithm 1 to work. This modification reduces the mean time to measure a state from 7 ms to 0.22 ms. Better engineering will improve performance further. To measure the channel, we use a USRP programmable radio operating in the 2.4 GHz ISM band.

**Measurement method.** The results in the main evaluation (Figures 10 and 11) are reported as the ratio of the signal strength when RFocus is in its optimized state to the strength when the surface is not present (i.e., it is physically removed, not just set to off). We measure this ratio as follows. Let $R_I$ be the improved signal strength, $R_0$ be the signal strength when the surface is in the all-zeros state (i.e., it is semi-transparent), and $R_B$ be the baseline signal strength when RFocus isn’t present. We separately measure $R_I/R_0$ and $R_0/R_B$ and multiply them to obtain $R_I/R_B$ as desired.

After optimizing the state, we measure $R_I/R_0$ 100 times by repeatedly flipping between the two states every 5 ms and calculating the mean improvement. We find that 1σ error is < 2% in all cases. To measure $R_0/R_B$, we first measure $R_0$. Then we remove the surface and measure $R_B$. We do this over $\approx 10$ transmitter positions in a neighborhood around the original point, and use the median $R_0/R_B$ to correct $R_I/R_0$. The median helps account for the systematic effects of the RFocus surface. It ignores random fading effects that may occur since the RFocus surface, people, or objects will have moved in the meanwhile. The mean absolute correction we had to introduce was 0.6 dB, while the maximum was 1.5 dB.
Figure 7: A linear model predicts the channel due to a state with 5.4% accuracy. If the surface were perfectly linear, the error would have been 2.0% due to noise. Hence the RFocus is approximately, but not fully, linear.

### 6.2 Microbenchmarks

#### 6.2.1 Linearity

Our analysis of the optimization algorithm (see §4.3) assumes that the elements are not coupled with each other. Hence we used a linear model formalized in Equation (2), where $h^{(i)}$ are independent of the states of the other elements. We wouldn’t expect elements that are far away from each other (say, more than a wavelength) to couple strongly, especially since the elements are flat and radiate perpendicularly away from the surface. However, we packed the elements tightly to more densely cover the surface and beamform more precisely. We hypothesized that the non-linearity due to any resulting coupling will be small (§5.3). We now test this hypothesis.

We prepare several random “test-triples” of states of the form $(b_A, b_B, b_{AB})$. Let $(h_A, h_B, h_{AB})$ be the corresponding channels. The states are drawn uniformly from the triples where $b_A \& b_B = 0$ and $b_{AB} = b_A | b_B$; here states are represented as bit-strings and & and | are bitwise operators. That is, no element is on in both $b_A$ and $b_B$, and any element that is on in either $b_A$ or $b_B$ is also on in $b_{AB}$.

If the linear model in Equation (2) is correct, then $h_A/h_Z + h_B/h_Z - 1 = h_{AB}/h_Z$. If an element’s effect on the channel $(h^{(i)})$ depends on whether its neighbors are on, this relation will not hold, since many more pairs of neighbors are on in $b_{AB}$ than in $b_A$ or $b_B$. Since the neighborhoods are substantially different, $h^{(i)}$ will be different for different states if our assumption is wrong.

Hence, to test linearity, we measure $(|h_A/h_Z|, |h_B/h_Z|, |h_{AB}/h_Z|)$ for several random states and test our ability to predict $|h_{AB}/h_Z|$ given $|h_A/h_Z|$ and $|h_B/h_Z|$ using the above relation. Using $\cdot |$ doesn’t invalidate the relation since for any random state $X$, $h_X/h_Z = |1 + \Delta h_X/h_Z| \approx 1 + \Re(h_X/h_Z)$ since $\Delta h_X \ll h_Z$. We measure each state 100 times. If Equation (2) were correct, the error in prediction due to measurement noise would have been 2.0%. Our error is 5.4% as shown in Figure 7. We conclude that although RFocus is not perfectly linear, the nonlinearities are small. They are, however, large enough that linear regression on $|h_X/h_Z|$ doesn’t produce a good predictor.

#### 6.2.2 Controllability and Bandwidth

We expect that the RFocus surface can control its opacity to radio. To test this, we kept the surface in between two widebandwidth directional (Vivaldi) antennas pointed at each other.

Using a Vector Network Analyzer (VNA), we compare the signal strength between the antennas when all the elements are turned on and off. We expect that, when the elements are all on, the surface will be much more opaque to radiation, reflecting a large fraction of it. The ratio of signal strength in these configurations is shown in Figure 8: it is consistently greater than 6 dB between 1600 and 3100 MHz. Hence, RFocus can change its opacity by over 75% over a large bandwidth. The peak is closer to 3000 MHz, where the change is well over 10 dB (90% control). But all of our other results are in the 2450 MHz ISM band, in order to conform to FCC rules.

Frequency of operation can be tuned by scaling the sizes of the frequency range of interest. The change falls after 3000 MHz is consistently greater than 6 dB between 1600 and 3100 MHz. Hence, RFocus can change its opacity by over 75% over a large bandwidth. The peak is closer to 3000 MHz, where the change is well over 10 dB (90% control). But all of our other results are in the 2450 MHz ISM band, in order to conform to FCC rules.

Frequency of operation can be tuned by scaling the sizes of the components. (Antenna design is not the focus of this paper.)

The y-axis is cropped at −3 dB for clarity in showing our frequency range of interest. The change falls after 3000 MHz because our RF switch is only rated up to that frequency. At < 1500 MHz, the rectangles, even after joining, are too small to interact with radiation.

#### 6.2.3 Measurability

To find a good configuration, the controller needs to measure $h$. However, the effect of each individual element, $h^{(i)}$, is tiny and hard to measure. To aid measurement, we vary all elements randomly and at once (§4.1). This gives us an $O(\sqrt{N})$ boost in
the change in the channel amplitude ($O(N)$ in signal strength), which is easier to measure. To experimentally study the effect of this boost, we compute the Signal to Noise Ratio (SNR) of the change in the channel due to a random state as a function of the number of elements in the array. We artificially reduce the size of our array, by deactivating a random subset of it.

We choose 165 different random configurations, and measure the RSSI-ratio for each configuration $\approx 1000$ times. The definition of “measurability SNR” is as follows. The “signal” in SNR is the variance in the average RSSI-ratio across all configurations, and the “noise” is the average variance in the RSSI-ratio measurements within each individual configuration. With the receiver and RFocus surface in the locations shown in Figure 10, we place the transmitter at three representative locations covering the full range of signal strengths.

Figure 9 shows the measurability SNR as a function of the number of active elements for these points. We can see that SNR increases when more elements are varied. Note that when only a few elements are varied, the SNR is very low. This is why boosting the signal by varying all elements at once is critical, especially when the transmitter is far from the receiver.

The impact of random configurations on the channel is still small, because elements can interfere destructively. An optimized state eliminates destructive interference and produces an $O(N)$ effect on the channel ($O(N^2)$ in signal strength). Hence it produces significant gains in signal strength, even though a random state has little impact.

### 6.3 Signal Strength Optimization

We placed the receiver and the RFocus surface at a constant location as marked in Figure 10. Then we placed the transmitter at various positions in an indoor environment (our lab), and ran

the optimization algorithm to maximize signal strength at the receiver. We measure the ratio of the improved signal strength to the signal strength when the surface is physically removed. We plot these on a map in Figure 10. The corresponding CDFs are shown in Figure 11. RFocus provides benefits throughout an entire floor of our building. The minimum, median and maximum improvements across all locations are 3.8 dB, 9.5 dB, and 20.0 dB, respectively.

The five points with the highest improvement had among the smallest unimproved RSSI. Further, they appear in apparently random locations, which makes us postulate that their unimproved RSSI is low due to fading. Where destructive interference drastically decreases signal strength. Due to its size, RFocus is unlikely to suffer from fading at all its antennas. Hence, RFocus provides significant benefits for weak channels in such situations.

RFocus’s large area allows it to focus energy from the transmitter to the receiver. This is particularly helpful when the transmitters are power constrained, since even a “whisper” will be “heard” clearly at the receiver. Yet, interference does not increase because the transmit power isn’t increased. This could enable a new regime of low-power, high throughput IoT sensor devices. Whenever a sensor wants to transmit, it can ask the controller to tailor the surface for that particular endpoint (using a brief high-power transmission). Then it can make its high-bandwidth transmission at low power. Since sensors tend to be stationary, the same trained configuration can be used for extended periods of time. We evaluate this scenario in 6.4.1. Once trained, setting a state takes $\approx 3$ ms.

Alternately, radios can use the additional signal strength to increase their channel capacity to obtain higher bitrates, as shown in Figure 11. Channel capacity increases logarithmically with signal strength, and hence the improvement decreases with increasing transmitting power. We set our transmitter to the highest power level ($\approx 20$ dBm) and adjust the receiver’s gain accordingly to avoid saturation.
Figure 12: To understand the trends as we vary different parameters, we plot the mean ± standard deviation of the improvement across all locations pictured in Figure 10. To normalize for differences in absolute improvement for different locations, we plot \( \frac{(I - 1)}{Max(I) - 1} \). \( I \) is the ratio of the improved signal strength to the baseline strength. We normalize relative to the maximum improvement (across all values of the parameter) for that location. Note: \( I = 1 \) means no improvement. Hence we subtract 1 in our metric, so that positive values denote an improved channel.

6.4 Understanding the Improvement

**Neighboring frequencies.** Our optimization algorithm only seeks to improve the signal strength at a single frequency (we leave generalizing to multiple frequencies as future work). Nevertheless, we find that it also provides improvement in a 10 MHz neighborhood as shown in Figure 12(a). Multi-path rich environments often have very different signal strength for different frequencies, due to fading [30]. To maximize gain, RFocus could preferentially improve frequencies with the lowest signal strength.

In some cases the frequency that improved the most is different from the target frequency. This could be because that frequency had a much lower baseline signal strength in the un-improved channel due to fading. Hence, the center frequency doesn’t have a value of 1. Far away from the target frequency, sometimes the signal strength decreases slightly due to the surface.

**Fault tolerance.** RFocus is intended to be a large array of inexpensive elements. Hence individual elements are expected to fail, and the system must be robust to failure. To test this, we artificially make a random subset of elements flip randomly, and not as per the controller’s instructions, during both training and testing. Figure 12(b) shows the improvement against the number of ‘faulty’ elements.

Our model of the system suggests that the signal strength increases quadratically with the number of elements (§3.2). This is because each element contributes linearly to the channel amplitude, and the signal strength is the square of the amplitude. Under this model, we expect the normalized mean plotted to have the form \( \alpha n^2 + \beta n \), where \( n \) is the number of non-faulty elements, and \((\alpha, \beta)\) are constants. This is the best-fit line pictured.

Note that, this does not imply that gain increases quadratically with the area of the surface, since a larger surface will have more elements that are far away from the source, and hence a smaller \( h^{(i)} \). In the above experiment, we don’t change the distribution of \( h^{(i)} \) since we disable a random subset of elements. Hence, the quadratic model works.

**Optimization speed.** To understand the rate at which the optimization progresses, we plot the signal strength improvement as a function of the training time/number of measurements. As shown in Figure 12(c), 50% of the improvement occurs within 1 sec, with 4500 measurements and 90% improvement occurs within 10 seconds. Note, RFocus has 3200 elements, and we’d expect to need at-least 3200 measurements before the problem is well determined, even ignoring noise. RFocus exploits additional measurements to contend with the fact that measurements are noisy (§6.2.3). RFocus provides some (smaller) benefit with fewer than 3200 measurements, since, at any point in time, RFocus has a hypothesis state that it believes is optimal.

6.4.1 Stability Across Time

Once optimized, how long does an optimized state work? How often do we need to re-optimize our state? To test this, we keep our transmitter in our office on a typical workday, where around 10 people walk. We optimized the state at 10AM and measured the improvement due to that state till 4PM that day. The top graph in figure 13 shows this. The initial improvement, shown as a dotted line, was 12.6 dB for about 3 minutes before it increased (without re-optimizing the state) for the next \( \approx 20 \) minutes, and then decreased again. We also do a 100 second experiment (in a different location), where two people walk between the endpoints and the surface, intentionally trying to block the direct paths. The bottom graph in figure 13 shows this. Note, the people move only in the middle portion. At other times, the improvement reverts to the baseline.

RFocus’s optimized state is robust to motion in the

\[\text{Number of Faulty Elements} \times 1000\]

\[\text{Number of Measurements} \times 1000\]

\[\text{Training Time (s)}\]
Figure 13: Improvement across time due to a state optimized in the beginning of the time window. This shows that the same optimized state can be used for a long time. The dotted line shows the improvement immediately after the state was optimized. Note the unit change in the x-axis (hours/seconds).

Figure 14: Signal strength improvement when both transmitter and receiver are at increasing distances from the surface. In other experiments, the receiver stays close to the surface. The radios endpoints are 2 m and 7m away from each other, in front of the surface, on the same side.

6.4.2 Moving both endpoints away from the surface

RFocus works best when either (or both) the transmitter and receiver is close to the surface. Performance degrades when both are moved away. Figure 14 shows that RFocus provides benefits up to a few meters from either transmitter or receiver. If ubiquitously deployed, such as on a wall, floor, or ceiling in every room, RFocus allows small devices to realize the benefits of a large antenna array. Alternately, surfaces could be placed close to APs or embedded in building fixtures.

7 Discussion

Efficiency In theory, an $N$-antenna phased array can achieve an $N \times$ gain in signal strength. RFocus achieves a median $10 \times$ gain with 3200 antennas. RFocus suffers from two sources of loss in efficiency. First, only a fraction of the transmitted energy reaches the surface. Second, RFocus can only direct a fraction of the energy that reaches it. This can be improved with better antenna design (§5.2) and metasurfaces [6].

RFocus’s gain is qualitatively different from that of a 10 antenna phased array. RFocus precisely focuses a fraction of the transmitted energy, whereas the phased array coarsely directs all of the transmitted energy. Hence, near the receiver, RFocus’s beam is more spatially concentrated while the phased array’s coarse beam will interfere with nearby endpoints. Nevertheless, we believe these methods are complementary. Phased arrays can direct signals toward RFocus, which can then focus it precisely onto the receiver.

Wireless Controller In our prototype, elements are powered and controlled with wires. This isn’t necessary. We envision a design where each element is powered and controlled wirelessly, like a passive RFID tag. The controller acts like a RFID controller that sets the state of each element. RFocus’s fault tolerance allows deployment with failure-prone RFID tags (§6.4).

In such a setup, buildings could prefabricate their walls with RFocus elements. Carpets and wallpapers could be sold with RFocus elements already embedded in them. Users can separately buy a controller to control and obtain the benefits of the elements already present in the environment.

8 Conclusion

This paper presented RFocus, a system that moves beamforming functions from the radio transmitter to the environment. RFocus includes a two-dimensional surface with a rectangular array of simple elements, each of which contains an RF switch. Each element either lets the signal through or reflects it. The state of the elements is set by a software controller to maximize the signal strength at a receiver, using a majority-voting-based optimization algorithm. The RFocus surface can be manufactured as an inexpensive thin wallpaper, requiring no wiring. Our prototype implementation improves the median signal strength by $9.5 \times$, and the median channel capacity by $2.0 \times$.

Human Safety. Because RFocus doesn’t emit any energy of its own, it does not increase the total radiation. It cannot focus energy to an area smaller than the size of a wavelength, since any device’s ability to focus energy to an area smaller than a wavelength drops exponentially with distance from it. Hence RFocus is no riskier than being near the transmitter.

Ethics Statement. This work raises no ethical concerns.

---

4In most of our experiments, RFocus subtends $\approx 0.4 \pi$ steradian on the receiver (equivalently, the transmitter). Hence it controls $\approx 10\%$ of the energy.
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A Proof of Lemma 2

First, we prove another intermediate result.

Lemma 3. Let $b_0$ be the state such that $b_0(i) = 1$ iff $\Re(h(i) \cdot e^{-j\theta}) > 0$. If assumption 1 holds, then for any $\theta$, the expected value of $h(b_0)$ is $e^{j\theta} \sum_i |h(i)|$.

Proof. Let $h_0 = \sum_i |h(i)|$.

$$E[h \cdot b_0] = \sum_i E[h(i)b(i)] = \sum_i E[e^{j\theta} \max \Re \{0, h(i) \cdot e^{-j\theta}\}]$$

$$= e^{j\theta} \sum_i E[\Re(h(i) \cdot e^{-j\theta})] = e^{j\theta} \sum_i |h(i)|$$

Here, $\max \Re$ compares the real component, and chooses $h(i) \cdot e^{-j\theta}$ if its real component is positive. The second step comes from our definition of $b_0$. The third step notes that half of the values are expected to be non-zero and the sum of the remaining values is expected to have a phase of 0, and hence only the real part remains. For the final step, we compute the expected magnitude of the real part of a complex number with random phase in $(-\pi/2, \pi/2]$, given by the factor $\frac{1}{\pi} \int_{-\pi/2}^{\pi/2} \cos(\theta) d\theta = 2/\pi$. \hspace{1cm} \Box

A corollary of this is that, if $\phi = \Arg(h_Z)$, $|E[h_Z + h \cdot b_0]| = |h_Z| + \frac{1}{\pi} \sum_i |h(i)|$. As discussed in §5.2, in an ideal system where we can choose any $b(i) \in \mathbb{C}$, $|b(i)| \leq 1$, the optimal assignment achieves a signal strength of $|h_Z| + \sum_i |h(i)|$. This gives us the same $1/\pi$ bound on what our system can achieve relative to the ideal when we account for $h_Z$ and are willing to assume that phases are random (assumption 1).

Now, we restate and prove lemma 2 here.

Lemma 2. Let $b_{\text{OPT}}$ be the optimal assignment that maximizes $|h_Z + h \cdot b|$ and $b_{\perp}$ be such that the $i$th component $b_{\perp}(i) = 1$ iff $\Re(h(i) \cdot h_Z) > 0$. If assumptions 1 and 3 hold, then as $N \to \infty$, $|H(b_{\text{OPT}})|/|H(b_{\perp})| < 1 + \varepsilon$ for all $\varepsilon > 0$ with high probability.

Proof. We will argue that $b_{\perp}$ is roughly the same as the expected value (with high probability) for any $\theta$. For any $\varepsilon > 0$ and $\theta \in (-\pi, \pi]$, let $A_\theta$ denote the event that $R_\theta = \frac{|h_{\perp}|}{|h_{\perp}|} > 1 + \varepsilon$. We now show that for any $\varepsilon > 0$, the probability that $\frac{\max_{\theta: \varepsilon < 1} |h_{\perp}|}{|h_{\perp}|} > 1 + \varepsilon$ goes to zero as $N \to 0$. Let $p$ denote this probability. Note, there are only $N$ distinct values of $b_0$ (say for $\theta_1, \ldots, \theta_N$), since it only changes when we include/exclude a new $h(i)$. Hence we need to take a maximum over only $N$ values. Hence $p$ is the probability that $\exists$ such that $A_{\theta_0}$ happens. That is, $p = P[b_{\perp} | A_{\theta_0}] \leq \sum_{\theta_0} P[A_{\theta_0}] = N P[A_{\theta_0}]$, for any $\theta$, since the expression is symmetric in $\theta$ (note: we need not assume $A_{\theta_0}$ are independent here). Let $h = \sum_j |h(j)|$.

$$R_\theta = \frac{\pi h}{h} + \mathcal{N}(0, \sigma^2/N) = 1 + \frac{\pi}{h} \mathcal{N}(0, \sigma^2/N)$$

where $\sigma$ is the standard deviation in $b_0(i) h(i) \cos \theta$ for a random $\theta$ and $\mathcal{N}$ is a symmetric complex normal distribution with given mean and variance. Note, $\sigma$ and $h$ are bounded as $N \to \infty$, since assumption 3 tells us $b_0(i) h(i)$ is bounded. Hence $P[A_{\theta_0}] = P[\mathcal{N}(0, \sigma^2/N) > 0/\pi]$ goes to zero as $N \to \infty$ for any $\varepsilon > 0$. $P[\mathcal{N}(0, \sigma^2/N) > 0/\pi]$ also goes to zero as $N \to \infty$, since $P[A_{\theta_0}]$ decreases faster than $1/N$. We can follow a similar argument to show that for any $\varepsilon > 0$, the probability that $|h_{\perp}| > 1 + \varepsilon$ goes to zero. And hence for any $\varepsilon > 0$, the probability that $\frac{|E[h_{\perp}]|}{\max_{\theta: \varepsilon < 1} |h_{\perp}|} > 1 + \varepsilon$ goes to zero.

Lemma 1 shows that $\exists \theta$ such that $b_{\text{OPT}} = b_0$. Hence

$$H(b_{\text{OPT}}) = \max_{\theta} |h_Z + h \cdot b_0| \leq |h_Z| + |\max_{\theta} h \cdot b_0|$$

Also $b_{\perp} = b_0$ for $\phi = \Arg(h_Z)$. Hence

$$H(b_{\perp}) = |h_Z + h \cdot b_0| = |h_Z| + |h \cdot b_0| \leq |h_Z| + \min_{\theta} |h \cdot b_0|$$

The second step is true since the two terms have the same phase as $N \to \infty$. Thus,

$$\frac{H(b_{\text{OPT}})}{H(b_{\perp})} \leq \frac{|h_Z| + \max_{\theta} |h \cdot b_0|}{|h_Z| + \min_{\theta} |h \cdot b_0|} \leq \frac{|h_Z| + \max_{\theta} |h \cdot b_0|}{|h_Z| + \min_{\theta} |h \cdot b_0|} = \frac{\max_{\theta} |h \cdot b_0|}{\min_{\theta} |h \cdot b_0|} \leq 1 + \varepsilon$$

with high probability for any $\varepsilon < 0$. This proves the theorem. \hspace{1cm} \Box