Interview with Clem Cole

Rik Farrow

Clem Cole is an old school hacker and “Open Sourcerer” with more than 45 years of free and open source system development experience. Clem has held practically every position in the computer field from operator, programmer, and designer to VP of Engineering, CTO, and startup founder. He first encountered the early editions of UNIX in the 1970s while at Carnegie Mellon University, later doing his graduate work at the University of California, Berkeley. He has been designing and developing operating systems and technical computing systems ever since, currently leading an international team of engineers. He helped to write one of the original TCP/IP implementations in the late 1970s, and is known as one the authors of the precursor to IM, the UNIX talk program, as well as other more humorous and notorious hacks. He is honored to be a past President of the USENIX Association and the 2016 winner of the Linus Pauling Prize for Science. clem@ccc.com

I first met Clem Cole at a USENIX conference, probably in the 90s, but I had encountered him via a paper he helped with in 1985. Ted Kowalski had written fsck, bringing together ideas from three previously existing UNIX programs, ncheck, icheck, and dcheck, and experience using earlier IBM programs, Scavenger and Vulture [1], for recovering after disk crashes.

I had also heard that Clem had a long history with USENIX, and decided to interview him for this, the final print issue. I had learned by reading early issues of UNIX Notes and login: that USENIX conferences were how UNIX users exchanged information in the early days, and it occurred to me that Clem was a participant I could ask about this.

Rik Farrow: When did you begin working with UNIX? I encountered UNIX in the early 80s, while working for companies in the Bay Area.
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Clem Cole: By the 80s UNIX was even cooler than when I first encountered it. I started using UNIX with Fifth Edition version in 1976 while at Carnegie Mellon (CMU).

Truth is, my first experience with UNIX and C in particular, coming from the IBM 360 and DEC PDP-10, found me skeptical. But I had been schooled in the CMU gospel of using systems program languages (BLISS in this case) so I had already started to transition from 360 assembler.

What made UNIX/C really cool was that as much as I liked the stuff we had on the PDP-10s (like the XGP—the predecessor to the laser printer) BLISS on the PDP-11 required cross compiling. C was self-contained. The documentation for C was almost non-existent, with the exception of Dennis Ritchie’s paper in V5 and V6 in the c directory in /usr/doc. The code from the compiler was not great compared to BLISS, but it was “good enough.”

And we had our own PDP-11 in the CMU Electrical Engineering Digital Lab and we did not have to share it with many other folks.

Ted had a xerographic copy of the Lions book [2] and I made my own copy. Then Ted came back with proofs for Kernighan and Ritchie [3] in a binder and I read those two documents that spring and things about UNIX started to click. Pretty soon I started to see that I could get most anything I had been able to do on the PDP-10s and the 360 on the PDP-11 and I only shared it with a few other people. That was way cool.

And then one day we had a disk crash on a machine in CMU’s BioMed Department. I got a call from the guys that ran it, and they wanted to use the EE system to try to fix the disk. Ted and I both had used a disk reconstruction program on the IBM and Ted had been an IBM MTS hacker at the University of Michigan before he came to CMU. I remember spending a number of hours with ncheck/dcheck/ccheck and grumbling to Ted as we were working with their disk.

It turns that out Ted had started a new program but it was not complete. Now he had a mission. By the way, the original name of the fsck program used a different second letter.

The other thing I saw around then was a copy of some of the original issues of UNIX News that Columbia University was printing up. I don’t remember who had them, but I think it was someone else with a connection to Harvard or maybe Columbia. I got on the mailing list somehow and started eating it up.

As an undergrad I could not travel, but when I first started to work for Tektronix in 1979, I went to my first USENIX conference (I want to say Toronto, but I could be wrong). An early winter one was Boulder where USENIX had rented a movie theater, the same theater that was featuring the new movie, Black Hole. What I do remember the most of that conference is that’s where Tom Truscott regaled us on his homemade autodialer they built so they could run UUCP.

Originally, we came to those meetings representing our orgs—universities or commercial entities. You were supposed to have the signature page of your AT&T UNIX license to join. I don’t remember when the first personal memberships were offered, but I was the seventh person to join USENIX.

So back to your question. In those days DEC did not support UNIX, so we had a “we all are in this together” attitude. Everything was “open source” because we all had licenses. I think the thing that is lost today is that it was the cost of the hardware that was the limit to being part of the “UNIX club,” not the cost of the UNIX software sources.

RF: That’s interesting, since AT&T raising the license fee for the source for System V Release 4 (SVR4) was the main reason for the UNIX wars [4] that began in the late 80s.

CC: Actually, that’s not quite true. The UNIX wars had started long before then. The 1988 SVR4 release and the raising of the license redistribution fee in particular was the source of the “fair and stable license terms” of Open Software Foundation (OSF) verses UNIX International (UI). You have to understand that each time AT&T had released a commercial redistribution license (starting with V7) the fees had gone up. The vendors had been having a knock-down, drag-out war for 5–10 years by 1988. UI vs. OSF was just the final battle.

The problem for the vendors was they treated UNIX like they owned their OSs and made them private with lots of local hacks to create vendor lock-in for their customers. The UNIX wars were really based on who got to decide what the definition of UNIX was going to be. AT&T thought they got to say it because they owned the intellectual property. But the Berkeley Software Distribution (BSD) version had the greatest mind share as it included TCP/IP support. DEC, Apollo, HP, Masscomp, Sun, IBM and others had their customers running some version of UNIX on their hardware. And independent software vendors were annoyed because life had not gotten better—hence the 1985 /usr/group UNIX Standard that would later beget the IEEE POSIX work.

RF: How large were those early USENIX conferences? Dozens of people, hundreds of people? I’ve heard that by the late 80s there could be thousands of people attending.
CC: When they were at Harvard, Columbia, etc.—that is, the time of UNIX News—a conference fit into a classroom. By the time of Boulder it was probably about 100–150—about half a movie theatre full. By the late 80s (when the final phase of the UNIX wars started) the San Francisco conference and I think the 10th USENIX conference in Portland were over a thousand. I think the peak was probably two or three thousand.

After Portland (summer 1985), USENIX started to fork into smaller dedicated conferences targeting subtopics and trying to keep it to be about 150–200 per conference.

RF: So what was it like at Boulder? Most of us know what modern USENIX conferences are like, with most having a focus on paper delivery, and some on talks.

CC: Remember there were no papers or proceedings in those days. Just talks. No PowerPoint either. Just overhead slides. And people came with prepared talks and signed up to give them. Nothing was preplanned.

It was also the first time I met Bill Joy. He had already started to build a cult around him. He talked about UCB Pascal and was very interesting. I also met Dennis Ritchie and Steve Bourne for the first time and was awed at how down to earth they were. They asked me questions and wanted my opinion. That was so cool. It was really a collegial setting. We were all sharing our experiences. I think that’s also where I met Bruce Borden for the first time. He was really a collegial setting. We were all sharing our experiences.

I remember using ihnp4 as a mail forwarder, but not many people today are going to recognize that hop. Was ihnp4 in the Chicago area?

RF: I remember using ihnp4 as a mail forwarder, but not many people today are going to recognize that hop. Was ihnp4 in the Chicago area?

CC: Indian Hill New Products System 4, or ihnp4 was in suburban Chicago. The three big national sites for Usenet were decvax, ihnp4 and ucbvax. There was a study done by someone at BTL that concluded that for every call ihnp4 underwrote, it generated between 10 and 20 downstream calls and that was good for AT&T so they continued to underwrite it. At its peak, decvax had a half to three-quarters of a million dollar phone bill. That was the trigger for USENIX to start to look for an alternative. Rick Adams, working for the USGS and running the site named selso, proposed the...
UUNET site, which USENIX helped fund [6]. UUNET become a commercial entity the following year.

RF: UUCP mail forwarding over IP is a big topic. I interviewed Mary Ann Horton [7], who had worked for BTL as well as doing a lot with Usenet. She explained things like the maps people were distributing at USENIX conferences and a separate tool to help people forward UUCP mail. Peter Salus’ article [6] also explains her role in the maps project, and more details about the founding of UUNET.

CC: The printed maps were given away at conferences, but the tool was used to try to shorten paths for email and net news traffic. Remember, until IP where you have flat address space, UUCP was purely store and forward and at the complete message level, IP is store and forward at the packet level and the other difference is that the “store” time was in minutes to hours for UUCP, as opposed to microseconds for IP.

RF: What role did you experience USENIX meetings playing in getting an effective email network started?

CC: Well, it really was a confluence of time and events. Because of USENIX we were meeting. Most people could not be part of the ARPANET for reasons I’ve already covered. Because Version 7 UNIX included UUCP, everyone now had a way to send intersite email if you had at least a Version 7 UNIX box, a modem and a friend with an auto-dialer. Remember that self-dialing modems didn’t exist yet and to dial out to another site required a DN11 and a Bell model 801 ACU—automatic calling unit—Truscott’s trick not withstanding.

The USENIX meetings had been around for 8–10 years before Usenet comes into play. But it was already clear before what we now call the Internet replaced ARPANET, that people wanted/needed email—that Usenet was organically born.

Again, it was need and timing more than anything else that helped get UUNET started, plus the wild growth of the Internet we saw in the 90s.

RF: How did your involvement with USENIX change over the years?

CC: USENIX has a special place in my heart. Without a doubt it helped my career. When I first started coming I was in the audience soaking things in, then I transitioned to someone writing and presenting papers. Next I was asked to be on program committees and eventually chair a few conferences. I was nominated and elected to the Board and eventually became president. I still participate as I can and I would consider working on the Board again as well as other projects that folks consider.

I interviewed Kirk McKusick at a USENIX conference in the 1990s. By that point I was working with Dan Klein and others on the tutorial committee and listened to portions of all tutorials given during LISA conferences, so I might have met Kirk that way. Later, Kirk and I would sometimes meet during FAST workshops.

Interview with Kirk McKusick
Rik Farrow

Dr. Marshall Kirk McKusick writes books and articles, teaches classes on UNIX- and BSD-related subjects, and provides expert-witness testimony on software patent, trade secret, and copyright issues particularly those related to operating systems and filesystems. He has been a developer and committer to the FreeBSD Project since its founding in 1993. While at the University of California, Berkeley, he implemented the 4.2BSD fast filesystem and was the Research Computer Scientist at the Berkeley Computer Systems Research Group (CSRG) overseeing the development and release of 4.2BSD and 4.4BSD. He earned his undergraduate degree in electrical engineering from Cornell University and did his graduate work at the University of California, Berkeley, where he received master’s degrees in computer science and business administration and a doctoral degree in computer science. He has twice been president of the board of the USENIX Association, is currently a board member and treasurer of the FreeBSD Foundation, a senior member of the IEEE, and a member of the USENIX Association, ACM, and AAAS.

In his spare time, he enjoys swimming, scuba diving, and wine collecting. The wine is stored in a specially constructed wine cellar (accessible from the Web at http://www.mckusick.com/~mckusick/) in the basement of the house that he shares with Eric Allman, his partner of 40-and-some-odd years and husband since 2013. mckusick@mckusick.com

I first met Kirk McKusick at a USENIX conference in the 1990s. By that point I was working with Dan Klein and others on the tutorial committee and listened to portions of all tutorials given during LISA conferences, so I might have met Kirk that way. Later, Kirk and I would sometimes meet during FAST workshops.
Once when we were sitting together during paper presentations, someone presented a method of speeding up `fsck` on Linux `ext` filesystems by caching the results of intermediate phases. Feeling a bit mischievous, I mentioned to Kirk that this sounded like an improvement that belonged in the Fast File System (FFS), something Kirk had written, taught, and still supported in BSD. Kirk replied that this should be easy, as policy and implementation were kept separate in BSD, unlike in Linux. By the next morning, he had created a new version of `fsck`.

**Rik Farrow:** When did you first encounter UNIX?

**Kirk McKusick:** I encountered UNIX for the first time while at the University of Delaware in 1976. Later that year, I was a graduate student at the University of California, Berkeley (UCB), and started the month after Ken Thompson ended his sabbatical, in August of 1976. Thompson had helped install UNIX Version 6 on a PDP 11 there, working with Chuck Haley and Bill Joy, two other UCB graduate students. They also worked on a version of Pascal Thompson had written, and demand for that led to the first Berkeley Software Distribution in 1977 [1].

**RF:** When and why was the Computer Science Research Group (CSRG) started?

**KM:** Professor Bob Fabry, with help from Bill Joy, had been working on getting a research grant from DARPA and needed a project name, so he decided to call the project the Computer Systems Research Group (CSRG). That was in June of 1980.

**RF:** You are best known as the author of the Fast File System, today known as the UNIX File System [2]. How did that come about?

**KM:** The filesystem developed for the early UNIX versions had terrible performance, getting throughput of only 2% of the bandwidth of current disks. Doubling of block size, to 1024 bytes, managed to raise the throughput to 4%, so this area seemed like fertile ground for research. I was working for the university, but part time, as full time work would have required the university to provide benefits as well—still an issue today. My advisor’s research grant had ended during the summer, and I asked Bill Joy, who I used to share an office with, if he could give me a project to work on.

Joy had started work on a filesystem prototype, but had only written the superblock and cylinder group structures so far. He handed the project off to me, and I finished the rest as a userspace file system. Joy convinced me to drop the prototype into the kernel, and that took me months, as there are concurrency and race conditions as well as other things, like cache invalidation, to handle. Then Joy convinced me to store my own home directory on the new file system, to show that I believed in my work. I realized that there was no way to do backups, so I wrote `dump` to backup and `restore` to recover from backups.

I also got tired of running `icheck`, `dcheck`, and `ncheck`, the first three passes you’d see with `fsck`, so I got `fsck` running. All this was a sidetrack on my way to getting my PhD.

Later on, Joy funded my trip to a Boston USENIX conference with DARPA money. I created a couple of hand-written slides, and Joy took them to get typed up. There were about 1200 attendees when I went to speak, but the slides Joy had provided were nothing like the ones I had written. When I told people that, they laughed, and the presentation went well.

The FFS could get around 40% of the bandwidth of disks, 10× the performance of the older filesystem. I learned from this experience that you should pick problems where there is a lot of fertile ground.

---

### References


The transition of magazine to digital format brings new opportunities for engagement, with the ability to add comments to articles. Rik Farrow, Laura Nolan, and Arvind Krishnamurthy outline their favorite articles from 2005 to 2019. Feedback on printed issues is rare, but with the new digital format, the authors look forward to introducing new articles that continue this tradition in its new medium. Steve Johnson, past USENIX Board President, describes how hardware affects performance and the underground economy. Simson Garfinkel analyzes vast quantities of data collected from hard drives, and Edward Walker considers Amazon's cloud for scientific computing.
2009
Alva L. Couch wrote “Is It Easy Being Green?”, an article about the two different types of green, ecology and money [10].
As a nice example of the variety of work found in ;login:, Rudi Van Drunen had a popular article about hardware. Rudi wrote about digital and analog signals, how they work and how analog gets converted into digital signals: [11].

2010
Konstantin Shvachko, one of the authors of HDFS, penned an article about the limitations of HDFS, due to its design: [12]. The same issue had another Ceph article, pointing out Ceph’s scalability.
Andrew Tanenbaum, Raja Appuswamy, Herbert Bos, Lorenzo Cavallaro, Cristiano Giuffrida, Tomáš Hrubý, Jorrit Herder, Erik van der Kouwe, and David van Moolenbroek published an update on Minix3 [13]. There had been two other Minix3 articles published in ;login: during the decade. This article focused on the ability to restart portions of the kernel, a topic of the first paper at OSDI ’20.

Laura Nolan: 2011–2015
The time period that I reviewed for this piece is also when I first started to attend USENIX events and to read ;login:. Rereading the editions from these years made me incredibly nostalgic (and not only for in-person conferences!). It was very difficult to choose only one article for each year, to the extent that I gave up and quite frankly, just cheated.

2011
;login: has a very strong track record on security. The article I’ve chosen to represent 2011 is Sergey Bratus, Michael E. Locasto, Meredith L. Patterson, Len Sassaman, and Anna Shubina on “Exploit Programming: From Buffer Overflows to ‘Weird Machines’ and Theory of Computation” [14]. This article was dedicated to the memory of one of the authors, Len Sassaman, who had passed away earlier that year. It’s a very thoughtful piece that characterises well-known security exploits (such as printf-family string format vulnerabilities) as a form of “weird instruction,” and casts security as a problem of computability: what execution paths can our programs be trusted not to take, under any circumstances?

2012
My favourite article from 2012 is an example of cascading failure writ small: “Understanding TCP Incast and Its Implications for Big Data Workloads” by Yanpei Chan, Rean Griffith, David Zats, Anthony D. Joseph, and Randy H. Katz [15], which provides a systems model that explains pathological network throughput problems seen in early big-data systems. It’s also a research and industry collaboration, which is apt for an association that spans industry and academia.

2013
;login: has had a variety of wonderful regular columnists, but none can top James Mickens for sheer entertainment value. His 2013 column “The Saddest Moment” [16] combines savage satire of papers and presentations about Byzantine fault tolerance with effortless education on the topic.

2014
2014 was a tough year to pick one favourite, because this year included both Brendan Gregg’s debugging mystery “The Case of the Clumsy Kernel” [17], as well as “Analysis of HDFS under HBase: A Facebook Messages Case Study” by Tyler Harter, Dhruva Borthakur, Siyong Dong, Amitanand Aiyer, Liyin Tang, Andrea C. Arpaci-Dusseau, and Remzi H. Arpaci-Dusseau [18], which demonstrates how “mechanical sympathy” between workloads and the infrastructure they run on is critical at scale, but can easily get lost with layered abstractions.
However, for sheer controversy, the article of the year has to be Todd Underwood’s “The Death of System Administration” [19], based on his LISA keynote in 2013. Underwood proposes a future where operations engineers with software sensibilities (or vice-versa) working with better platforms will supersede manual systems administration work. We may not be sitting on the couch sipping bourbon and eating bon-bons quite yet, but I think Underwood is fundamentally correct about the direction we’re traveling in.

2015
“What Bugs Live in the Cloud?: A Study of Issues in Scalable Distributed Systems” by Haryadi S. Gunawi, Thanh Do, Agung Laksono, Mingzhe Hao, Tanakorn Leesatapornwongsa, Jeffrey F. Lukman, and Riza O. Suminto [21] analyses three types of troublesome bugs found in distributed systems such as Hadoop, HDFS, HBase, Cassandra, ZooKeeper, and Flume. The analysis of the varieties of “SPoF bugs” that can crash entire systems that are intended to be redundant should be required reading for all software engineers and SREs.
Arvind Krishnamurthy: 2016–2019
I focused on articles published over the last few years and what struck me was the rich diversity of the articles. ;login: has routinely included articles from both academia and industry, often provided tutorials on recent developments in software engineering, and discussed emerging trends in the computing industry.

2016
My favorite article from 2016 is “Pivot Tracing: Dynamic Causal Monitoring for Distributed Systems” by Jonathan Mace, Ryan Roelke, and Rodrigo Fonseca [22]. Debugging distributed systems using logs is a difficult task, as what is recorded on logs is defined a priori and since it is hard to correlate log entries across a distributed system. Pivot tracing provides a novel approach that combines dynamic instrumentation with causal tracing and is thus suitable for production systems.

2017
My 2017 pick is an article describing an industry system that is in widespread use. Daniel Firestone describes a cloud-scale programmable virtual switch in “VFP: A Virtual Switch Platform for Host SDN in the Public Cloud” [23]. The article describes how Microsoft Azure enforces SDN policies across its large datacenters using the virtual switch. In addition to laying out the motivation for building the system, the article describes the design constraints that are unique to a public cloud.

2018
For 2018, I picked a practitioner’s guide to working with XDP, a new programmable layer in the kernel network stack. In the article, “XDP—Programmable Data Path in the Linux Kernel” [24], Diptanu Gon Choudhury provides background information on Berkeley Packet Filter, a core kernel technology introduced almost two decades ago, and how it has been recently extended to provide a power programmable layer inside the kernel that is intended to close the performance gap with respect to kernel-bypass solutions.

2019
My favorite article from 2019 is “Noria: A New Take on Fast Web Application Backends” by Jon Gjengset, Malte Schwarzkopf, Jonathan Behrens, Lara Timbó Araújo, Martin Ek, Eddie Kohler, M. Frans Kaashoek, and Robert Morris [25]. This article describes a system that addresses performance problems faced by many web application backends. It outlines a system design that doesn’t neatly fit into traditional categories, such as databases or streaming engines, but rather creates a bridge across these technologies.
References
| 01. | “Amazing product, developed by some of the most seasoned pros in the industry.” |
| 02. | “Great products that work, easy and quick to install and provide real value.” |
| 03. | “We ♥ our canaries.” |
| 04. | “The concept and use of Canarytokens has made me very hesitant to use credentials gained during an engagement. If the aim is to reduce the time taken for attackers, Canarytokens work well.” |
| 05. | “Their on-prem canary is one of the only things that caught me right away in post-exploitation without my knowing I was burned. Solid concept and product.” |
| 06. | “Don’t think just get them.” |

**Attackers and Defenders Finally Agree**
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Thank you, USENIX.

For over 25 years of supporting AFS, OpenAFS, and AuriStor.

If it wasn’t for USENIX we wouldn’t be here today!

- **1982**: Andrew File System (AFS) the original "Cloud Storage System"
- **1995**: Aurora System Paper Presented by Morgan Stanley at USENIX LISA
- **2001**: USENIX LISA includes AFS Workshops From 2001 to 2004
- **2003**: OpenAFS Fund established by USENIX to advance OpenAFS
- **2007**: AuriStor is founded
- **2008**: AuriStor receives DoE SBIR Grant to extend upon AFS vision
- **2016**: AuriStor begins annual sponsorship of USENIX LISA
- **2020**: AuriStor becomes a USENIX Benefactor
- **2020+**: AuriStor supporting USENIX today, tomorrow, and beyond!

AuriStor supporting USENIX today, tomorrow, and beyond!
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THE GLOBAL NAMESPACE FILE SYSTEM

Learn more about AuriStorFS at auristor.com/filesystem