I became interested in long-term trends because an invention has to make sense in the world in which it is finished, not the world in which it is started.—Ray Kurzweil

A small bit of statistical wisdom: trend analysis can derive real guidance even when the measurement being examined is subject to consistent (relatively constant) error. Hold that thought...

NIST (the US National Institute of Standards & Technology) has for years collated and published vulnerability information, with the Common Vulnerability Scoring System (CVSS) being the best known of NIST’s cybersecurity metrics. CVSS scores are numeric and calculated by a defined, constant formula [1]. Putting aside that calculation formula, CVSS is a stable system for which the errors are relatively constant.

From the CVSS data, NIST publishes on a daily basis what it calls a Workload Index, defined this way [2]:

This [Workload Index] calculates the number of important vulnerabilities that information technology security operations staff are required to address each day. The higher the number, the greater the workload and the greater the general risk represented by the vulnerabilities.

The NVD workload index is calculated using the following equation:

\[
\frac{(\text{number of high severity vulnerabilities published within the last 30 days}) + \frac{\text{number of medium severity vulnerabilities published within the last 30 days}}{5} + \frac{\text{number of low severity vulnerabilities published within the last 30 days}}{20}}{30}
\]

The index equation counts five medium severity vulnerabilities as being equal in weight with 1 high severity vulnerability. It also counts 20 low severity vulnerabilities as being equal in weight with 1 high severity vulnerability.

Taking the Workload Index to be, just as it says, a composite estimate of the workload imposed on information technology security operations staff by the changing inventory of vulnerabilities in the CVSS catalog, we can begin to ask some questions.

The first and most obvious would be simply whether the workload due to known vulnerabilities is improving (going down) or worsening (going up). In finance, a typical measure of how a company is doing is “trailing twelve month” income—the income for the twelve-month period immediately prior to the date of the report. In Figure 1, we show the trailing 12-month value of the Workload Index over the past decade (overlain with a fitted order-2 polynomial, and with the X axis crossing the Y at Y=0).

Does that curve tell us anything? It certainly appears that information technology security operations staff had a few years of declining workload but may now be in a period of rising workload. One almost imagines a suite of arguments paralleling those about global warming to break out here—is workload rising or is this just natural variation?
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In finance, the measure of variation is called “volatility,” usually expressed as the trailing 12-month standard deviation. So, in Figure 2 we show exactly that, the trailing 12-month standard deviation of the Workload Index (again overlain with a fitted order-2 polynomial, and with the X axis crossing the Y at Y=0).

We might now ask (ourselves) how strong is the indication that volatility in the Workload Index is rising? Nassim Taleb, whom you may know from having read some of his *Incerto* tetralogy [3], has characterized a system with rising interconnectedness as one where a “black swan” event can (will) occur. In particular, he suggests that our hyper-connected society is “undergoing a switch between [continuous low grade volatility] to ... the process moving by jumps, with less and less variations outside of jumps.”

The NVD Workload Index cannot itself answer a conjecture that serious vulnerabilities are becoming rarer except for the few that slip through and are found to be more serious than ever. What do you see in Figure 2?

So what is the meaning of “workload” anyhow? Can we think of it as interest on technical debt? Does it need some sort of normalization to be a worthy basis for decision-making? There is no doubt that the source of risk is dependence, particularly dependence on the stability of system state, so is this workload measure, along with other measures, a way to price our dependence? Or is it something else?

Let’s think first about economy-wide effects. The number of schools offering instruction in cybersecurity has skyrocketed in the last decade [4]. All those people entering the field should have the effect of divvying up the workload, shouldn’t they? The Index of Cyber Security [5] looked at one form of that question, asking it twice, 40 months apart: “As you look to fill vacancies in your organization, which of the following describes the status of the current job market for information security professionals?”

**Figure 1:** Trailing 12-month Workload Index

**Figure 2:** Trailing 12-month standard deviation (volatility)
Figure 3A shows the answer in November 2012, while Figure 3B shows the answer in April of 2016.

From the first sample in 2012 to the second in 2016, the idea that "qualified candidates are difficult or impossible to find" fell by almost 10 percent. The answer that those frontline security managers gave implies an increasing supply of competent individuals with whom to share the workload. Can we normalize to that? And if we do, might that tell us more about the level of cybersecurity risk from technical vulnerabilities in the economy?

Table 1 shows the yearly average Workload Index number from 2006 to 2015, which can, in turn, be normalized by the US Bureau of Labor Statistics dataview for the number of workers in the category “Computer and information systems managers” [6]:

The data in Table 1 is redrawn as a chart in Figure 4, again overlain with a fitted order-2 polynomial. If you imagine plotting the mean Workload Index onto Figure 4 as well, you would have a line that declines into 2011, but then increases a fair amount from there on in. In this case, we see a steady decline and flattening of the curve when the index is normalized to the number of workers. Framed in this light, the “workload” posed by new vulnerabilities has gotten better since 2006 and remained relatively flat ever since. (Note that BLS data for the preferred category “Information security analysts” only began in 2011, so that category cannot yet be used for decadal views.)

Managing a variable amount of risk in a large system is only partially about the particular risks currently in that system; it is about the history (and future) of scaling factors as well. Sometimes, from 2006 to 2011, for example, when the mean score on the Workload Index was declining, one might naturally have inferred that cyberspace was becoming safer. Should we now infer that that welcome decline has stopped?

Over the last decade, the number of new graduates entering the workforce with computer science degrees fell and then rose, as seen in Table 2.

Those annual graduation numbers, as it turns out, are not correlated with the numbers of “Computer and information systems managers” in the workforce (r = .18), so either there is a lot of turnover among those jobs or the graduates are going somewhere else. So we will stick with “Computer and information systems managers” as our description of who is handling the vulnerability workload. But the Workload Index is really about how much work there is to be done. If we think of the work to be done as handing each member of the workforce a to-do list, then we would multiply the workforce count by the Workload Index and call that a measure of the work pending in the economy at large, viz., the size of the to-do list in the economy at large. That gets you Figure 5.

This mathematical manipulation generates an economy-wide to-do list, but labor markets can be sticky, as evidenced by the lack of a correlation between new computer science graduates and computer and information systems managers. This means that the “real” level of risk in the system might not have translated over into enough workers to actually handle the daily updates and patches needed to address the Workload Index.

Figure 4: Workload Index normalized to number of workers

Table 1: Workload Index normalized by number of workers

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>mean WI</td>
<td>10.79</td>
<td>9.59</td>
<td>8.69</td>
<td>8.96</td>
<td>5.99</td>
<td>5.98</td>
<td>6.51</td>
<td>6.05</td>
<td>7.88</td>
<td>7.65</td>
</tr>
<tr>
<td>100K workers</td>
<td>4.01</td>
<td>4.67</td>
<td>4.75</td>
<td>4.71</td>
<td>5.37</td>
<td>5.53</td>
<td>6.05</td>
<td>6.02</td>
<td>6.29</td>
<td>6.52</td>
</tr>
<tr>
<td>WI/100K</td>
<td>2.69</td>
<td>2.05</td>
<td>1.83</td>
<td>1.90</td>
<td>1.12</td>
<td>1.08</td>
<td>1.08</td>
<td>1.01</td>
<td>1.25</td>
<td>1.17</td>
</tr>
</tbody>
</table>

Table 2: Bachelor’s degrees in computer and information sciences

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>54,111</td>
<td>47,480</td>
<td>42,170</td>
<td>38,476</td>
<td>37,992</td>
<td>39,593</td>
<td>43,066</td>
<td>47,406</td>
<td>50,962</td>
<td>55,367</td>
<td></td>
</tr>
</tbody>
</table>
such a situation of a labor market failure, the formula for the economy-wide to-do list would be something like \( Y = \text{Workload Index} \times (\text{computer and information systems managers} + X) \), where \( X \) is the number of workers who should be working in the system but are not due to market lags. \( X \), in a world of imperfect information and with humans who need to be educated and trained, would be some positive value—at least until we swing past the labor market saturation point into a surplus labor situation.

What would this do to the numbers in Figure 5? If the component parts of the product get bigger, so will the resulting to-do list. Does that look like things are getting tougher? Probably, which certainly makes the case for automation at some level.

So we are left with the original Workload Index and two transformed measures—the normalized Workload Index per worker and an economy-wide to-do list—but which of these is “right”? Which aids and which distorts our understanding of the level of technical risk in cybersecurity? There is more to be done on questions of measurement and cybersecurity [7], but the three measures illuminate three different things and are useful for different purposes.

First, the Workload Index works. It is consistent in how it measures vulnerabilities, providing a replicable time-series measure of the technical problems that plague our systems. The almost u-shaped structure of the Workload Index between 2006 and 2016 suggests, tentatively at least, that technical vulnerabilities might be a bit cyclical. That is useful information to have; firms and the economy can adjust accordingly.

Second, the normalized measure shows that with an expanding IT workforce, the total technical work per worker in the system is not too much worse than it was before. These numbers suggest calm in the face of sensational data breaches that affect millions (or possibly billions). The average network size that people can access once they have breached a system is probably getting bigger, but this measure suggests that keeping any particular part of the system secure on a technical front is not yet a mounting task.

Third, the economy-wide to-do list shows how an increasing worker count and a relatively constant Workload Index can generate a lot of work overall. These numbers suggest that things are getting worse, because the economy is exerting so much effort to keep things afloat. A real trouble here is that more work can mean more room for error, especially if humans remain at the forefront. Additionally, opportunity costs are real. Every hour a worker spends keeping the network safe is an hour which that person could have spent doing something else, something productive rather than protective. At a certain point, the economy-wide to-do list will get too big, the wasted hours will grow too large, and we will have to move towards more automation to keep the networks working and our workers free to do other things.
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