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Abstract
Studies show that power consumption in the IT in-

frastructure is critical [5, 13, 14] with up to 40% of that
power consumption comes from storage [21]. Therefore,
power consumption has become an important factor in-
fluencing storage systems design [1,17,22,23,25,26,28].
Modern computer components such as CPU, RAM, and
disk drives tend to have multiple power states with dif-
ferent operational modes [6, 9, 15]. Among them, mag-
netic HDDs achieve the worstpower-proportionality [2],
which states that systems should consume power propor-
tional to the amount of work performed.

With the advent of Flash-based Solid State Drives
(SSDs) that are more power- and performance efficient
than HDDs, many considered SSDs as the front tier stor-
age for caching or data migration [3, 7, 10, 12, 16, 19, 20,
24]. However, those projects mainly focused on boosting
performance. Only some studies [4,8,10,11,18,26] con-
sidered both performance and energy consumption. Even
for these studies, their designs are often based on fixed
and inflexible policies that make it difficult for the system
to adapt well to different workloads. Moreover, caching-
based systems work well when workloads exhibit strong
data locality but can perform poorly otherwise. Lastly,
many projects usually rely on simulations and refer to
manufacturer’s energy and performance specifications
for benchmarks, rather than empirical, real-world results.

We designed and implemented a Linux Device Map-
per [27] (DM) target namedGreenDM; it maps one vir-
tual block device onto several devices (e.g., SSD and
SATA). GreenDM receives data requests from the hy-
brid virtual device, and then transparently redirects the
resultant requests to the underlying block devices. The
DM framework offers additional benefits that can be used
with any target device (e.g., replication, multi-path, en-
cryption, redundancy, and snapshots). The framework is
also highly scalable: one can easily configure the virtual
device to use multiple physical devices transparently.

In our GreenDM, we separate hot data from cold data
based on their access patterns (recency, frequency, etc.):
hot data is stored directly on the SSD and colder data
is stored on the HDD. When cold data becomes hot, we
migrate it from the HDD to the SSD; conversely, when
hot data is not accessed enough or we need to free up
space for hotter data, we migrate some colder data from
the SSD to the HDD. GreenDM includes several versa-
tile configuration parameters to determine the threshold
for those migrations from the SSD to the HDD and vise
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Figure 1: Architecture of the Green Virtual Device

verse. By using the SSD for hot data before using the
HDD, we improve performance and reduce energy use—
because SSDs are typically faster and consume less en-
ergy than HDDs. To further optimize the system, we de-
couple the migrations between the SSD and the HDD,
and serve data requests directly from RAM once it is
buffered. By keeping mostly cold data on the HDD,
we can spin it down at times and further reduce whole-
system energy consumption. To better work with work-
loads exhibiting poor data locality, GreenDM maps ac-
cesses from a Virtual LBA (VLBA) space to a Physical
LBA (PLBA) space—starting from the lowest numbered
SSD PLBAs to create hot regions on the SSD and cold
regions on the HDD. Lastly, SSDs have a limited num-
ber of erasures to each block; to increase the SSD’s life-
time, we drop migration attempts when there are concur-
rent accesses on the same data block. We have evalu-
ated our prototype extensively using a variety of micro-
benchmarks and general-purpose benchmarks. We exper-
imented with several configurable GreenDM parameters,
analyzed the results, and demonstrated their impact on
performance and energy. We showed performance im-
provements of up to 160% and 330%, and concurrent en-
ergy savings of up to 60% and 76%, for a Video-server
workload and a Web-search workload, respectively.
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