DATA – Differential Address Trace Analysis: Finding Address-based Side-Channels in Binaries

Samuel Weiser, Graz University of Technology; Andreas Zankl, Fraunhofer AISEC; Raphael Spreitzer, Graz University of Technology; Katja Miller, Fraunhofer AISEC; Stefan Mangard, Graz University of Technology; Georg Sigl, Fraunhofer AISEC; Technical University of Munich

https://www.usenix.org/conference/usenixsecurity18/presentation/weiser

This paper is included in the Proceedings of the 27th USENIX Security Symposium.
August 15–17, 2018 • Baltimore, MD, USA

Open access to the Proceedings of the 27th USENIX Security Symposium is sponsored by USENIX.
DATA – Differential Address Trace Analysis: Finding Address-based Side-Channels in Binaries

Samuel Weiser¹, Andreas Zankl², Raphael Spreitzer¹, Katja Miller², Stefan Mangard¹, and Georg Sigl²,³

¹Graz University of Technology, ²Fraunhofer AISEC, ³Technical University of Munich

Abstract

Cryptographic implementations are a valuable target for address-based side-channel attacks and should, thus, be protected against them. Countermeasures, however, are often incorrectly deployed or completely omitted in practice. Moreover, existing tools that identify information leaks in programs either suffer from imprecise abstraction or only cover a subset of possible leaks. We systematically address these limitations and propose a new methodology to test software for information leaks.

In this work, we present DATA, a differential address trace analysis framework that detects address-based side-channel leaks in program binaries. This accounts for attacks exploiting caches, DRAM, branch prediction, controlled channels, and likewise. DATA works in three phases. First, the program under test is executed to record several address traces. These traces are analyzed using a novel algorithm that dynamically re-aligns traces to increase detection accuracy. Second, a generic leakage test filters differences caused by statistically independent program behavior, e.g., randomization, and reveals true information leaks. The third phase classifies these leaks according to the information that can be obtained from them. This provides further insight to security analysts about the risk they pose in practice.

We use DATA to analyze OpenSSL and PyCrypto in a fully automated way. Among several expected leaks in symmetric ciphers, DATA also reveals known and previously unknown leaks in asymmetric primitives (RSA, DSA, ECDSA), and DATA identifies erroneous bug fixes of supposedly fixed constant-time vulnerabilities.

1 Introduction

Side-channel attacks infer sensitive information, such as cryptographic keys or private user data, by monitoring inadvertent information leaks of computing devices. Cryptographic implementations are a valuable target for various side-channel attacks [11, 45, 77], as a successful attack undermines cryptographic security guarantees. Especially software-based microarchitectural attacks (e.g., cache attacks, DRAM attacks, branch-prediction attacks, and controlled-channel attacks) are particularly dangerous since they can be launched from software and, thus, without the need for physical access. Many of these software-based attacks exploit address-based information leakage to recover cryptographic keys of symmetric [6, 36] or asymmetric [28, 87] primitives.

Various countermeasures against address-based information leakage have been proposed on an architectural level [52, 62, 81]. However, these require changing the hardware, which prohibits fast and wide adoption. A more promising line of defense are software countermeasures, which remove address-based information leaks by eliminating key-dependent memory accesses to data and code memory. For example, data leakage can be thwarted by means of bit-slicing [43, 47, 66], and control-flow leakage by unifying the control flow [21]. Even though software countermeasures are already well studied, in practice their adoption to crypto libraries is often partial, error-prone, or non-transparent, as demonstrated by recent attacks on OpenSSL [27, 28, 88].

To address these issues, leakage detection tools have been developed that allow developers and security analysts to identify address-based side-channel vulnerabilities. Most of these tools, however, primarily focus on cache attacks and can be classified into static and dynamic approaches. Many static analysis methods use abstract interpretation [24, 25, 48, 57] to give upper leakage bounds, ideally proving the absence of information leaks in already secured implementations, e.g., the evaluation of Salsa20 [24]. However, these approaches struggle to accurately describe and pinpoint information leaks due to over-approximation [24, page 443], rendering leakage bounds meaningless in the worst case. Moreover, their approximations of the program’s data plane fundamentally prohibit the analysis of interpreted code.
In contrast, dynamic approaches [41, 84, 89] focus on concrete program executions to reduce false positives. Contrary to static analysis, dynamic analysis cannot prove the absence of leakage without exhaustive input search, which is infeasible for large input spaces. However, in case of cryptographic algorithms, testing a subset of inputs is enough to encounter information leaks with a high probability, because crypto primitives heavily diffuse the secret input during processing. Thus, there is a fundamental trade-off between static analysis (minimizing false negatives) and dynamic analysis (minimizing false positives).

We aim for a pragmatic approach towards minimizing false positives, allowing developers to identify information leaks in real-world applications. Thus, we focus on dynamic analysis and tackle the limitations of existing tools. In particular, existing tools either focus on control-flow leaks or data leaks, but not both at the same time [80,89]; they consider the strongest adversary to observe cache-line accesses only [41], which is too coarse-grained in light of recent attacks (CacheBleed [88]); many of them lack the capability to properly filter program activity that is statistically independent of secret input [50, 80, 84]; and most do not provide any means to further assess the severity of information leaks, i.e., the risk they bring and the urgency with which they must be fixed. Based on these shortcomings, we argue that tools designed to identify address-based information leaks must tackle the following four challenges:

1. **Leakage origin**: Detect the exact location of data and control-flow leaks in programs on byte-address granularity instead of cache-line granularity.
2. **Detection accuracy**: Minimize false positives, e.g., caused by non-determinism that is statistically independent of the secret input, and provide reasonable strategies to also reduce false negatives.
3. **Leakage classification**: Provide means to classify leaks with respect to the information gained by an adversary.
4. **Practicality**: Report information leaks (i) fully automated, i.e., without requiring manual intervention, (ii) using only the program binary, i.e., without requiring the source code, and (iii) efficiently in terms of performance.

In this work, we tackle these challenges with **differential address trace analysis** (DATA), a methodology and tool to identify address-based information leaks in application binaries. DATA is intended to be a companion during testing and verification of security-critical software. It targets programs processing secret input, e.g., keys or passwords, and reveals dependencies between the secret and the program execution. Every leak that DATA identifies in a program is potentially exposed to side-channel attacks. DATA works in three phases.

**Difference Detection**: The first phase generates noiseless address traces by executing the target program with binary instrumentation. It identifies differences in these traces on a byte-address granularity. This accounts for all address-based side-channel attacks such as cache attacks [61,64,87], branch-prediction attacks [65], controlled-channel attacks [86], and many blackbox timing attacks [11].

**Leakage Detection**: The second phase tests data and control-flow differences for dependencies on the secret input. A **generic** leakage test compares the address traces of (i) a fixed secret input and (ii) random secret inputs. If the traces differ significantly, the corresponding data or control-flow differences are labeled as secret-dependent leaks. This minimizes false positives and explicitly addresses non-deterministic program behavior introduced by binding or probabilistic encryption, for example.

**Leakage Classification**: The third phase classifies the information leakage of secret-dependent data and control-flow differences. This is achieved with **specific** leakage tests that find linear and non-linear relations between the secret input and the address traces. These leakage tests are a valuable tool for security analysts to determine the severity and exploitability of a leak.

We implement DATA in a fully automated evaluation tool that allows analyzing large software stacks, including initialization operations, such as key loading and parsing, as well as cryptographic operations. We use DATA to analyze OpenSSL and PyCrypto, confirming existing and identifying new vulnerabilities. Among several expected leaks in symmetric ciphers (AES, Blowfish, Camellia, CAST, Triple DES, ARC4), DATA also reveals known and previously unknown leaks in asymmetric primitives (RSA, DSA, ECDSA) and identifies erroneous bug fixes of supposedly resolved vulnerabilities.

**Outline.** The remainder of this paper is organized as follows. In Section 2, we discuss background information and related work. In Section 3, we present DATA on a high level. In Sections 4–6 we describe the three phases of DATA. In Section 7, we give implementation details. In Section 8, we evaluate DATA on OpenSSL and PyCrypto. In Section 9, we discuss possible leakage mitigation techniques. Finally, we conclude in Section 10.

## 2 Background and Related Work

### 2.1 Microarchitectural Attacks

Microarchitectural side-channel attacks rely on the exploitation of information leaks resulting from contention for shared hardware resources. Especially microarchitectural components such as the CPU cache, the DRAM,
and the branch prediction unit, where contention is based on memory addresses, enable powerful attacks that can be conducted from software only. For instance, attacks exploiting the different memory access times to CPU caches (aka cache attacks) range from timing-based attacks [11] to more fine-grained attacks that infer accesses to specific memory locations [61, 64, 87]. Likewise, DRAM row buffers have been used to launch side-channel attacks [65] by exploiting row buffer conflicts of different memory addresses. Also, the branch prediction unit has been exploited to attack OpenSSL RSA implementations [1]. Xu et al. [86] demonstrated a new class of attacks on shielded execution environments like Intel SGX, called controlled-channel attacks. They enable noise free observations of memory access patterns on a page granularity. For a detailed overview on microarchitectural attacks we refer to recent survey papers [29, 76].

2.2 Detection of Information Leaks

2.2.1 Terminology

We consider a program secure if it does not contain address-based information leaks. We distinguish between data and control-flow leakage. Data leakage occurs if accessed memory locations depend on secret inputs. Control-flow leakage occurs if code execution depends on secret inputs. We further distinguish between deterministic and non-deterministic programs. Latter include any kind of non-determinism such as randomization of intermediates (blinding) or results (probabilistic constructions). A false positive denotes an identified information leak that is in fact none. A false negative denotes an information leak which was not identified.

2.2.2 Blackbox Timing Leakage Detection

These techniques measure the execution time of implementations for different classes of inputs and rely on statistical tests to infer whether or not the implementation leaks information [23]. Reparaz et al. [67] use Welch’s t-test [83] to identify vulnerable cryptographic implementations. More advanced approaches use symbolic execution to give upper leakage bounds [63]. However, these approaches fall short for more fine-grained address-based attacks such as cache attacks.

2.2.3 Address-based Leakage Detection

We distinguish between static and dynamic approaches. Static Approaches. Well-established static approaches are CacheAudit [24, 48] and follow-up works [25, 57], which symbolically evaluate all program paths. Rather than pinpointing the leakage origin, CacheAudit accumulates potential leakage into a single metric, which represents an upper-bound on the maximum leakage possible. While a zero leakage bound guarantees absence of address-based side channels, a non-zero leakage bound could become rather imprecise (false positives) due to abstractions made on the data of the program. Abstraction also fundamentally prohibits analysis of interpreted code as it is encoded in the data plane of the interpreter. Dynamic Approaches. Dynamic analysis relies on concrete program executions, which possibly introduce false negatives. Ctgrind [50] propagates secret memory throughout the program execution to detect its usage in conditional branches or memory accesses. However, ctgrind suffers from false positives as well as false negatives [4]. In contrast, Stacco [84] records address traces and analyzes them with respect to Bleichenbacher attacks [15], for which finding a single control-flow leak suffices. Stacco does not consider data leakage, and they do not consider reducing false negatives, i.e., finding multiple control-flow leaks within the traces. If they did, they would suffer from false positives due to improper trace alignment (they use Linux diff tool).

None of the above approaches supports specific leakage models to further assess the information leak. Zankl et al. [89] analyze modular exponentiations under the Hamming weight model, but they do not consider other leakage models and only detect control-flow leaks.

Combined Approaches. CacheD [80] combines dynamic trace recording with static analysis introducing both, false negatives and false positives. They symbolically execute only instructions that might be influenced by the secret key. Since they only analyze a single execution, they miss leakage in other execution paths. Moreover, they do not model control-flow leaks.

Attack-based Approaches. These are dynamic approaches that conduct specific attacks but do not generalize to other attacks. For instance, Brumley and Hakala [19] as well as Gruss et al. [36] suggested to detect implementations vulnerable to cache attacks by relying on template attacks. Irazoqui et al. [41] use cache observations and a mutual information metric to identify control-flow and data leaks. Basu et al. [9] and Chattopadhyay et al. [20] quantify the information leakage in cache attacks.

Orthogonal Work. Other approaches analyze source code [14], which does not account for compiler-introduced information leaks or platform-specific behavior (cf. [4]). Yet others demand source-code annotations [4, 5, 7] or specify entirely new languages [16]. While they can prove absence of leakage for already secured code, they struggle to pinpoint leaks in vulnerable code. In contrast, DATA is designed to find and pinpoint leakage in insecure, unannotated programs. After mitigating leakage found by DATA, absence of leakage could be proven using [4, 5, 7, 16, 25].
Table 1: Comparison of leakage detection tools. • means that the tool suffers from false positives/negatives. ○ means that the tool does not suffer from false positives/negatives. ◊ denotes statistical guarantees.

<table>
<thead>
<tr>
<th>Tool</th>
<th>Approach</th>
<th>Finest granularity</th>
<th>Covered vulnerabilities</th>
<th>False positives</th>
<th>False negatives</th>
<th>Output</th>
<th>Source code required</th>
<th>Tool available</th>
</tr>
</thead>
<tbody>
<tr>
<td>CacheAudit [24]</td>
<td>Static analysis</td>
<td>Cache line</td>
<td>✓ ✓ ✓</td>
<td>● ● ●</td>
<td>○ ○ ●</td>
<td>Leaks</td>
<td>Key dependency</td>
<td>no</td>
</tr>
<tr>
<td>CacheAudit 2 [25]</td>
<td>Static analysis</td>
<td>Byte address</td>
<td>✓ ✓ ✓</td>
<td>● ● ●</td>
<td>○ ○ ●</td>
<td>Leaks</td>
<td>Key dependency</td>
<td>no</td>
</tr>
<tr>
<td>CacheD [80]</td>
<td>Combined</td>
<td>Cache line</td>
<td>✓ ✓ ✓</td>
<td>● ● ●</td>
<td>○ ○ ●</td>
<td>Leaks</td>
<td>Key dependency</td>
<td>no</td>
</tr>
<tr>
<td>cryptmd [50]</td>
<td>Dynamic</td>
<td>Byte address</td>
<td>✓ ✓ ✓</td>
<td>● ● ●</td>
<td>○ ○ ●</td>
<td>Leaks</td>
<td>Key dependency</td>
<td>yes</td>
</tr>
<tr>
<td>Stacco [84]</td>
<td>Dynamic (trace-based)</td>
<td>Byte address</td>
<td>✓ ✓ ✓</td>
<td>● ● ●</td>
<td>○ ○ ●</td>
<td>Leaks</td>
<td>Key dependency</td>
<td>no</td>
</tr>
<tr>
<td>MI-Tool [41]</td>
<td>Dynamic (attack-based)</td>
<td>Cache line</td>
<td>✓ ✓ ✓</td>
<td>● ● ●</td>
<td>○ ○ ●</td>
<td>Leaks</td>
<td>Key dependency</td>
<td>yes</td>
</tr>
<tr>
<td>Zankl et al. [89]</td>
<td>Dynamic (trace-based)</td>
<td>Byte address</td>
<td>✓ ✓ ✓</td>
<td>● ● ●</td>
<td>○ ○ ●</td>
<td>Leaks</td>
<td>Key dependency</td>
<td>no</td>
</tr>
<tr>
<td>DATA</td>
<td>Dynamic (trace-based)</td>
<td>Byte address</td>
<td>✓ ✓ ✓</td>
<td>● ● ●</td>
<td>○ ○ ●</td>
<td>Leaks</td>
<td>Key dependency</td>
<td>yes</td>
</tr>
</tbody>
</table>

*Only the first control-flow leak is reliably identified. Reporting multiple leaks could cause false positives.

2.3 Improvement Over Existing Tools

By addressing the identified challenges in Section 1, DATA overcomes several shortcomings of existing approaches, as shown in Table 1.

Leakage Origin. DATA follows a dynamic trace-based approach to identify both control flow and data leakage on byte-address granularity. This avoids wrong assumptions about attackers, e.g., only observing memory accesses at cache-line granularity [24, 41, 80], which were disproved by more advanced attacks [1, 88]. Nevertheless, identifying information leaks on a byte granularity still allows to map them to more coarse-grained attacks.

Detection Accuracy. Static approaches like CacheAudit suffer from false positives. In contrast, DATA filters key-independent differences with a high probability, thereby reducing false positives even for non-deterministic program behavior. However, as with all dynamic approaches, DATA could theoretically miss leakage that is not triggered during execution. Nevertheless, we found that in practice few traces already suffice, e.g., ≤ 10 for asymmetric algorithms, and ≤ 3 for symmetric algorithms, due to the high diffusion provided by these algorithms. Although without formal guarantee, this gives evidence that DATA reduces false negatives successfully. Compared to others, we take multiple measures to reduce false negatives in DATA. In contrast to CacheD and et-grind, we analyze several execution paths. Compared to Stacco, which has improper trace alignment, we report all leaks visible in the address traces. Contrary to MI-Tool, we do not only focus on a specific attack technique (e.g., cache attacks). In contrast to Zankl et al. [89], we can detect generic key dependencies. This advantage is indicated by • in Table 1.

Leakage Classification. While Zankl et al. [89] use the Hamming weight (HW) model only, DATA allows testing for various leakage models as well as defining new ones. Besides pinpointing the information leaks, this represents valuable information to determine key dependencies in the identified information leaks.

Practicality. DATA analyzes information leaks fully automatically. It does so on the program binary without the need for source code, allowing analysis of proprietary software. As will be outlined in our evaluation, we achieve competitive performance, support analysis of large software stacks and even interpreted code (PyCrypto and CPython), and DATA is open source.

3 Differential Address Trace Analysis

DATA is a methodology and a tool to identify address-based information leaks in program binaries.

Threat Model. To cover a wide variety of possible attacks, we consider a powerful adversary who attempts to recover secret information from side-channel observations. In practice, attackers will likely face noisy observations because side channels typically stem from shared resources affected by noise from system load. Also, practical attacks only monitor a limited number of addresses or memory blocks. For DATA, we assume that the attacker can accurately observe full, noise-free address traces. More precisely, the attacker does not only learn the sequence of instruction pointers [59], i.e., the addresses of instructions, but also the addresses of the operands that are accessed by each instruction. This is a strong attacker model that covers many side-channel attacks targeting the processor microarchitecture (e.g., branch prediction) and the memory hierarchy (e.g., various CPU caches, prefetching, DRAM). A strong model is preferable here to detect as many vulnerabilities as possible. In line with [35], we consider defenses, such as address space layout randomization (ASLR) and code obfuscation, as ineffective against powerful attackers.

Limitations. DATA covers software side channels of components that operate on address information only, e.g., cache prefetching and replacement, and branch prediction. In contrast, the recent Spectre [44] and Meltdown [51] bugs exploit not only address information but actual data which is speculatively processed but insufficiently isolated across different execution contexts. In these attacks, sensitive data spills over to the address bus. These hardware bugs cannot be detected by analyzing software binaries with tools listed in Table 1.
While software-only defenses exist for specific CPU models [22, 78], a generic solution should fix the hardware.

**Methodology.** DATA consists of three phases, the difference detection phase, the leakage detection phase, and the leakage classification phase, as depicted in Figure 1.

In the difference detection phase, we execute the target program multiple times with varying secret inputs and record all accessed addresses with dynamic binary instrumentation in so-called address traces. Thereby, we ensure to capture both, control flow and data leakages at their exact origin. The recorded address traces are then compared and address differences are reported.

The leakage detection phase verifies whether reported address differences are actually secret-dependent and filters all that are statistically independent. For this step, the program is repeatedly executed with one fixed secret input and a set of varying (random) secret inputs. In contrast to the previous phase, only the initially reported differences need to be monitored. The address traces belonging to the fixed input are then compared to those of the random inputs using a generic leakage test. Statistical differences are reported as true information leaks.

The leakage classification phase helps security analysts to assess the severity of previously confirmed leaks. This is done with specific leakage tests that find linear or non-linear relations between a given secret input and the previously recorded address traces. Such relations are formulated as so-called leakage models, e.g., the Hamming weight model. If a relation is found, the corresponding leakage model defines the information an attacker can learn about the secret input by observing memory accesses to the identified addresses. All detected relations are included in the final leakage report.

**Relation to Similar Concepts.** The idea of DATA is similar to differential power analysis (DPA) [46]. DPA relies on software execution traces to attack white-box crypto implementations. While DCA is conceptually similar to DATA, DCA attacks (white-box model) consider a much stronger adversary who can read the actual content of accessed memory locations.

**4 Difference Detection Phase**

We now introduce address-based information leaks and discuss the steps to identify them, namely recording of address traces and finding differences within the traces.

**Notation.** DATA analyzes a program binary \( P \) with respect to address leakage of secret input \( k \). Let \( P(k) \) denote the execution of a program with controllable secret input \( k \). We write \( t = \text{trace}(P(k)) \) to record a trace of accessed addresses during program execution. We define an address trace \( t = [a_0, a_1, a_2, a_3, \ldots] \) as a sequence of executed instructions, augmented with memory addresses. For instructions operating on CPU registers, \( a_i = \text{ip} \) holds the current instruction pointer \( \text{ip} \). In case of memory operations, \( a_i = (\text{ip}, d) \) also holds the accessed memory address \( d \). Information leaks appear as differences in address traces. We develop an algorithm \( \text{diff}(t_1, t_2) \) that, given a pair of traces \( (t_1, t_2) \), identifies all differences. If the traces are equal, \( \text{diff}(t_1, t_2) = \emptyset \). A deterministic program \( P \) is leakage free if and only if no differences show up for any pair of secret inputs \( (k_i, k_j) \):

\[
\forall k_i, k_j : \text{diff}(\text{trace}(P(k_i)), \text{trace}(P(k_j))) = \emptyset \quad (1)
\]

**4.1 Address-based Information Leakage**

Data leakage is characterized by one and the same instruction \( (ip) \) accessing different memory locations \( (d) \). Consider the code snippet in Listing 1, assuming line numbers equal code addresses. Execution with two different keys \( \text{key}_A = [10, 11, 12] \) and \( \text{key}_B = [16, 17, 18] \) yields two address traces \( t_A = \text{trace}(P(\text{key}_A)) \) and \( t_B = \text{trace}(P(\text{key}_B)) \), with differences marked bold:

\[
t_A = [0, 18, 19, (17, 1), 20, (17, 11), 21, (17, 12), 22, (17, 13), 23]
\[
t_B = [0, 18, 19, (17, 1), 20, (17, 01), 21, (17, 02), 22, (17, 03), 23]
\]

The function 'transform' leaks the argument \( \text{keyval} \), which is used as index into the array LUT (line 17).
Since the base address of LUT is 1, this operation leaks memory address kval + 1. The first call to transform (line 19) with kval = 0 results in a₁ = (17,1). Subsequent calls (line 20–22) leak sensitive key bytes. The differences in the traces—marked bold—reveal key dependencies. To accurately report data leakage and to distinguish non-leaking cases (line 19) from leaking cases (line 20–22), we take the call stack into account. We formalize data leaks as tuples \((ip, cs, ev)\) of the leaking instruction \(ip\), its call stack \(cs\), and the evidence \(ev\). The call stack is a list of caller addresses leading to the leaking function. For example, the first leak has the call stack \(cs = [0,20]\). The evidence is a set of leaking data addresses \(d\). The larger the evidence set, the more information leaks. For example, \(ev = \{11,01\}\) for the first leak, \(ev = \{12,02\}\) for the second one, etc. Our diff algorithm would report:

\[
\text{diff}(t_A, t_B) = \{(17, [0,20], \{11,01\}), (17, [0,21], \{12,02\}), (17, [0,22], \{13,03\}) \}
\]

**Control-flow leakage** is caused by key-dependent branches. Consider the exponentiation in Listing 2, executed with two keys \(k_A = 4 = 100_b\) and \(k_B = 7 = 111_b\). This yields the following address traces, where \(R, P, T\) denote the data addresses of the variables \(r, p, t\).

\[
\begin{align*}
\text{trace}(P(k_A)) &= t_A = [0,1,2,3,4,(7,R),(8,P),(9,R), 2,3,5,(7,T),(8,P),(9,T), 2,3,5,(7,T),(8,P),(9,T), 2,6] \\
\text{trace}(P(k_B)) &= t_B = [0,1,2,3,4,(7,R),(8,P),(9,R), 2,3,4,(7,R),(8,P),(9,R), 2,3,4,(7,R),(8,P),(9,R), 2,6]
\end{align*}
\]

There are two differences in the traces, both marked bold. The differences occur due to the if in line 3 which branches to line 4 or 5, depending on the key bit \(b\), and causes operations in line 7 and 9 to be done either on the intermediate variable \(r\) or a temporary variable \(t\).

A control-flow leak is characterized by its branch point, where the control flow diverges, and its merge point, where branches coalesce again. In this example, the branch point is at line 3 and the merge point at line 2, when the next loop iteration starts. We model control-flow leaks as tuples \((ip, cs, ev)\) of branch point \(ip\), call stack \(cs\), and evidence \(ev\). For example, both differences occur at the same call stack \(cs = [0]\). Hence, they are reported as the same leak. The evidence is a set of subtraces corresponding to the two branches. Our diff algorithm would report:

\[
\text{diff}(t_A, t_B) = \{(3, [0], [\{4, (7,R), (8,P), (9,R)\}, \{5, (7,T), (8,P), (9,T)\}]) \}
\]

### 4.2 Recording Address Traces

We execute the program on a dynamic binary instrumentation (DBI) framework, namely Intel Pin [54], and store the accessed code and data addresses in an address trace. To execute the program in a clean and noise-free environment, we disable ASLR and keep public inputs (e.g., command line arguments, environment variables) to the program fixed. As shown in Figure 1, we repeat this multiple times with varying inputs, causing address leaks to show up as differences in the address traces.

The concept of DATA is agnostic to concrete recording tools and, hence, could also rely on other tools [71] or hardware acceleration like Intel Processor Trace (IPT) [39]. Since the recording time is small compared to trace analysis, we did not investigate other tools.

### 4.3 Finding Trace Differences

The trace comparison algorithm (diff) in Algorithm 1 sequentially scans a pair of traces \((t_A, t_B)\) for address differences, while continuously re-aligning traces in the same pass. Whenever \(ip\) values match but data addresses \((d)\) do not, a data difference is detected (lines 4–6).
Control-flow differences occur when \( ip \) differs (line 9–11). Differences are reported using `report_data_diff` and `report_cf_diff` using the format specified in Section 4.1.

**Trace Alignment.** For control-flow differences, it is crucial to determine the correct merge points, as done by Algorithm 2. Starting from the branch point, it sequentially scans both traces, extending two sets \( S_A \) and \( S_B \) (lines 7–8) with the scanned instructions. If their intersection \( M \) becomes non-empty (lines 9–10), \( M \) holds the merge point’s \( ip \). We then determine the first occurrence of \( M \) in both branches using `find` (lines 11–12) and realign the traces before proceeding (Algorithm 1, line 11).

**Context-Sensitivity.** Since control-flow leaks could incorporate additional function calls (e.g., function `mul` in Listing 2), we need to exclude those from the merge point search. Therefore, we maintain the current calling depth in counters \( C_A \) and \( C_B \) (lines 3–6) and skip calling depths \( > 0 \) (lines 7–8). The functions `isCall(a)` and `isRet(a)` return `true` if the assembler instruction at address \( a.ip \) is a function call or return, respectively. If the calling depth drops below zero, the trace returned to the function’s call-site. We stop scanning this trace (lines 15–17) and wait for the other trace to hit a merge point.

Our context sensitive alignment also works for techniques like reptoline [78] that aim to prevent Spectre attacks, since they just add additional call/ret layers. Code directly manipulating the stack pointer (return stack refill [78], setjmp/longjmp, exceptions, etc.) could be supported by detecting such stack pointer manipulations alongside calls and rets.

**Comparison to Related Work.** Trace alignment has been studied before as the problem of correspondence between different execution points. Several approaches for identifying execution points exist [74]. Instruction counter based approaches [58] uniquely identify points in one execution but fail to establish a correspondence between different executions. Using calling contexts as correspondence metric could introduce temporal ambiguity in distinguishing loop iterations [75]. Xin et al. [85] formalize the problem of relating execution points across different executions as execution indexing (EI). They propose structural EI (SEI), which uses taken program paths for indexing but could lose comprehensiveness by mismatching execution points that should correspond [74]. Other approaches combine call stacks with loop counting to avoid problems of ambiguity and comprehensiveness [74]. Many demand recompilation [74, 75, 85], which prohibits their usage in our setting. Specifically, EI requires knowledge of post-dominators, typically extracted from control flow graphs (CFGs) [30], which are not necessarily available (e.g., obfuscated binaries or dynamic code generation). Using EI, Johnson et al. [42] align traces in order to propagate differences back to their originating input. We use a similar intuition as Johnson et al. in processing and aligning traces in a single pass, however, without the need to make program execution indices explicit. By constantly re-aligning traces, we inherently maintain correspondence of execution points. Our set-based approach does not require CFG or post-dominator information.

In contrast to EI, we do not explicitly recover loops. This could cause imprecision when merging control-flow leaks embedded within loops. If the two branches are significantly asymmetric in length, we might match multiple shorter loop iterations against one longer iteration, thus introducing an artificial control-flow leak (false positive) when one branch leaves the loop while the other does not. Should such leaks occur, they would be dismissed as key independent in phase two. Note that correspondence (correct alignment) would be automatically restored as soon as both branches leave the loop. Also,
this is not a fundamental limitation of DATA, as other trace alignment methods could be implemented as well.

**Combining Results.** We run our diff algorithm pairwise on all recorded traces and accumulate the results in an intermediate report. Testing multiple traces helps capture nested leakage, that is, leakage which appears conditionally, depending on which branches are taken in a superordinate control-flow leak. Nested leakage would remain hidden when testing trace pairs which either take the wrong superordinate branch or exercise both branches.

### 5 Leakage Detection Phase

We implement a generic leakage test to reduce the number of false positives in case of (randomized) program behavior and events that are statistically independent of the secret input. The program is repeatedly executed with one fixed secret input and a set of random secret inputs. If the distributions of accessed addresses in these two sets can be distinguished, the corresponding address differences are marked as secret-dependent. A challenge that arises during this generic leakage test is that false negatives might occur if the fixed input is particularly similar to the average random case. We address this challenge by repeating the generic leakage test with multiple distinct fixed inputs and merging the results in the end. We introduce an appropriate leakage-evidence representation to compare distributions of accessed addresses.

#### 5.1 Evidence Representation

We unify the representation of both data and control-flow evidences in so-called evidence traces. These traces hold a time-ordered sequence of memory addresses that a particular instruction accesses during one program execution. Note the difference to evidence sets used in Section 4.1, which are computed over multiple program executions. Evidence traces contain all essential information exploited in practical attacks, such as how often an address is accessed [11, 45] and also when, i.e., at which position an address is accessed in the trace [87].

**Recording.** Similar to the difference detection phase, the target program is executed to gather address traces. This time, however, we only monitor the previously detected differences, which significantly reduces trace sizes and instrumentation time. For each instruction that caused address differences in the first phase, we gather individual evidence traces. Addresses accessed in case of data differences are written to the trace in chronological order. For control flow differences, the branch target addresses taken at the branch points are written to the evidence trace, again in chronological order.

**Building Histograms.** As we execute the target program with multiple inputs, we accumulate the evidence traces of the same instruction in a two-dimensional histogram, as depicted in Figure 2. The y-axis contains the addresses accessed by the instruction, \( r_0 \) and \( r_1 \) in this case. The x-axis specifies their positions in the trace. A single evidence trace, e.g., \([r_0, r_1, r_0, r_0, r_1]\), would appear as dots in the x-y plane. When aggregating multiple traces, the z-axis accumulates all dots into bars, specifying the overall number of accesses for each address and position. This histogram, named \( H_{\text{full}} \), fully captures the characteristics of evidence traces, namely when and how often addresses are accessed. The downside of \( H_{\text{full}} \) is that a large number of traces is required to accurately estimate it. This would prolong the leakage detection phase and increase storage requirements. We therefore use two simplified histograms, each of which captures one characteristic of \( H_{\text{full}} \). The first one, \( H_{\text{addr}} \), tracks the total number of accesses per address, thus, collapsing the x-axis and omitting time information. The second one collapses the y-axis and counts the total number of accesses per position. This omits address information and is comparable to counting the length of evidence traces. Observe that counting the length of evidence traces equals the (negative) difference between consecutive positions. We therefore define \( H_{\text{pos}} \) as counting the length of evidence traces. We illustrate how \( H_{\text{addr}} \) and \( H_{\text{pos}} \) are compiled with the following example of three evidence traces:

\[ e_{v_0} = [r_1, r_2], \quad e_{v_1} = [r_3, r_3, r_2, r_3, r_1], \quad e_{v_2} = [r_2, r_1, r_2] \]

\( H_{\text{addr}} \) contains one entry per address, counting how often each address occurs in the traces. Thus, \( H_{\text{addr}} = [3, 4, 3] \) for addresses \([r_1, r_2, r_3]\). \( H_{\text{pos}} \) records the length of the traces, which yields \( H_{\text{pos}} = [0, 1, 1, 0, 1] \) for lengths 1 to 5. For illustration purposes, counting the number of accesses per position would yield \([3, 3, 2, 1, 1, 0]\) for positions 1 to 6. The (negative) differences between the positions are \([0, 1, 1, 0, 1]\), which is exactly \( H_{\text{pos}} \).

**Implications.** While the use of \( H_{\text{addr}} \) and \( H_{\text{pos}} \) reduces the measurement effort, we might miss leaks that only
show up in \(H_{\text{full}}\). Such a leak would occur, if the secret permutes the addresses in the evidence traces, e.g., \([r_1, r_2]\) and \([r_2, r_1]\), while the length of the evidence traces as well as the number of accesses per address remains the same. These special cases can still be detected with a multi-dimensional generic leakage test using \(H_{\text{full}}\).

### 5.2 Generic Leakage Test

We compile the evidence traces into two histograms, namely \(H_{\text{addr}}^{\text{fix}}\) and \(H_{\text{addr}}^{\text{pos}}\) for fixed secret inputs, and \(H_{\text{addr}}^{\text{rand}}\) and \(H_{\text{pos}}^{\text{rand}}\) for random inputs. If these histograms can be distinguished, the corresponding address difference constitutes a true information leak. In side-channel literature [33, 67], this fixed-vs-random input testing is typically done by applying Welch’s t-test [83] to distributions of power consumption, electromagnetic emanation, or execution time measurements. For DATA, we cannot use the t-test, because it assumes normal distributions and evidence trace distributions are not necessarily normal. Instead, we use the more generic Kuiper’s test [49], which does not make this assumption. The test essentially determines whether two probability distributions stem from the same base distribution or not. It is closely related to the Kolmogorov-Smirnov (KS) test but performs better when distributions differ in the tails instead of around the median. Since we do not assume anything about the tested distributions, we choose the increased sensitivity of Kuiper’s test over the KS test at almost identical computational cost.

In preparation for Kuiper’s test, we normalize our previously compiled histograms to obtain probability distributions. For the explanation of the test, assume two random variables \(X\) and \(Y\), for which \(n_X\) and \(n_Y\) samples are observed. The first step of the test is to derive the empirical distribution functions \(F_X(x)\) and \(F_Y(x)\) as

\[
F_X(x) = \frac{1}{n_X} \sum_{i=1}^{n_X} I_{[X_i \leq x]}(x).
\]

\(I\) is the indicator function, which is 1 if \(X_i \leq x\), and 0 otherwise. \(F_Y(x)\) is calculated accordingly. The Kuiper statistic \(V\) is then computed as

\[
V = \sup_x |F_X(x) - F_Y(x)| + \sup_x |F_Y(x) - F_X(x)|.
\]

The deviation of both distributions is significant if the Kuiper statistic \(V\) exceeds the significance threshold:

\[
V_{st} = \frac{Q^{-1}_{st}(1 - \alpha)}{C_{st}(n_X, n_Y)}.
\]

\(C_{st}\) relates the threshold to the number of samples each empirical distribution is based on. This is important, as a larger number of samples increases the sensitivity of the Kuiper statistic. It is approximated as

\[
C_{st}(n_X, n_Y) = \sqrt{\frac{n_X n_Y}{(n_X + n_Y)^2}} + 0.155 + \frac{0.24}{\sqrt{n_X n_Y}}.
\]

\(Q_{st}\) is derived from the asymptotic distribution of the Kuiper statistic. It links the test statistic to a certain confidence level and is defined as

\[
Q_{st}(\lambda) = 2 \sum_{i=1}^{\infty} (4i^2 \lambda^2 - 1) e^{-2i^2 \lambda^2}.
\]

Its inverse, \(Q^{-1}_{st}\), is calculated numerically. The value \((1 - \alpha)\) determines the probability with which Kuiper’s test produces false positives. For all tests performed in this work, this probability is set to 0.0001. If Kuiper’s test statistic is significant, the corresponding data or control-flow difference is flagged as an information leak.

**Accuracy.** The probability of reporting false positives is sufficiently minimized by the choice of \((1 - \alpha)\). False negatives can occur, if the histograms \(H_{\text{addr}}\) and \(H_{\text{pos}}\) are insufficient estimations of the underlying evidence distributions. This happens if the number of program executions for fixed and random inputs is too small. It is, however, a common problem of unspecific leakage testing to determine a required minimum number [55, 72]. Analysts using DATA should therefore add traces until the test results stabilize and no new leaks are detected.

### 6 Leakage Classification Phase

The leakage classification phase is based on a specific leakage test, which tests for linear and non-linear relations between the secret input and the evidences of information leaks. Finding these relations requires appropriate representations for both input and evidence traces, which are described in the following two sections.

#### 6.1 Evidence Representation

Similar to the leakage detection phase, we collect evidence traces for multiple random secret inputs. Unlike before, however, we do not merge evidence traces into histograms, since this would dismiss information about which input belongs to which evidence trace. Instead, we aggregate evidence traces into evidence matrices, where each column represents a unique trace (and unique secret input). Since evidence traces might differ both in length and accessed addresses, we cannot store them directly in a matrix. Instead, we capture the characteristics of the evidence traces in two separate matrices, \(M_{\text{addr}}^{\text{ev}}\) and \(M_{\text{pos}}^{\text{ev}}\). The rows in both matrices correspond to the possible addresses in the traces. \(M_{\text{addr}}^{\text{ev}}\) stores the number
of accesses per address. If an address does not occur in a trace, the corresponding matrix entry is set to zero. \( M^\text{ev}_{\text{pos}} \) stores the position of each address in the evidence trace. If an address does not occur in a trace, the matrix entry is set to ‘-1’. This labels an absent address and has no negative impact on the statistical test. Any other negative value works as well, because all valid positions are non-negative integers. If an address occurs more than once in a trace, the matrix entry is set to the rounded median of the trace positions. The median adequately determines around which position in the evidence trace an address is accessed most frequently.

The following example illustrates how evidence matrices are compiled. We reuse the evidence traces \( e_{v0} \) to \( e_{v2} \) from Section 5.1 and insert one column for each trace. For each of the addresses \( r_1 \) to \( r_3 \), we insert one row. After adding the data, we obtain:

\[
M^\text{ev}_{\text{addr}} = \begin{bmatrix} 1 & 1 & 1 \\ 1 & 1 & 2 \\ 0 & 3 & 0 \end{bmatrix}, \quad M^\text{ev}_{\text{pos}} = \begin{bmatrix} 0 & 4 & 1 \\ 1 & 2 & 1 \\ -1 & 1 & -1 \end{bmatrix}
\]

### 6.2 Leakage Model

The transformation of the input is called leakage model. It defines which property or part of the secret input is compared to the evidence representations stored in \( M^\text{ev}_{\text{addr}} \) and \( M^\text{ev}_{\text{pos}} \). This serves two purposes. First, it confines the scope of the statistical test. This is important because the complete input space of a secret is often too large to handle in practice, e.g., \( > 2^{128} \) for strong cryptographic keys. Second, this confinement implicitly quantifies the information an adversary could gain from observing evidences. A well-known leakage model is the Hamming weight model [55], which reduces a secret input to the number of its 1-bits. In [89], the Hamming weight model is used to find leaks in asymmetric cipher implementations. Another popular approach is slicing the secret input into smaller chunks [46], e.g., bytes or bits. While input slices are a good fit for byte- and bitwise operations in symmetric ciphers, they might not be the best fit for big-integer operations in asymmetric ciphers. Clearly, the choice of an appropriate leakage model is important, but ultimately depends on the target program. It requires some degree of domain knowledge, which we assume that analysts have. Our framework is designed to support a variety of leakage models, including Hamming weight and input slicing.

### 6.3 Specific Leakage Test

For the specific leakage test, the target binary is executed \( n \) times with random secret inputs. Instead of gathering new measurements, we reuse the (random input) traces from the leakage detection phase. In preparation for the test, we derive \( M^\text{ev}_{\text{addr}} \) and \( M^\text{ev}_{\text{pos}} \) from the traces. We also transform the secret inputs according to the chosen leakage model \( L \) and store the results in the input matrix \( M^\text{in}_L \). Similar to the evidence matrices, every input gets assigned a column in \( M^\text{ip}_L \). The number of rows is defined by the model, e.g., the Hamming weight of the entire input requires one row. All rows in \( M^\text{ip}_L \) are then compared to all rows in \( M^\text{ev}_{\text{addr}} \) and \( M^\text{ev}_{\text{pos}} \). For these comparisons, the selected rows are interpreted as pairwise observations of two random variables, \( X \) and \( Y \), with length \( n_X = n_Y = n \). We then use the Randomized Dependence Coefficient (RDC) [53] to determine the relation between the observations. The RDC detects linear and non-linear relations between random variables, its test statistic \( R \) is defined between 0 and 1, with \( R = 1 \) showing perfect dependency and \( R = 0 \) stating statistical independence. The parameters of the RDC are set to the values proposed in [53]: \( K = 20 \) and \( s = \frac{1}{2} \). In contrast to mutual information estimators and similar metrics [68], which are also used in side-channel literature [31], the RDC can be calculated efficiently, especially for large sample sizes (\( n > 100 \)). We precompute the significance threshold \( R_{st} \) for a given confidence level \( \alpha \) by generating a sufficiently large number (\( \geq 10^5 \)) of statistically independent sequences of length \( n \) (the same length as the rows in \( M^\text{ev}_{\text{addr}} \), \( M^\text{ev}_{\text{pos}} \), and \( M^\text{in}_L \)) and estimating the distribution of \( R \). Since the resulting distribution is approximately normal, we estimate the mean \( \mu \) and the standard deviation \( \sigma \). The significance threshold is then derived from \( \Phi^{-1}(\alpha) \), which is the inverse cumulative distribution function of the standard normal distribution, as follows:

\[
R_{st} = \mu + \sigma \cdot \Phi^{-1}(\alpha).
\]

The value \((1 - \alpha)\) determines the probability with which the RDC produces false positives. For all tests performed in this work, it is set to 0.0001. If \( R \) exceeds \( R_{st} \), the tested rows exhibit a significant statistical relation. This means that an adversary is able to infer the values and properties of the secret input that are defined by the leakage model from side-channel observations.

#### Accuracy

The probability of reporting false positives is sufficiently minimized by the choice of \((1 - \alpha)\). False negatives can occur if the number of observations \( n \) is too small. Similar to the discussion in Section 5, it is not possible to determine a required minimum number of observations that holds for arbitrary target programs. Naturally, simple and direct relations will be discovered with far less observations than faint and indirect ones.

### 7 Implementation and Optimizations

While the concept of DATA is platform independent, we implement trace recording on top of the Intel Pin frame-
work [38] for analyzing x86 binaries. We record address traces in separate trace files. To reduce their size, we only monitor instructions with branching behavior and their target branch as well as instructions performing memory operations. This suffices to detect control-flow and data leakage. To speed up recording of evidence traces in the second phase, we only record those instructions flagged as potential leaks in the first phase.

We implement the difference detection as well as the generic and the specific leakage tests in Python scripts, which condense all findings into human-readable leakage reports in XML format, structuring information leaks by libraries, functions, and call stacks.

Tracking Heap Allocations. Depending on the utilization of the heap, identical memory objects could get assigned different addresses by the memory allocator. During trace analysis, this could cause the same objects to be interpreted as different ones. We encountered such behavior for OpenSSL, which dynamically allocates big numbers on the heap and resizes them on demand. This causes frequent re-allocations and big numbers hopping between different heap addresses for different program executions. Our Pintool can therefore be configured to detect heap objects and replace their virtual address with its relative address offset. Currently, our analysis treats all heap objects equally, making the results more readable. More elaborate approaches like [73] are left as future work.

8 Evaluation and Results

We used Pin version 3.2-81205 for instrumentation and compiled glibc 2.24 as well as OpenSSL 1.1.0f in a default configuration with additional debug information, using GCC version 6.3.0. Although debug symbols are not required by DATA, it incorporates available debug symbols in the final report. This allows to map detected leaks to the responsible functions and data symbols.

\footnote{Specifically, we tested commit 7477c83e15.}

8.1 Analysis Results

Table 2 shows the results of the three phases of DATA, namely address differences, generic and specific leaks.

**OpenSSL (Symmetric Primitives).** As summarized in the upper part of Table 2, AES-NI (AES new instructions [37]) as well as AES-VP (vector permutations based on SSSE3 extensions) do not leak. However, when using AES-NI (and other ciphers) via the OpenSSL command-line tool, the key parsing yields two data leaks, as indicated in brackets. Calling the AES-NI implementation without this command-line tool, as also done for the other three AES implementations, does not trigger these two data leaks. Besides, we identified four data leaks in the bit-sliced AES. While OpenSSL uses the protected implementation by Kästpar and Schwabe [43] for the actual encryption, they use the same unprotected key expansion as used in T-table implementations.

All other tested symmetric implementations yield a significant number of data leaks since they rely on lookup tables with key-dependent memory accesses, which makes them vulnerable to cache attacks [11, 77]. These leaks have also been confirmed by the byte leakage model test. Figure 3 shows statistical test results of the vulnerable AES T-table implementation for the first five rounds, averaged over the 16 table lookups in each round. Phase two finds generic key dependencies, regardless of the round (values well above \( V_{st} \)), confirming its accuracy. The chosen byte leakage model detects linear dependencies to the first round state (\( s_1 \)), which allows known-plaintext attacks [11]. For intermediate rounds, for which the chosen byte leakage model is not applicable, the test output is well below the threshold \( R_{st} \).

By adapting the leakage model to the last round state, one could also test for ciphertext-only attacks [60]. Moreover, one can see that the Hamming weight model on key bytes detects the same leakage but with a lower confidence, since it loses information about the key. This emphasizes the importance of choosing appropriate leak-
age models. We summarize results in Appendix A.

**OpenSSL (Asymmetric Primitives).** The asymmetric primitives show significant non-deterministic behavior, which is dismissed in the leakage detection phase. For example, OpenSSL uses RSA base blinding with a random blinding value. From 2248 differences in RSA, 1510 are dismissed, leaving 278 control-flow and 460 data leaks with key dependency. Among those, we found two constant-time vulnerabilities in RSA and DSA, respectively, which bypass constant-time implementations in favor of vulnerable implementations. This could allow key recovery attacks similar to [3,82]. Moreover, DATA reconfirms address differences in the ECDSA wNAF implementation, as exploited in [10,26,79].

For asymmetric ciphers, we applied the Hamming weight (HW) model as well as the key bit model. The majority of leaks reported by the HW model are indicating that the length of the key or of intermediate values leaks (as the HW usually correlates with the length). For example, we detect leaks in functions that determine the length of big numbers, reconfirming the findings of [80]. Also, OpenSSL uses lazy heap allocation to resize objects on demand. This can cause different heap addresses for different key lengths, which will show up as data leakage. In contrast to the HW, the key bit model is more fine-grained and thus targets very specific leaks only, e.g., it reveals leaks that occur when the private key is parsed. This constitutes an insecure usage of the private key, and a very subtle bug to find. Details about leaking functions are given in Appendix A.

**Python.** We tested PyCrypto 2.6.1 running on CPython 2.7.13. The lower part of Table 2 summarizes our results. PyCrypto incorporates native shared libraries for certain cryptographic operations. From a side-channel perspective, this is desirable since those native libraries could be tightened against side-channel attacks, independently of the used interpreter. However, we found that all ciphers leak key bytes via unprotected lookup table implementations within those shared libraries, as indicated by the byte leakage model. We list the leaks in Appendix A.

**Leakage-free Crypto.** We analyzed Curve25519 in NaCl [13] as well as the corresponding Diffie-Hellman variant of OpenSSL (X25519) and found no address-based information leakage (apart from OpenSSL’s key parsing), approving their side-channel security.

### 8.2 Discussion

**Detection Accuracy.** For symmetric algorithms in OpenSSL, we recorded up to 10 traces in the difference detection phase. We found that 3 traces are sufficient as more traces did not uncover additional differences. The low number of traces results from the high diffusion and the regular design of symmetric ciphers, which yields a high probability for quickly hitting all variations in the program execution. This suggests that the difference detection phase achieves good accuracy for symmetric ciphers. Symmetric ciphers are typically deterministic, thus all differences are key-dependent. Indeed, Table 2 shows that the leakage detection phase confirms all differences as leaks.

To evaluate DATA’s accuracy on non-deterministic programs, we tested OpenSSL asymmetric ciphers and collected up to 30 traces, as shown in Figure 4. While the address differences found in the difference detection phase do not settle within 30 traces (introducing false negatives), an important finding is that the majority of these differences are due to statistically independent program activity, e.g., RSA base blinding. These differences are characterized as key-independent and successfully filtered in the leakage detection phase. The number of actual data and control-flow leaks with key dependencies already settles at 4 traces. The few leaks observable with more traces are due to heap cleanup (these leaks were already discovered at heap allocation), leakage of the heap object’s size, and exploring more paths of already discovered programming bugs. For example, DATA discovered the aforementioned RSA constant-time vulnerability, which was missed by other solutions, with only two traces. Analyzing more traces identifies more information leaks caused by the same programming bug. Hence, we recommend $\leq 10$ traces for asymmetric primitives as a conservative choice. We observed similar behavior for DSA and ECDSA, but omit the details for brevity.

**Performance.** We ran our experiments on a Xeon E5-2630v3 with 386 GB RAM. DATA achieves good performance, adapting its runtime to the number of discovered leaks. Analysis of the leakage-free AES-NI and AES-VP took around 6 s, as only the first phase is needed. Finding leaks in the OpenSSL AES T-table implementation took 5 CPU minutes. Leakage classification took 8 CPU min. Asymmetric algorithms require more traces.
and yield significantly more differences. Hence, the first phases took between 29.8 (for DSA) and 79.8 CPU minutes (for ECDSA). Running all three phases on RSA takes 233.8 CPU minutes with a RAM utilization of less than 4.5 GB (single core). By exploiting parallelism, the actual execution time can be significantly reduced, e.g., from 55 min to approximately 250 s for the first phase of RSA. Analyzing PyCrypto yields large address traces due to the interpreter (1GB and more), nevertheless DATA handles such large traces without hassle: the first phase discards all non-leaking instructions, stripping down trace sizes of the subsequent phases to kilobytes (see Appendix B).

Summary. The adoption of side-channel countermeasures is often partial, error-prone, and non-transparent in practice. Even though countermeasures have been known for over a decade [66], most OpenSSL symmetric ciphers as well as PyCrypto do not rely on protected implementations like bit-slicing. Also, the bit-sliced AES adopted by OpenSSL leaks during the key schedule, as the developers integrated it only partially [43] since practical attacks have not been shown yet. Moreover, we discovered two new vulnerabilities, bypassing OpenSSL’s constant-time implementations for RSA and DSA initialization. Considering incomplete bug fixes of similar vulnerabilities identified by Garcia et al. [27, 28], this sums up to four implementation bugs related to the same countermeasure. This clearly shows that the tedious and error-prone task of implementing countermeasures should be backed by appropriate tools such as DATA to detect and appropriately fix vulnerabilities as early as possible.

We found issues in loading and parsing cryptographic keys as well as initialization routines. Finding these issues demands analysis of the full program execution, from program start to exit, which is out of reach for many existing tools. Also, analysis often neglects these information leaks because an attacker typically has no way to trigger key loading and other single events in practice. However, when using OpenSSL inside SGX enclaves (cf. Intel’s SGX SSL library [40]), the attacker can trigger arbitrarily many program executions, making single-event leakage practically relevant, as demonstrated by the RSA key recovery attack in [82].

Responsible Disclosure. We informed the library developers as well as Intel of our findings. In response, OpenSSL merged our proposed patches upstream.

Security Implications. A leak found by DATA does not necessarily constitute an exploitable vulnerability. The leakage classification phase helps in rating its severity, however, an accurate judgment often demands significant effort in assembling and improving concrete attacks [12]. We argue that, unless good counter-arguments are given, any leak should be considered serious.

9 Mitigating Address-based Leaks

After using DATA to identify address-based information leaks in cryptographic software implementations, the following approaches could be applied as mitigation.

Software-based Mitigations. Coppens et al. [21] proposed compiler transformations to eliminate key-dependent control-flow dependencies. Similar approaches are followed by other program transformations [2, 56] and transactional branching [8]. Data leaks of lookup table implementations can be mitigated by bit-slicing [43, 47, 66]. Scatter-gather prevents data leaks on RSA exponentiation by interleaving data in memory such that cache lines are accessed irrespective of the used index. However, scatter-gather must be implemented correctly to prevent more sophisticated attacks [88]. Oblivious RAM [32, 77, 91] has been proposed as a generic countermeasure against data leaks by hiding memory access patterns. Hardened software implementations could then be proven leakage-free using [4, 5, 7, 16, 25].

Mitigations on Architectural/OS Level. Cache coloring [69] and similar cache isolation mechanisms [52] have been proposed to mitigate cache attacks. Others [90] proposed OS-level defenses against last-level cache attacks by controlling page sharing via a copy-on-access mechanism. Hardware transactional memory can be used to mitigate cache attacks by keeping all sensitive data in the cache during the computation [34]. Compiler-based tools aim to protect SGX enclaves against cache attacks [18] or controlled channel attacks [70].

10 Conclusion

In this work, we proposed differential address trace analysis (DATA) to identify address-based information leaks. We use statistical tests to filter non-deterministic program behavior, thus improving detection accuracy. DATA is efficient enough to analyze real-world software – from program start to exit. Thereby, we include key loading and parsing in the analysis and found leakage which has been missed before. Based on DATA, we confirmed existing and identified several unknown information leaks as well as already (supposedly) fixed vulnerabilities in OpenSSL. In addition, we showed that DATA is capable of analyzing interpreted code (PyCrypto) including the underlying interpreter, which is conceptually impossible with current static methods. This shows the practical relevance of DATA in assisting security analysts to identify information leaks as well as developers in the tedious task of correctly implementing countermeasures.

Outlook. The generic design of DATA also allows detecting other types of leakage such as variable time floating point instructions by including the instruction operands in the recorded address traces. DATA also
paves the way for analyzing other interpreted languages and quantifying the effects of interpretation and just-in-time compilation on side-channel security. Moreover, DATA could be extended to analyze multi-threaded programs by recording and analyzing individual traces per execution thread.
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A Leaking Functions

OpenSSL (Symmetric Primitives). To analyze AES, we implemented a wrapper that calls the algorithm directly. For other algorithms, we used the openssl command-line tool with keys in hex format. DATA identified information leaks in the code that parses these keys. In particular, the leaks occur in function set_hex, which uses stdlib’s isxdigit function that performs leaking table lookups. Besides, OPENSSL_hexchar2int uses a switch case to convert key characters to integers. Although symmetric keys are usually stored in binary format, one should be aware of such leaks.

The bit-sliced AES implementation uses the vulnerable _x86_64_AES_set_encrypt_key function for key schedule. In addition, the unprotected AES leaks in function _x86_64_AES_encrypt_compact. Blowfish leaks at BF_encrypt. Camellia leaks the LCamellia_SBOX at CamelLib64_Ekeygen and _x86_64_Camellia_encrypt. CAST leaks the CAST_S_table0 to 7 at CAST_set_key as well as CAST_encrypt. DES leaks the des skb at DES_set_keyUnchecked as well as DES_SPtrans at DES_encrypt2.

OpenSSL (Asymmetric Primitives). For the analysis of asymmetric ciphers, we use OpenSSL to generate keys in PEM format and then invoke the openssl pkeyutl command-line tool to create signatures with those keys.

Similar to symmetric ciphers, asymmetric implementations leak during key loading and parsing. We found leaks in EVP_DecodeUpdate, in EVP_DecodeBlock via lookup table data_asci2bin in c2i_ASCII1_INTEGER that uses c2i_ibuf and in BN_bin2bn. Although the key is typically loaded only once at program startup, this has direct implications on applications using Intel SGX SSL.

DATA discovered two new vulnerabilities regarding OpenSSL’s handling of constant-time implementations. The first one leaks during the initialization of Montgomery constants for secret RSA primes p and q. This is a programming bug: the so-called constant-time flag is set for p and q in function rsa_ossl_mod_exp but not propagated to temporary working copies inside BN_MONT_CTX_set, as shown in Listing 3, since the function BN_copy in line 3 does not propagate the consttime-flag from mod to mont->N. This causes the inversion in line 5 to fall back to non-constant-time implementations (int_bn_mod_inverse and BN_div). The second vulnerability is a missing constant-time flag for the DSA private key inside dsa_priv_decode. This causes the DSA key loading to use the unprotected exponentiation function BN_mod_exp_mont. Moreover, DATA confirms that ECDSA still uses the vulnerable point multiplication in ec_xnAF_mul, which was exploited in [10, 26, 79].

Finally, we found that the majority of information leaks reported for OpenSSL are leaking the length of the key or of intermediate variables. For example, we reconfirm the leak in BN_num_bits_word [80], which leaks the number of bits of the upper word of big numbers. There are several examples where the key length in bytes is leaked, e.g., via ASN1_STRING_set, BN_bin2bn, strlen of glibc as well as via heap allocation.

PyCrypto. PyCrypto symmetric ciphers leak during encryption, mostly via lookup tables. AES leaks the tables Te0 to Te4 and Td0 to Td3 in functions ALGnew, rijndaelKeySetupEnc and rijndaelEncrypt. Blowfish leaks in functions ALGnew and Blowfish_encrypt. CAST leaks the tables S1 to S4 in function block_encrypt and the tables S5 to S8 in schedulekeys_half. Triple DES leaks the table des_ip in function desfunc as well as deskey. ARC4 leaks in function ALGnew.

Listing 3: OpenSSL RSA vulnerability.

```c
int BN_MONT_CTX_set(BN_MONT_CTX *mont, BIGNUM *mod, BN_CTX *ctx) {
    ...
    BN_copy(&(mont->N), mod);
    ...
    BN_mod_inverse(Ri, R, &mont->N, ctx);
    ...
}
```
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Table 3 summarizes the performance figures of DATA for each phase.\textsuperscript{3} Unless stated otherwise, all timings reflect the runtime in CPU minutes (single-core) and thus represent a fair and conservative metric. If tasks are parallelized, the actual runtime can be significantly reduced.

**Difference Detection Phase.** For OpenSSL, the trace size is $< 30 \text{MB}$ for symmetric and $< 55 \text{MB}$ for asymmetric ciphers. For PyCrypto, each trace has approximately 1 GB, because the execution of the interpreter is included. Regarding runtime, OpenSSL symmetric ciphers require less than a minute. PyCrypto ciphers finish in 5 minutes or less, despite large trace sizes. OpenSSL asymmetric ciphers need between 29.8 and 79.8 CPU minutes for two reasons. First, they require more traces. As we compare traces pairwise in the first phase, the runtime grows quadratically in the number of traces. Second, asymmetric ciphers yield significantly more differences that need to be analyzed. Especially control-flow differences demand costly re-alignment of traces. Yet, these results are quite encouraging, especially since the automated analysis of large real-world software stacks is out of reach for many existing tools. Also, we see possible improvements in further speeding up analysis times.

**Leakage Detection Phase.** We analyze three fixed and one random set of 60 traces, yielding 240 traces in total. Since this phase only analyzes address differences reported by the previous phase, the sizes of the recorded traces are significantly smaller. From several MB to over 1 GB in phase one, the traces are now several KB to around 1.3 MB for RSA. This makes recording and analyzing an even larger number of traces, e.g., more than 240, efficient. For example, the analysis of OpenSSL bit-sliced AES takes less than 5 CPU minutes. As expected, analyzing PyCrypto takes longer due to the instrumentation of the Python interpreter. Also, analysis of RSA is slower due to the high number of address differences to analyze. For example, RSA generates traces of up to 1343.9 KB to be analyzed. Nevertheless, phase two completes within less than 61 CPU minutes.

**Leakage Classification Phase.** The last phase records and analyzes 200 traces with random keys. To speed up recording, we reuse traces from the random input set of the previous phase. We benchmarked symmetric ciphers with the byte leakage model. Analysis times vary heavily between ciphers, because the performance critically depends on the number of reported address leaks and the size of the evidences, which need to be classified. For instance, most ciphers complete in less than 80 minutes, and AES bit-sliced in even 3.2 minutes. In contrast, PyCrypto Blowfish took almost 9 CPU hours because of a much larger number of evidences compared to PyCrypto AES, as can be seen from their trace sizes (271.8 kB for Blowfish versus 13.6 kB for AES). In general, testing the HW model is faster than the bit model because the HW cumulates all key bits into a single metric, while for the bit model we need to analyze multiple key bits independently. Table 2 shows that the cumulative runtime over both models is between 55 and 95 min. Also, the classification phase is generally slower than the leakage detection phase. This is because, first, DATA performs more specific leakage tests than generic ones ($H_{\text{addr/pos}}$ vs. $M^\text{addr/pos}$), and second, the RDC is more costly to compute than Kuiper’s test. We believe significant performance savings are possible by pruning large evidence lists and by optimizing the RDC implementation.

**Summary.** The last two columns illustrate that the overall performance of DATA adapts to the amount of discovered leakage, which is desirable. Leakage-free implementations finish within 6 s, while leaky ones take up to 580 CPU minutes. In any of the phases, analysis requires less than 4.5 GB of RAM when executing on a single core. This is within the range of desktop computers and commodity laptops. When multi-core environments are available, one can exploit parallelism to greatly speed up analysis times. In fact, we parallelized phase one and reduced its runtime for RSA from 55 CPU minutes to approximately 250 real seconds. Similar optimizations could be implemented for phase two and three. Moreover, when doing frequent testing, software developers could not only omit the leakage classification phase intended for security analysts but also skip the leakage detection phase in case of deterministic algorithms.
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Table 3: Performance of DATA during the analysis of OpenSSL (top) and PyCrypto (bottom). Sizes are per trace. Time is in CPU minutes. Trace sizes for Classification are identical to Leakage Detection.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>OpenSSL</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Difference Detection</td>
<td>Leakage Detection</td>
<td>Classification</td>
<td>Total</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Traces</td>
<td>Size (MB)</td>
<td>Time (min.)</td>
<td>Traces</td>
<td>Size (kB)</td>
<td>Time (min.)</td>
<td>Traces</td>
<td>Time (min.)</td>
<td>Traces</td>
<td>Time (min.)</td>
<td>RAM (MB)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AES-NI</td>
<td>3</td>
<td>0.5</td>
<td>0.1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.1</td>
<td>72.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AES-VP</td>
<td>3</td>
<td>0.5</td>
<td>0.1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.1</td>
<td>72.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AES bit-sliced</td>
<td>3</td>
<td>0.5</td>
<td>0.4</td>
<td>240</td>
<td>0.2</td>
<td>4.6</td>
<td>200</td>
<td>3.2</td>
<td>8.4</td>
<td>77.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AES T-table</td>
<td>3</td>
<td>0.5</td>
<td>0.4</td>
<td>240</td>
<td>1.8</td>
<td>4.6</td>
<td>200</td>
<td>8.0</td>
<td>13.2</td>
<td>101.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Blowfish</td>
<td>3</td>
<td>28.2</td>
<td>0.8</td>
<td>240</td>
<td>264.8</td>
<td>13.7</td>
<td>200</td>
<td>79.1</td>
<td>96.0</td>
<td>717.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Camelia</td>
<td>3</td>
<td>27.3</td>
<td>0.6</td>
<td>240</td>
<td>2.5</td>
<td>9.0</td>
<td>200</td>
<td>17.5</td>
<td>27.3</td>
<td>146.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CAST</td>
<td>3</td>
<td>27.3</td>
<td>0.6</td>
<td>240</td>
<td>5.4</td>
<td>9.2</td>
<td>200</td>
<td>36.3</td>
<td>46.4</td>
<td>247.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DES</td>
<td>3</td>
<td>27.3</td>
<td>0.6</td>
<td>240</td>
<td>3.9</td>
<td>9.1</td>
<td>200</td>
<td>9.9</td>
<td>19.9</td>
<td>139.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Triple DES</td>
<td>3</td>
<td>27.3</td>
<td>0.7</td>
<td>240</td>
<td>13.9</td>
<td>10.5</td>
<td>200</td>
<td>49.2</td>
<td>60.9</td>
<td>351.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ECDSA (sec256k1)</td>
<td>10</td>
<td>54.1</td>
<td>79.8</td>
<td>240</td>
<td>387.9</td>
<td>18.3</td>
<td>200</td>
<td>55.3</td>
<td>161.2</td>
<td>1316.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DSA</td>
<td>10</td>
<td>35.6</td>
<td>29.8</td>
<td>240</td>
<td>195.4</td>
<td>14.7</td>
<td>200</td>
<td>56.9</td>
<td>106.1</td>
<td>1054.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RSA</td>
<td>10</td>
<td>44.2</td>
<td>55.0</td>
<td>240</td>
<td>1343.9</td>
<td>60.9</td>
<td>200</td>
<td>94.3</td>
<td>233.8</td>
<td>4414.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AES</td>
<td>3</td>
<td>1081.6</td>
<td>4.0</td>
<td>240</td>
<td>13.6</td>
<td>43.6</td>
<td>200</td>
<td>88.2</td>
<td>136.2</td>
<td>1223.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ARC4</td>
<td>3</td>
<td>1081.5</td>
<td>3.9</td>
<td>240</td>
<td>6.4</td>
<td>43.1</td>
<td>200</td>
<td>60.3</td>
<td>107.6</td>
<td>1222.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Blowfish</td>
<td>3</td>
<td>1082.3</td>
<td>5.0</td>
<td>240</td>
<td>271.8</td>
<td>47.9</td>
<td>200</td>
<td>526.5</td>
<td>582.2</td>
<td>2302.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CAST</td>
<td>3</td>
<td>1081.6</td>
<td>4.0</td>
<td>240</td>
<td>11.8</td>
<td>44.0</td>
<td>200</td>
<td>76.7</td>
<td>125.1</td>
<td>1223.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Triple DES</td>
<td>3</td>
<td>1082.4</td>
<td>4.2</td>
<td>240</td>
<td>65.8</td>
<td>45.0</td>
<td>200</td>
<td>63.3</td>
<td>113.3</td>
<td>1223.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

... (continued text)
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