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ABSTRACT
Through their third-party app installation decisions, users are frequently triggering interdependent privacy consequences by sharing personal information of their friends who are unable to control these information flows. With our study, we aim to quantify the value which app users attribute to their friends’ information (i.e., value of interdependent privacy) and to understand how this valuation is affected by two factors: sharing anonymity (i.e., whether disclosure of friends’ information is anonymous), and context relevance (i.e., whether friends’ information is necessary for apps’ functionality). Specifically, we conduct a between-subject, choice-based conjoint analysis study with 4 treatment conditions (2 sharing anonymity × 2 context relevance). Our study confirms the important roles that sharing anonymity and context relevance play in the process of interdependent privacy valuation. In addition, we also investigate how other factors, e.g., individuals’ personal attributes and experiences, affect interdependent privacy valuations by applying structural equation modeling analysis. Our research findings yield design implications as well as contribute to policy discussions to better account for the problem of interdependent privacy.

1. INTRODUCTION
The vast majority of published research on privacy-decision making focuses on individual choices regarding personal privacy. However, with the accelerating usage of Social Network Sites (SNSs), mobile platforms and other digital advances with interactive tools, we observe the increasing relevance of decisions which affect others’ information. These interdependent privacy choices involve scenarios in which a decision-maker has power over the sharing of personal information about other individuals, which are often friends, family members or colleagues. Previous work has studied this problem space from a theoretical [11, 83] and behavioral perspective [83]. A key finding is that individuals exhibit behaviors which can be interpreted as privacy egoism: they value their own information much higher than the information of a friend [83].

From a theoretical perspective, this phenomenon can be explained with the economic concept of negative externalities, i.e., individuals do not bear the (privacy) cost that they impose on others [11]. However, the understanding of important contextual factors that influence interdependent privacy decision-making is still in its infancy. In particular, we do not yet understand how characteristics of the platform, which mediates the sharing, influence human choices about others’ privacy. A key aspect is to which degree transparency (between the sharer and the affected individuals) about a sharing decision influences the propensity to share information, or affects valuation of personal information of friends. In other words, our central research question is whether different modes of anonymity (or identifiability) influence how a sharing decision is perceived, when it affects interdependent privacy valuation.

We consider the scenario of third-party app adoption on SNSs where users are presented with app offers and associated authorization dialogues which may trigger sharing decisions over their own personal information and their friends’ personal information [107]. For example, an app may request to access not only users’ own data, but also information about their friends. In practical settings, the ability of an affected individual to learn about others’ sharing decisions is quite modest. For example, users may be subjected to social app advertisements and may indirectly learn that a friend has adopted an app which triggers the sharing of friends’ information.

We focus on studying the impact of this veil of anonymity (as well as its counterpart full identifiability) of sharing decisions.
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1In the mobile app context even such spurious cues may not exist when a user shares an address book or other data type containing friends’ data. Likewise, in the context of genetic privacy there is no mechanism that automatically informs other family members about the decision by one individual to take a test [109].

2To clarify, sharing anonymity does not mean that an app user shares anonymized friends’ data. Instead, it indicates the situation where it is hard for friends to identify the person that released their information to apps.
In order to comprehensively explain the valuation of friends’ information, our second step is then to apply Structural Equation Modeling (SEM) analysis to investigate how interdependent privacy values are influenced by factors such as other-regarding preferences (see details in later sections), privacy knowledge, privacy concern, and the treatment conditions, i.e., sharing anonymity and context relevance.

Our results suggest that valuation of interdependent privacy is affected not only by individuals’ personal attributes and experiences, such as other-regarding preferences and privacy knowledge, but also by treatment conditions. In particular, we find that anonymity plays an important role in interdependent privacy valuation. Specifically, when individuals believe the sharing of friends’ information is anonymous, they tend to value their friends’ data significantly less. Similarly, we find app users place a significantly lower value on their friends’ information when they believe such information is useful for an app’s functionality.

These results offer valuable insights into the problem of interdependent privacy, which are directly applicable to privacy by design or re-design initiatives. More specifically, our study conducts that design features helping to raise individuals’ interdependent privacy concerns will also impact individuals’ valuation of friends’ personal information. But additional ways to protect friends’ privacy emerge which can be used by interface designers and information architects. First, making the sharing of friends’ data identifiable is a viable approach to erect a psychological hurdle against unfettered bulk data sharing with third parties as often triggered by app adoption. Second, informing app users when data collection is not contextually relevant also influences privacy valuations significantly. Computer scientists work on automating the analysis of contextual relevance in the app context by identifying over-privileged apps, which makes the implementation of related design features during the app selection process viable. In addition, our research findings also emphasize the important roles of governmental interventions and privacy education in protecting friends’ privacy in the context of app adoption.

**Roadmap:** We proceed as follows. In Section 2, we discuss related work on the role of anonymity in individual decision-making. We further summarize extant work on the value of personal information, and the modeling of privacy decision-making. In addition, we also review existing work on resolving interdependent privacy conflicts. Next, we present the choice-based conjoint analysis approach, and the associated results in Section 3. In Section 4, we discuss the development and results for the behavioral model based on SEM. Finally, we discuss our findings in Section 5 and offer concluding remarks in Section 6.

### 2. RELATED WORK

#### 2.1 Anonymity in Individual Decision-Making

A set of studies in the area of experimental economic research has focused on the influence of anonymity on decision-making. In particular, the experimental literature on economic bargaining games which mostly centers on the analyses of the so-called ultimatum [42] and dictator games [60] is of high relevance. In the classical version of both games, a monetary amount (i.e., pie) is offered for allocation between two individuals. One person acts as the proposer and can suggest a split of the pie. In the ultimatum game, the recipient of the proposal can reject the offer (then the money will remain with the experimenter) or accept the split [42]. In contrast, in the dictator game the recipient has no decision-making power (and the pie is allocated according to the proposed split) [60]. A specific sub-area of this literature is addressing the impact of anonymity from two perspectives: 1) anonymity between proposer and recipient, 2) anonymity between players and experimenter (i.e., double-blind).

Radner and Schotter compare face-to-face (F2F) bargaining with anonymous bargaining and find that the latter was associated with an increase in rejected proposals, while the former was associated with an almost uniform acceptance rate [85]. Prasnikar and Roth report similar results [78]. However, they also find that F2F communications that explicitly exclude any form of conversation about the relevant bargaining aspects and are merely social in nature, also contribute to an almost uniform acceptance rate of proposals which were later issued without additional F2F exchanges [79]. During the latter treatment, participants were required to learn the name and education level of their bargaining opponents. The finding of this social conversation treatment was interpreted to confirm that social pressures arising from F2F are influencing subjects; rather than the discussion of any pertinent aspects of the transaction [89]. Similarly, Charness and Gneezy conduct dictator and ultimatum game experiments in which they compare treatments in which participants were informed about the family names of their counterparts (or not) [13]. This manipulation strongly impacted the generosity of proposers in the dictator game, but not the initial offer of the proposers in the ultimatum game where strategic considerations seemed to prevail [18]. Hoffman et al. introduced a double-blind setup in which the experimenter could not identify the experimental participants [48]. The results indicate that this double-blind setup was associated with the most selfish offers by the proposers. Experiments have also been conducted in the field to document the negative impact of anonymity on donations for environmental causes [5] or in churches [96].

In addition, a stream of research in the field of information system investigates the impact of anonymity on individuals’ self-disclosure on social network sites. These studies mainly focus on two types of anonymity: discursive anonymity and visual anonymity. Discursive anonymity refers to the extent to which information can be linked to a particular source [92], whereas visual anonymity indicates the degree to which others can see and/or hear the person who discloses the information [92]. Although focusing on this topic for more than a decade, researchers have not reached an agreement on either the impact of discursive anonymity or the influence of visual anonymity on self-disclosure. For example, Qian and Scott [84] report a positive relationship between self-disclosure and discursive anonymity. However, this association is found to be negative by Hollenbaugh and Everett [49]. When it comes to visual anonymity, some studies claim that it is positively related to self-disclosure [59, 49], while other research fails to detect such an association [84]. These contradictory empirical findings suggest that the relationship between anonymity and self-disclosure in online social networks is still in question and should be further examined [49].

Closely related to our work, some studies explore the impact of anonymity on individuals’ privacy attitudes or privacy behaviors. In particular, through an empirical study, Jiang et al. [57] report that when individuals perceive themselves to be unidentifiable, they feel less concerned about their privacy. In addition, they find that individuals exhibit higher levels of concern about their own privacy when other parties’ identities are anonymized. However, we are still unaware of any research that directly addresses how anonymity impacts individuals’ attitudes towards others’ privacy. Our study addresses this literature gap by exploring the impact of anonymity on the valuation of interdependent privacy.
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2.2 Economic Value of Privacy
Several research projects explore the value of personal information which is also a central aspect of our study. For example, situating individuals in a second-price auction scenario, Huberman et al. elicit monetary valuations for individuals’ weight and height (which were previously recorded) [53]. They find that deviation from a perceived population standard drives higher valuations. A similar approach is used to derive how individuals value information about their location traces [24].

In various experiments, participants are presented with situations in which they trade off privacy for better recommendations [77], a discount on a product purchase [3,105], or a pure monetary reward [79]. In contrast, the willingness to pay to protect information, or to purchase a higher-priced option with privacy-friendlier terms is often reported to be low [9,18,79], though there are exceptions [21]. Other research shows that individuals associate little value with their own information on social network sites (when faced with the threat of deletion) [7].

Taking a different viewpoint, Acquisti and Grossklags as well as Grossklags and Barradale investigate how privacy and security preferences relate to financial preferences (e.g., discounting behaviors) [1,59]. Böhme and Grossklags study how privacy norms shift on a micro-lending platform, when platform mechanisms for borrower-lender matching shift away from placing focus on personal descriptions provided by borrowers [12].

Several researchers have conducted studies with conjoint analyses beginning with Hann et al. [44, 43]. More recently, Krasnova et al. used this methodology to understand privacy concerns in SNS settings [62]. Common to these works is that they also determine the monetary value of personal information.

In our previous work, we determined the monetary value of personal and interdependent privacy by applying the conjoint study methodology [81, 83, 82]. We replicate the utilized basic scenario to conduct the conjoint study in this paper [83], however, we add as an additional treatment condition whether (or not) anonymity of past privacy invasions as an explanatory factor for personal privacy concerns [95].

In our previous work, we determined the monetary value of personal and interdependent privacy by applying the conjoint study methodology [81, 83, 82]. We replicate the utilized basic scenario to conduct the conjoint study in this paper [83], however, we add as an additional treatment condition whether (or not) anonymity of past privacy invasions as an explanatory factor for personal privacy concerns [95].

2.3 Explaining Value of Privacy
In our work, we also aim to develop an explanatory model for the valuation of personal and interdependent privacy as measured with the conjoint study methodology.

Several related studies have focused on utilizing concerns for personal privacy as a key construct which is also part of our explanatory model [94]. We also draw on published works about antecedents of personal privacy concerns, for example, research which utilizes past privacy invasions as an explanatory factor for personal privacy concerns [95].

A number of models focus on effects of personal privacy concerns, for example, by trying to explain purchase intentions [80] or disclosure behaviors [65]. In contrast, our paper is focused on explaining personal and interdependent privacy valuations as in our previous work [83]. However, our behavioral model substantially differs by considering the explanatory effects of other-regarding preferences [22], perceived control [27], and disposition to value privacy [115]; in addition, our center of interest is to build a model to explain different treatment conditions regarding anonymity. We will detail the building blocks of our model in Section 4.1.

2.4 Resolve Interdependent Privacy Conflicts
Privacy conflicts may arise in interdependent privacy scenarios, where privacy preferences of those who share others’ data and those whose information is leaked are not aligned. These privacy conflicts are referred to as multi-party privacy conflicts (MPCs) [103]. Several research projects explore how to resolve conflicts arising from interdependent privacy issues in social media, although not in the scenario of social app adoption. A stream of these studies focuses on providing computational mechanisms or external tools to deal with MPCs. For example, in the scenario of photo sharing on social network sites, a system has been proposed so that when a user is tagged in a photo, he/she can send privacy suggestions or feedback to those who upload the photo [10]. Also in the scenario of photo sharing, Ilia et al. [66] introduce a mechanism of blurring faces of individuals (who appear in photos) based on a users’ access control permissions.

To provide support for users to resolve MPCs, some studies propose sharing policies based on aggregated individual privacy preferences. For example, Hu et al. [51] formulate an access control model, multi-party policy specification scheme, and a policy enforcement mechanism to facilitate collaborative management of shared data. Thomas et al. [103] demonstrate how Facebook’s privacy model can be adapted to enforce multi-party privacy. Similarly, other mechanisms or access control policies have been introduced in [15, 101] to address MPCs.

Other researchers try to study MPCs from the perspective of game-theoretic analysis. For example, Hu et al. [52] study a multi-party access control model to investigate systematic approaches to identify and to resolve conflicts of collaborative data sharing. Similarly, a negotiation mechanism is introduced and examined to help users to reach an agreement in scenarios with MPCs [102].

There is another stream of studies which explores strategies users have utilized to resolve MPCs. Wisniewski et al. [112] demonstrate that individuals use both online strategies, such as untagging, and offline strategies, such as negotiating offline with affected others, before posting photos. In addition, they also investigate how support mechanisms that are provided by social media interfaces are used by individuals for addressing MPCs [111]. They conclude that these mechanisms are ineffective, difficult to use, and not easy to be aware of, and therefore users are more likely to apply offline coping strategies.

Conducting a qualitative study with 17 individuals, Lampinen et al. [65] discover that users apply a range of preventive strategies to avoid causing problematic situations for others. In particular, they categorize 4 types of strategies: preventive, corrective, individual, and collaborative. Similarly, Cho and Filippova [20] identify the same types of strategies based on findings from focus-group interviews and online surveys.

In practice, we would expect that individuals would regret many app adoption decisions, when they revisit apps’ privacy practices or suffer from conflicts with their friends [34].

Finally, outside the context of SNSs, Harkous and Aberer investigate sharing practices on cloud storage platforms involving the access of third-party cloud storage apps to users’ data repositories by conducting measurements and user studies [45].

In aggregate, most of these studies investigate different ways of resolving privacy conflicts that arise from interdependent privacy issues in social networks. However, we are unaware of any research
that directly explores MPCs in the context of social app adoption. Our research provides insights for dealing with such privacy conflicts.

3. CONJOINT ANALYSIS TO DETERMINE PRIVACY VALUE

3.1 Design of Choice-based Conjoint Study

Conjoint analysis is a general approach for analyzing consumer preferences for multi-attribute products and services \[37\]. In a conjoint analysis study, it is often assumed that consumers view a product as a bundle of certain features (attributes), which have different values (levels) \[36\]. Through testing and analyzing individuals' preferences for multiple versions of a product (profiles), researchers are able to decompose the overall utilities of different product versions, and hence understand the role which each attribute plays in individuals' decision-making \[35\].

Applying the methodology of conjoint analysis to our context, we assume users view a third-party app as a combination of multiple app features. For example, if “information an app collects about a user's friends” constitutes an attribute of an app, the respective levels will be what or how much of friends' information is collected. Through analysis of how individuals evaluate versions of an app, we are able to infer how each factor, particularly revealing friends' personal information, affects a user’s decision of adopting an app.

3.1.1 Determination of Apps’ Attributes and Levels

Through conducting 18 semi-structured interviews with app users, we identified in our previous work \[83\] four attributes that are most frequently regarded as relevant to the choice of third-party apps. In addition, the interview results also helped to determine levels of these four app attributes. To allow for a direct comparison of results, we applied these insights also to the current context. In other words, we used the same app attributes and levels \[83\] which are summarized in Table 1.

3.1.2 Selection of Conjoint Analysis Method

There are two popular ways to conduct conjoint analyses: full-profile conjoint analysis and choice-based conjoint analysis. Typically, in a full-profile conjoint study, participants are asked to rank several versions of a product which differ regarding multiple attributes (see an example in Appendix A). Considering that each attribute has multiple levels, ranking even a small number of product versions represents a very high cognitive challenge to respondents \[36\]. Therefore, as is demonstrated in our previous research \[81\] \[83\], full-profile conjoint analysis studies include a non-trivial share of participant responses with low quality.

To address this problem, we decided to apply the methodology of choice-based conjoint analysis. In a choice-based conjoint study, respondents are asked to choose an alternative from a small set (normally 2 or 3) of profiles (choice set) \[25\] (see Figure 1). Participants then repeat this task for a limited number of choice sets, thereby providing adequate data for analysis. As a result, compared with full-profile conjoint analysis, the choice-based method poses less cognitive challenges to participants. We expect that by choosing this approach, we can obtain significantly higher quality responses.

3.1.3 Selection of App Profiles

We next discuss how to determine the number of choice sets to be included in the study. While there is no clear guidance on this issue, prior studies indicate that respondents are capable of managing 17 choice sets without problems \[8\], and a study on the commercial use of conjoint analysis reported a median value of 16 choice sets in typical conjoint study designs \[113\]. Based on these results, we included 16 choice sets in our study. Note here, in order to check for consistency of participants’ responses, we set two choice sets to be the same. Therefore, our study included 15 distinct choice sets.

We adapted R code provided by Burda and Teuteberg \[13\] to create choice scenarios (choice sets) in our study. Specifically, with the help of the Algorithmic Experimental Design R package \[110\], we calculated a fractional factorial design from our full factorial design \((2 \times 2 \times 3 \times 3 = 36\) stimuli) by following a 5-step procedure described in \[4\]. Using this method, we derived a design including 15 different app profiles which were randomly combined to form the choice sets. In addition, in order to make the scenario more realistic, we also introduced the “no choice” option in each choice set. Therefore, we generated 15 different choice sets, with each of them including two app profiles and one “no choice” option.

3.1.4 Estimation of Conjoint Model

Hierarchical Bayes (HB) estimation takes into consideration that individuals have heterogeneous preferences for product-specific attributes and is generally preferred for analyzing choice-based conjoint models \[88\]. Without treating all individuals alike, the HB method allows not only for estimating a conjoint model on an aggregate level, but also for calculating parameter estimates associated with specific individuals, i.e., individual-level part-worth utilities. We further utilize the R package Bayesm \[87\] to conduct the HB estimation and to analyze our choice-based conjoint model.

3.2 Design of Survey Experiment

3.2.1 Treatments

Prior research indicates that individuals behave differently when anonymity is preserved than under circumstances with full information; in this case, identifiability and observability. We reviewed this literature in the related work section, but briefly summarize several results here. For example, by comparing results of F2F bargaining and anonymous bargaining in a classic behavioral experiment that aims to understand how agents cooperate with each other, Radner and Schotter find that F2F bargaining captured a higher percentage of gains from trade than anonymous bargaining \[85\]. Similarly, in another pair of comparative experiments, Roth and Malouf observe fewer equal splits and more disagreements in anonymous bargaining than in the F2F setting \[90\]. Interpreting these results, Siegel and Fouraker acknowledge that small differences in the social environment (such as the provisioning of anonymous communications) might lead to a large divergence in behavior \[92\]. Therefore, they argue that social variables, in particular anonymity, should either be systematically studied or controlled in behavioral experiments \[93\].

Applied to our context, we conjecture that anonymity plays a significant role in individuals’ valuations of interdependent privacy. More specifically, we argue that app users will valuate their friends’ information comparatively lower when they believe sharing friends’ information with apps is anonymous compared to a full information scenario with observability of actions. In order to empirically investigate such an effect, we introduced the following 2 treatment scenarios regarding sharing anonymity:

1. Friends will not be able to discover who releases their information to apps (anonymous sharing).

2. Friends will be able to discover who releases their information to apps (identifiable sharing).

In addition, previous studies reveal that individuals’ privacy con-
cerns are influenced by whether or not information requests are context-relevant [68]. For example, Wang et al. [108] discover that while app users are typically unconcerned about giving away birthday information to a calendar app, they become uncomfortable when the app wants to collect information that is unrelated to the app’s stated purpose. Motivated by the theory of contextual integrity [68] and the aforementioned empirical results, we also aim to explore how app data collection context impacts the value which app users place on their friends’ information.

To this end, similar to how we account for sharing anonymity, we introduced the following 2 treatment scenarios regarding context relevance:

1. The information the app collects about user’s friends is not useful for app’s functionality (irrelevant context).
2. The information the app collects about user’s friends is useful for app’s functionality (relevant context).

To sum up, we included a total of 4 treatment conditions (2 sharing anonymity × 2 context relevance) in our study. We then randomly placed participants in one of the 4 treatments, which was then introduced as part of the task instructions. In addition, we displayed a short version of the instructions with the treatment conditions above each choice-based conjoint analysis question.

### 3.2.2 Procedure

After consenting to take part in the study, participants were randomly placed into one of the 4 treatments, and were provided with task instructions, where we offered definitions of app attributes and their corresponding levels. Next, they were presented with 16 questions (see Figure 1 for the app choice interface), which corresponded to the 16 choice sets in the conjoint analysis study. In each question, they were required to select their favorite alternative from two app versions and a “no choice” option. When participants selected a “no choice” option, it indicated that neither of the two provided app versions were preferred by them. Note here, in order to ensure that definitions of app attributes and levels were well conveyed to participants, we allowed them to revisit the instruction page during each app choice task.

After participants finished all 16 questions regarding their preferred choice of app profiles, they were asked to answer several demographic questions. In addition, since our paper aims not only to quantify the value of interdependent privacy and its dependency on sharing anonymity, but also to build a model to explain app users' privacy evaluation process, we also measured perceptual variables regarding users’ privacy related attributes, beliefs and experiences (see details in later sections).

### 3.2.3 Recruitment and Ethical Considerations

We recruited participants from Amazon Mechanical Turk, a recruitment source that is popular for conducting online user experiments [35]. We restricted participation to Turkers who had completed over 50 Human Intelligence Tasks (HITs) with a HIT approval rating of 97% or better, as well as those who had United States IP addresses. In addition, eligible participants should have previously installed at least one app on their social network sites, so that they were familiar with the scenario setting of our study. We paid $1.50 to each participant after they completed the task.

Our study followed a protocol reviewed and approved by the IRB of the Pennsylvania State University. In addition, our survey-based investigation did not raise any significant ethical issues since it was a standard consumer study with an established study methodology and hypothetical choice situations, and it did not involve any deception.

### 3.3 Results of Choice-based Conjoint Study

#### 3.3.1 Participant Data

Our survey study was conducted in September 2016. We collected a total of 1007 responses. After filtering out data based on conditions such as whether participants are US citizens, whether responses pass the check conditions implemented in the survey, and whether responses result in privacy values that are not outliers, our final sample included responses of 931 participants for data analysis. By comparing percentages of low quality responses between the current study and our prior work [83], we believe that for some responses, utilities associated with “$1.99” and “$0.00” are identical or nearly identical, which indicates zero or approaching zero utility change associated with per-dollar change. In this case, dollar equivalents for level changes in other attributes are either not determinable or abnormally large. Therefore, we did not include such responses in our analysis.

---

<table>
<thead>
<tr>
<th>Attributes</th>
<th>Attribute Descriptions</th>
<th>Attribute Levels</th>
</tr>
</thead>
<tbody>
<tr>
<td>Price</td>
<td>Price of the app</td>
<td>$0.00: The app is free</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$1.99: The app costs $1.99</td>
</tr>
<tr>
<td>Network</td>
<td>Percentage of a user’s friends who installed the app</td>
<td>5%: 5% of a user’s friends have installed the app</td>
</tr>
<tr>
<td>Popularity</td>
<td></td>
<td>25%: 25% of a user’s friends have installed the app</td>
</tr>
<tr>
<td>Own Privacy</td>
<td>Information the app collects about a user</td>
<td>None: The app does not collect any information about a user</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Basic profile: The app collects a user’s name, profile picture, gender, user ID, and any other information the user made public on his/her profile</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Full profile: The app collects a user’s Basic Profiles, and in addition the user’s valuable information, such as email address, birthday, photos, and location information</td>
</tr>
<tr>
<td>Friends’ Privacy</td>
<td>Information the app collects about a user’s friends</td>
<td>None: The app does not collect any information about a user’s friends</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Basic profile: The app collects a user’s friends’ names, profile pictures, genders, user IDs, and any other information friends made public on their profiles</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Full profile: The app collects a user’s friends’ Basic Profiles, and in addition friends’ valuable information, such as email addresses, birthdays, photos, and location information</td>
</tr>
</tbody>
</table>

Table 1: Summary of attributes and levels
the choice-based conjoint method in our study has improved data quality by about 20%.

Of the 931 participants, 47.6% are male and 52.4% are female. In addition, our sample covers a wide range of age categories and education levels, ranging from 18 to over 50, and ranging from less than high school to higher education degrees such as master and PhD, respectively. In terms of income level, our participants have yearly incomes that range from less than $25,000 to more than $100,000, with a majority of them falling into the categories below $50,000.

Among the 931 participants, 234 were assigned to T1 (anonymous sharing & irrelevant context), 230 were assigned to T2 (identifiable sharing & irrelevant context), 239 were assigned to T3 (anonymous sharing & relevant context), and the remaining 228 were assigned to T4 (identifiable sharing & relevant context). Chi-square tests indicate that these four sample groups do not significantly differ regarding the demographic measures described above.

3.3.2 Estimations of Privacy Values

In this section, we first describe goodness-of-fit of the estimated conjoint model. Then, we show how to use the estimated model parameters to quantify privacy valuations. Note here, following the practice in Burda and Teuteberg [13], we did not use "no choice" data, i.e., "None of them" responses during the app choice tasks, to analyze the model.

We conducted two tests to assess goodness-of-fit of the estimated model. A likelihood ratio (LR) test was first performed to measure how well the model and its estimated parameters perform compared with having no model [104]. The test indicated that all the four estimated models (one model for each treatment condition) are statistically valid ($p < 0.001$ for all models), i.e., the null hypothesis that the estimated model and zero model are equal can be rejected. In addition, to assess the validity of our model, we calculated the hit rate by identifying the alternative with the highest probability in all 15 choice sets for each participant [104]. Each of the four models has a hit rate of more than 90%, demonstrating all these four models are well-fitted.

Next, we calculated dollar values for privacy following the approach described by Krasnova et al. [62]. Conjoint analysis allows us to calculate individual and aggregated part-worths (utilities), which denote the attractiveness of a specific attribute level. Based on the part-worths, we calculated utility changes between various attribute levels as well as corresponding dollar values for each attribute level change (see details in Appendix B). We show these results in Table 2 where the “Utility Change” column indicates aggregated utility changes, while the “Dollar Values” column displays averages of dollar values perceived by individuals.

From Table 2, we can access the dollar values which individuals place on different dimensions of own information and of friends’ information. For example, we notice that in the scenario where sharing friends’ information is anonymous and where such information is irrelevant to app’s functionality (T1), individuals value their friends’ basic information (corresponding to friends’ privacy level change from “None” to “Basic profile”) at $0.55, friends’ valuable information (referring to friends’ privacy level change from “Basic profile” to “Full profile”) at $2.36, and friends’ full profile information (matching friends’ privacy level change from “None” to “Full profile”) at $3.33.

We also observed from Table 2 that in most cases, dollar values which individuals place on their friends’ information are slightly larger compared to their valuation of their own information. At the first glance, this observation might be counter-intuitive. However, friends’ privacy value reported here is the dollar value that an individual places on the information of all of his/her friends. Considering that our participants self-reported to have on average 263 friends on their preferred SNS, this means that the value for a
3.3.3 Effects of Sharing Anonymity and Context Relevance on Privacy Valuation

We conducted a two-way analysis of variance (ANOVA) to investigate both the effects of sharing anonymity and context relevance on personal privacy valuation and interdependent privacy valuation.

Our analysis shows a significant main effect of sharing anonymity on the valuation of friends’ basic information ($F(1, 931) = 11.95, p = 0.001$), friends’ valuable information ($F(1, 931) = 6.33, p = 0.012$), and friends’ full profile information ($F(1, 931) = 5.03, p = 0.025$). More specifically, when sharing friends’ information is anonymous, individuals value their friends’ privacy significantly less than in the scenario where such sharing behavior is identifiable (see Figure 2, Figure 3, and Figure 4). When it comes to the valuation of own personal privacy, we fail to detect a significant impact of sharing anonymity.

In addition, we tested for any possible interactions between sharing anonymity, as well as context relevance affect the valuation of friends’ basic information ($F(1, 931) = 1.95, p = 0.189$), own valuable information ($F(1, 931) = 0.14, p = 0.708$), or own full profile information ($F(1, 931) = 0.90, p = 0.344$).

As to the condition of context relevance, we find it to significantly affect valuation of interdependent privacy. Individuals place lower values on friends’ basic information ($F(1, 931) = 6.61, p = 0.010$), valuable information ($F(1, 931) = 7.92, p = 0.005$), and full profile information ($F(1, 931) = 9.32, p = 0.002$), when they believe that information improves apps’ functionality compared to the alternative scenario (see Figure 2, Figure 3, and Figure 4).

The impact of context relevance regarding the valuation of own valuable data is insignificant ($F(1, 931) = 0.15, p = 0.696$); however, we observe that the treatment effect is significant for the value which individuals place on their own basic information ($F(1, 931) = 3.86, p = 0.050$) and full profile information ($F(1, 931) = 7.17, p = 0.008$). This might indicate that the condition of context relevance, even though only information is given to the individual about the relevance of app’s usage of friends’ personal information, has a partial spillover effect on the valuation of their own privacy.

In addition, we tested for any possible interactions between sharing anonymity and context relevance on privacy valuation. However, such effects do not exist for either own privacy valuation or interdependent privacy valuation.

### Table 2: Utility change and monetary value of change

<table>
<thead>
<tr>
<th>Attributes</th>
<th>Level Change</th>
<th>Utility Change</th>
<th>Dollar Value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>T1</td>
<td>T2</td>
<td>T3</td>
</tr>
<tr>
<td>Price</td>
<td>$0.00 ⇒ $1.99</td>
<td>-3.43</td>
<td>-3.60</td>
</tr>
<tr>
<td>Own Privacy</td>
<td>None ⇒ Basic profile</td>
<td>-0.35</td>
<td>0.24</td>
</tr>
<tr>
<td></td>
<td>Basic profile ⇒ Full profile</td>
<td>-3.69</td>
<td>-2.73</td>
</tr>
<tr>
<td></td>
<td>None ⇒ Full profile</td>
<td>-4.04</td>
<td>-2.48</td>
</tr>
<tr>
<td>Friends’ Privacy</td>
<td>None ⇒ Basic profile</td>
<td>-0.60</td>
<td>-1.31</td>
</tr>
<tr>
<td></td>
<td>Basic profile ⇒ Full profile</td>
<td>-3.37</td>
<td>-2.33</td>
</tr>
<tr>
<td></td>
<td>None ⇒ Full profile</td>
<td>-3.97</td>
<td>-3.64</td>
</tr>
</tbody>
</table>

When it comes to the valuation of own personal privacy, we fail to detect a significant impact of sharing anonymity. In other words, the condition as to whether or not sharing friends’ information is anonymous does not affect how individuals value their own basic information ($F(1, 931) = 1.72, p = 0.189$), own valuable information ($F(1, 931) = 0.14, p = 0.708$), or own full profile information ($F(1, 931) = 0.90, p = 0.344$).

As to the condition of context relevance, we find it to significantly affect valuation of interdependent privacy. Individuals place lower values on friends’ basic information ($F(1, 931) = 6.61, p = 0.010$), valuable information ($F(1, 931) = 7.92, p = 0.005$), and full profile information ($F(1, 931) = 9.32, p = 0.002$), when they believe that information improves apps’ functionality compared to the alternative scenario (see Figure 2, Figure 3, and Figure 4).

The impact of context relevance regarding the valuation of own valuable data is insignificant ($F(1, 931) = 0.15, p = 0.696$); however, we observe that the treatment effect is significant for the value which individuals place on their own basic information ($F(1, 931) = 3.86, p = 0.050$) and full profile information ($F(1, 931) = 7.17, p = 0.008$). This might indicate that the condition of context relevance, even though only information is given to the individual about the relevance of app’s usage of friends’ personal information, has a partial spillover effect on the valuation of their own privacy.

In addition, we tested for any possible interactions between sharing anonymity and context relevance on privacy valuation. However, such effects do not exist for either own privacy valuation or interdependent privacy valuation.

### Figure 2: Effects of sharing anonymity and context relevance on valuation of friends’ basic information

When it comes to the valuation of own personal privacy, we fail to detect a significant impact of sharing anonymity. In other words, the condition as to whether or not sharing friends’ information is anonymous does not affect how individuals value their own basic information ($F(1, 931) = 1.72, p = 0.189$), own valuable information ($F(1, 931) = 0.14, p = 0.708$), or own full profile information ($F(1, 931) = 0.90, p = 0.344$).

As to the condition of context relevance, we find it to significantly affect valuation of interdependent privacy. Individuals place lower values on friends’ basic information ($F(1, 931) = 6.61, p = 0.010$), valuable information ($F(1, 931) = 7.92, p = 0.005$), and full profile information ($F(1, 931) = 9.32, p = 0.002$), when they believe that information improves apps’ functionality compared to the alternative scenario (see Figure 2, Figure 3, and Figure 4).

The impact of context relevance regarding the valuation of own valuable data is insignificant ($F(1, 931) = 0.15, p = 0.696$); however, we observe that the treatment effect is significant for the value which individuals place on their own basic information ($F(1, 931) = 3.86, p = 0.050$) and full profile information ($F(1, 931) = 7.17, p = 0.008$). This might indicate that the condition of context relevance, even though only information is given to the individual about the relevance of app’s usage of friends’ personal information, has a partial spillover effect on the valuation of their own privacy.

In addition, we tested for any possible interactions between sharing anonymity and context relevance on privacy valuation. However, such effects do not exist for either own privacy valuation or interdependent privacy valuation.

### Figure 3: Effects of sharing anonymity and context relevance on valuation of friends’ valuable information

The impact of context relevance regarding the valuation of own valuable data is insignificant ($F(1, 931) = 0.15, p = 0.696$); however, we observe that the treatment effect is significant for the value which individuals place on their own basic information ($F(1, 931) = 3.86, p = 0.050$) and full profile information ($F(1, 931) = 7.17, p = 0.008$). This might indicate that the condition of context relevance, even though only information is given to the individual about the relevance of app’s usage of friends’ personal information, has a partial spillover effect on the valuation of their own privacy.

In addition, we tested for any possible interactions between sharing anonymity and context relevance on privacy valuation. However, such effects do not exist for either own privacy valuation or interdependent privacy valuation.

### 4. Investigation of Determinants of Privacy Value with SEM

By applying choice-based conjoint analysis, we quantified the dollar values which app users place on their own and friends’ privacy. We next aim to position the conjoint study results in an SEM model to investigate what drives the valuation of personal and interdependent privacy.

More specifically, we seek to understand how factors such as different dimensions of privacy concerns, their antecedents, sharing anonymity, as well as context relevance affect the valuations of app users’ own and their friends’ information.
In this section, we first identify factors that affect users’ valuations of privacy based on the existing literature. We next build an SEM model to examine relationships between these identified factors and the measured privacy valuations.

4.1 Hypotheses and Research Model

When individuals provide their information to other parties, a social contract, which is generally understood as the expectation that these parties will manage personal information properly [77], is formed [10]. If individuals believe their personal information has been misused, they may consider such an implied contract breached [77, 23], and hence lower their trust assessment associated with the involved parties. In addition, prior research shows that in the electronic commerce context, an online consumer’s privacy being intruded by a single online company could lead to the perception of information misuse by the entire community of online sellers [28]. In particular, individuals who have been exposed to or have been the victim of personal information abuses could be more aware of what actions other parties could take to invade privacy [2]. Such awareness might in turn lead to the reduction of their trust in online companies. Applying this to our context, we argue that the more past privacy invasion experiences individuals have, the less likely they are to trust apps’ practices to protect their privacy. Therefore, we hypothesize:

**Hypothesis 1:** There is a negative relationship between individuals’ past privacy invasion experiences and their trust in apps’ data practices.

Previous studies demonstrate trust can enhance the evaluation of benefits, and can mitigate privacy concerns [74]. In particular, Hoffman et al. [47] argue that in the setting of online commerce, trust creates positive attitudes toward Web retailers. More specifically, trust refers to individuals’ feelings that they will gain the benefits they expect without suffering negative consequences [74]. In this manner, we believe that app users who trust apps’ data practices are less likely to be concerned when releasing their own personal information to apps. Hence, we make the following hypothesis:

**Hypothesis 2:** There is a negative association between individuals’ trust in apps’ practices and their concerns for own information privacy.

Disposition to value privacy is a personality attribute reflecting an individual’s inherent need (or general tendencies) to manage personal information space [115]. Therefore, as opposed to individuals who tend to be more open regarding the sharing of their personal information, individuals with a higher disposition to value privacy will also express a higher level of concern when disclosing their own personal information to others. Hence, we argue:

**Hypothesis 3:** Individuals’ dispositions to value privacy are positively related to their concerns for own information privacy.

Empirical evidence in numerous studies reveals that control is one of the key factors that affects privacy concerns [27, 77]. For example, it has been found that individuals’ perceptions of control over dissemination of personal information are negatively related to privacy concerns [66, 114]. Additionally, research has provided evidence that, in general, individuals will have fewer privacy concerns when they believe they can control the release and dissemination of their personal information [100, 65]. To confirm these findings, we also make the following hypothesis:

**Hypothesis 4:** Individuals’ perceived privacy control is negatively associated with their concerns for own information privacy.

Prior research shows that receiving negative news reports regarding privacy, such as stories about the gathering and misusing of personal information, contributes to individuals’ privacy concerns [70]. Therefore, we argue that the more knowledge about privacy an individual has, the higher the level of concerns he/she will express over both own and friends’ privacy. Hence, we hypothesize:

**Hypothesis 5:** Privacy knowledge is positively related to individuals’ concerns for their own information privacy.

**Hypothesis 6:** Privacy knowledge is positively related to individuals’ concerns for their friends’ information privacy.

Experimental results provide substantial evidence for the existence of other-regarding preferences [22, 98]. In a nutshell, the theory of other-regarding preferences indicates that individuals are not purely selfish, but rather care about others’ well being. However, they differ in the extent to which they care about others, which can be determined by measuring the strength of their other-regarding preferences. Applying this theory to our context, we believe individuals who have higher other-regarding preferences express higher levels of privacy concerns over their friends’ information. Hence, we argue:

**Hypothesis 7:** Individuals’ other-regarding preferences are positively related to their concerns for friends’ information privacy.

In addition, it is reasonable to assume that while keeping other factors constant, more privacy-concerned individuals exhibit higher privacy valuations (as measured in the conjoint study). It follows that we hypothesize:

**Hypothesis 8:** Individuals’ concerns for their own information privacy are positively associated with the perceived monetary value of their own information.

**Hypothesis 9:** Individuals’ concerns for friends’ information privacy are positively associated with the perceived monetary value of their friends’ information.

Recall that in the conjoint analysis study, we introduced four treatment conditions manipulating whether disclosure of friends’ information is anonymous (sharing anonymity), and whether friends’ information is necessary for apps’ functionality (context relevance).
The conjoint analysis results show that both sharing anonymity and context relevance impact the value which app users place on their friends’ information. When it comes to the valuation of own information, we detect a (partial) significant spill-over effect of context relevance, but not for sharing anonymity.

Here, we integrate these effects in the SEM model not only for building a more comprehensive model of privacy valuation, but also for providing an additional method to examine significances of these effects. Therefore, we assume:

**Hypothesis 10**: Under the condition of anonymous sharing, individuals place lower monetary values on their friends’ information compared with identified sharing.

**Hypothesis 11**: Under the condition of anonymous sharing, individuals place lower monetary values on their own information compared with identified sharing.

**Hypothesis 12**: Under the condition of context-relevant data collection, individuals place lower monetary values on their friends’ information compared with context-irrelevant data collection.

**Hypothesis 13**: Under the condition of context-relevant data collection, individuals place lower monetary values on their own information compared with context-irrelevant data collection.

We present the research model, which is based on H1 ∼ H13, in Figure 5.

### 4.1.1 Measurement Scale Development

To the extent possible, we adapted measurement scales for the main constructs in this study from prior research to fit the app adoption context.

Adapting from Smith et al. [95], 4 questions were used to assess past privacy invasion experiences. Trust in apps was measured by a shortened 4-item version of trust measures from Fogel and Nehmad [33], Krasnova and Veltri [63], and Dwyer et al. [29]. To measure privacy knowledge, we used 4 items derived from Park et al. [73]. Disposition to value privacy and perceived control were measured based on the 3-item scale and 4-item scale developed in [115], respectively. With respect to other-regarding preferences, we applied 5 items modified from the actively caring scale in [86]. When it comes to privacy concern, four items derived from [95] are used to assess privacy concerns for one’s own information. A similar set of 4 questions, which was also derived from [95], was applied to measure individuals’ concern for friends’ privacy. All items were measured on a Likert-type scale with 1 = strongly disagree to 5 = strongly agree. The exact questions are provided in Appendix C.

In the conjoint analysis study, we measured three dimensions of privacy value: value of basic information, value of valuable information, and value of full profile information. Since the full profile information includes both basic and valuable information, we limit our model to the study of valuation of full profile information. As such, we used the monetary value that individuals place on their own full profile information to represent own privacy valuation in the SEM model. Similarly, the valuation of friends’ privacy in the model is represented by the dollar value of friends’ full profile information.

In addition, sharing anonymity and context relevance in the SEM model correspond to the treatment scenarios we set in the conjoint analysis survey. For example, a value of 1 of sharing anonymity indicates that sharing friends’ information cannot be identified, and a value of 1 of context relevance signifies that friends’ information collected by an app improves apps’ functionality.

### 4.1.2 Evaluation of the Measurement Model

The measurement model is evaluated in terms of both convergent validity and discriminant validity. Convergent validity measures the degree to which different attempts to measure the same construct agree [21]. Two tests are conducted to determine the convergent validity of the scales: Cronbach’s alpha and composite reliability of constructs. We present the test results in Table 3.

Figure 5: SEM explaining privacy valuation
is shown in Table 3, the Cronbach’s α values for all scales are larger than 0.7; an indication of adequateness proposed by Nunnally [71]. In addition, composite reliabilities of our constructs exceed Nunnally’s [71] criterion of 0.7. Both of these tests support the convergent validity of our measurement model.

Discriminant validity evaluates to which degree measures of different constructs are distinct from each other [14]. Discriminant validity is achieved when the square root of the variance shared between a construct and any other constructs in the model is less than the square roots of shared variance, i.e., diagonal elements, indicating our model fulfills the requirements of discriminant validity.

In addition, we also conduct confirmatory factor analysis to provide an additional method to assess our measurement model. Specifically, Mean Square Error of Approximation (RMSEA) value and Comparative Fit Index (CFI) are used here. A RMSEA value of 0.06 or less, or a CFI value of 0.90 or greater indicates the model fit is acceptable [53]. Our measurement model has RMSEA = 0.04 and CFI = 0.93; further indicating that our measurement model is of high quality.

4.1.3 Evaluation of the Path Model
We first discuss goodness-of-fit data of the model. In SEM, the chi-square test is a frequently reported descriptive measure of fit. Usually, a chi-square test with a p−value exceeding 0.05 demonstrates a model is a good fit (i.e., significance might indicate a bad fit) [6]. Due to chi-square tests’ sensitiveness to sample size, other goodness-of-fit criteria, i.e., RMSEA and CFI, are also used [50]. The goodness-of-fit data of our model is $\chi^2(579) = 1841.89$, $p = 0.00; RMSEA = 0.05$; and $CFI = 0.93$. Despite the significant result of the chi-square test, which is sensitive to sample size, the RMSEA value and CFI together indicate that our model fit is acceptable.

We next test $H_1 \sim H_{13}$, which should be evaluated based on the sign and statistical significance (assessed by z-test) for corresponding paths in the model. We show the test results in Figure 5.

Our results support most of the associations we hypothesized. Individuals’ past privacy invasion experiences are found to be significantly and negatively associated with their trust in apps’ data practices ($H_1$ is supported), which in turn has a significant and negative impact on concerns for own personal privacy ($H_2$ is supported). In support of $H_3$ and $H_4$, the positive relationship between individuals’ disposition to value privacy and concerns for own privacy, and the negative association between individuals’ perceived control and own privacy concerns, are both found to be significant. In addition, individuals’ privacy knowledge is found to significantly impact concerns for both personal and friends’ information privacy ($H_5$ and $H_6$ are supported). Further, the proposed impact of other-regarding preferences on concerns towards friends’ information privacy is also significant ($H_7$ is supported).

When it comes to the relationship between privacy concerns and monetary value of personal privacy, we do not find such an association which is statistically significant ($H_8$ is not supported). In contrast, we observe a significant effect explaining the relationship between concerns for others’ privacy and the valuation of friends’ information ($H_9$ is supported).

$H_{10} \sim H_{13}$ postulate the impacts of treatment conditions (sharing anonymity and context relevance) on privacy valuation. In support of $H_{12}$ and $H_{13}$, the negative impact of context relevance on both own privacy valuation and valuation towards friends’ information are found to be significant. In addition, sharing anonymity is also significantly and negatively associated with the value which individuals place on their friends’ privacy ($H_{10}$ is supported). However, the proposed negative impact of sharing anonymity on how app users valuate their own personal information is insignificant ($H_{11}$ is not supported). These results are in line with the findings we have discussed earlier in the conjoint analysis study.

4.1.4 Discussion of SEM Results
Through conducting an SEM analysis, we explore factors that drive the valuations of own privacy and interdependent privacy. In particular, we examine how conditions such as sharing anonymity and context relevance affect privacy valuations.

Our results suggest that individuals’ interdependent privacy valuations are partly determined by their personal attributes and experiences, which is similar to findings in [67]. For example, through raising privacy concerns for friends’ information, app users’ inherent other-regarding preferences play an important role in shaping how they value others’ privacy. Similarly, through the mediation of concerns towards friends’ privacy, privacy knowledge impacts the values which app users place on friends’ information. This indicates that educating app users about practices impacting interdependent privacy might be a viable way to increase their valuation of interdependent privacy.

Our results further demonstrate that individuals’ valuations of their friends’ privacy can also be influenced by environmental settings. In particular, the value of interdependent privacy is found to be sensitive to the treatment regarding anonymity. It appears that when individuals believe their actions of disclosing friends’ information to apps can be identified, they will think twice before taking such actions. Similarly, when friends’ information collected by apps is irrelevant to apps’ stated purposes, individuals will be more reluctant to share such information. Therefore, besides raising individuals’ interdependent privacy concerns, an alternative way to protect
those who might suffer from interdependent privacy is to manipulate exogenous conditions, e.g., by making the sharing of friends’ data identifiable or by informing app users whether data collection is context relevant.

Similar to their concerns about friends’ privacy, users’ concerns towards their own privacy is affected by their personal beliefs and experiences. In particular, we find individuals’ inherent needs to manage personal information space, and beliefs regarding whether or not they are able to control privacy influence how concerned they are about their personal privacy.

When it comes to users’ valuation of personal privacy, our results suggest that the condition as to whether friends’ information collected by an app is relevant to the app’s functionality also has a significant impact. Given that context relevance does not differ in terms of apps’ practices of accessing users’ own personal information (as per the experimental instructions), this suggests a spillover effect. In other words, individuals might believe that their own information also contributes to app’s functionality when they know this is the case for friends’ information.

Although the empirical results provide overall support for the research model, they also reveal a few unexpected relationships that are inconsistent with what we have hypothesized. Specifically, the proposed positive associations between privacy concern for personal information and the perceived value of such information is not confirmed. This seemingly counter-intuitive result might be attributed to the nature of conjoint analysis. As discussed earlier, conjoint analysis is a method to uncover the hidden rules individuals apply to make trade-off decisions over different attributes. Applied to our context, the results we derive from conjoint analysis study are reflections of trade-offs participants make among app attributes, which include both personal privacy and friends’ privacy. One thing to note here is that in the conjoint analysis survey, we highlighted treatment scenarios, i.e., 4 conditions regarding sharing anonymity and context relevance, not only during task instructions, but also at the beginning of each conjoint analysis question. Such emphasis might lead our participants to pay more attention to friends’ privacy, and therefore may affect their valuations for own privacy. In this manner, even if users express high privacy concerns for their personal information, it does not necessarily correspond to equally high valuations for such information.

The insignificance of sharing anonymity in reducing users’ perceived value of their own information makes sense since we would not expect a spillover effect in this case. As individuals in our study setup know that they are sharing their own information, the condition of sharing anonymity would not play a role in app users’ valuation of their own privacy. (Of course, in practice users may not always pay attention to privacy conditions associated with an adoption decision, or may not fully understand these terms as they are often presented in user-unfriendly ways.)

5. DISCUSSION

In this section, we present the emerging themes and practical design implications of our study. In addition, we also offer policy suggestions that are motivated by our research findings.

5.1 Implications for Privacy by Redesign

Our study contributes to a better understanding of individuals’ perceptions, knowledge and preferences regarding interdependent privacy, thereby yielding implications for the “privacy by redesign” debate.

5.1.1 Design to inform about data sharing anonymity

Our results highlight that informing individuals about whether or not sharing friends’ information with apps is anonymous affects how they value interdependent privacy. Given that, a viable way to protect friends’ privacy is not only to make such information sharable observable, but also to inform app users that the behavior of sharing friends’ data is identifiable. For example, concrete mechanisms should be proposed so that when individuals share their friends’ data, their friends will be notified about these sharing behaviors, or at least can access a permanent and easily accessible record of such actions (e.g., see the logging mechanism for mobile app behaviors proposed in Petracca et al. [76]). In addition, apps’ authorization dialogues can be appropriately modified, so that they convey the information to app users that sharing friends’ information will be later discoverable by friends.

We are cautiously optimistic that platform providers would be inclined to assist users in limiting the unwanted flow of information to an outside party, i.e., app developers. While a platform provider like Facebook benefits from business relationships with third-party developers (like Zynga), it should be cautious about bulk data transfers of their most valuable asset, i.e., user data. As the notification interfaces and authorization dialogues are provided by the platform, we see potential for improvements and limits to bulk data sharing.

5.1.2 Design to reflect data collection relevance

Research has proven that presenting privacy information in a clearer fashion to users, when they are making adoption decisions, can assist users in choosing less privacy-invasive apps [61, 107]. Our study demonstrates that data collection context affects how users value their friends’ information. Therefore, in order to help app users make well-informed decisions, it would be useful to revise apps’ privacy notice dialogues so that they explicitly inform users whether an app’s practice of collecting data is necessary for an app’s functionality. The input for such dialogues can stem from technical approaches which reverse-engineer apps to infer their usage of requested information [32].

5.1.3 Design to control flow of friends’ information

Our work indicates that app users are privacy egoists [61] not only in that they place on average less than a few cents on full profile information of a single friend, but also due to the fact that they are eager to reveal friends’ data when they believe such disclosure behaviors result in better app performance. As such, relying on individuals themselves to protect friends’ privacy is likely not adequate. Therefore, affected friends of app users should be involved more directly in the decision-making process. For example, designs that enable mutual agreements regarding sharing others’ data, e.g., reciprocal designs that allow a user to share others’ information if and only if he/she also lets others to share his/her information, should be implemented. Alternatively, we can also introduce easy-to-use mechanisms that empower affected individuals to unilaterally decide whether or not to allow their information to be shared by others.

5.2 Insights into Privacy Policy Discussions

Our study also contributes to policy discussions on app privacy, particularly on the problem of interdependent privacy.

5.2.1 Emphasize the role of government interventions

The central aspect of the problem of interdependent privacy is the existence of negative externalities, i.e., those who install apps that
collect personal information of friends do not directly suffer from interdependent privacy harms. Similar to what economists generally suggest to deal with negative externalities [29], regulatory interventions should be put in place to deal with the problem space of interdependent privacy (including social app adoption scenarios). For example, policies or laws (e.g., privacy baseline regulations [108]) need to be introduced to rigorously limit apps’ practice of collecting friends’ data in bulk.

In addition, as aforementioned, it is not adequate to rely on app users to protect their friends’ privacy since app users are often privacy egoists. This further emphasizes the importance of government intervention to address the issue of interdependent privacy.

5.2.2 Promote education on privacy

Our work confirms that privacy knowledge impacts the values which app users place on friends’ information. This indicates that educating app users about practices impacting interdependent privacy might be a viable way to increase their valuation of interdependent privacy. Therefore, policy makers should consider introducing policies which integrate privacy in educational programs. We have previously tested the introduction of relatively advanced measurement methodologies for online tracking in the context of an educational program with overall positive results [69].

6. CONCLUSIONS

To the best of our knowledge, this paper is one of the first formal studies to investigate the impact of anonymity on privacy decision-making and, in particular, on the valuation of interdependent privacy. Through conducting a choice-based conjoint analysis study with different treatment scenarios, we quantify the economic value app users place on both their own and friends’ information, and also examine the impact of treatment conditions on privacy valuation. We also built and estimated an SEM model to explore how factors such as individuals’ personal beliefs, attributes, experiences, as well as environmental factors, i.e., sharing anonymity and context relevance, contribute to individuals’ perceived value of both personal and friends’ privacy. Our research findings yield valuable insights, such as implications for the redesign of apps’ privacy notice and permission dialogues, as well as suggestions to introduce new privacy polices, for better addressing individuals’ own and their friends’ privacy preferences.

Several limitations should be considered. In the conjoint analysis survey, we make the treatment scenarios salient by not only emphasizing them during task instructions, but also highlighting them in each conjoint choice question. Given that these treatment scenarios are highly related to the collection of friends’ information, this implementation may give additional emphasis to the importance of interdependent privacy, and thereby reduce the perceived importance of personal privacy. Therefore, the low valuations for the data of individual friends are particularly notable. Nevertheless, one should proceed with care when comparing the absolute values for personal privacy and friends’ privacy, and we recommend to use the results across the slightly different settings and methodologies in our related works as a joint basis for evaluations [81][83][82].

In addition, in our conjoint analysis study, the choice of an app is still at a hypothetical level, where participants did not really “gamble with their own money”. Therefore, compared with real world scenarios where real costs can be incurred, the monetary value which participants put on others’ data might be overestimated in the current study. However, given that even in the hypothetical scenario where individuals could show themselves from a desirable side at no cost, they prefer to disclose others’ data when the scenario states they will not suffer directly from such behaviors, the problem of interdependent privacy may stand out even more in real world situations.

Further, we restrict the investigation of interdependent privacy valuation to the scenario of app adoption. However, other contexts, such as data analytics [19], location privacy [72], and genetic privacy [35][109], also emphasize the issue of interdependent privacy. Therefore, it is prudent to also study interdependent privacy valuation in these settings in order to contribute to the generalizability of our findings.
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APPENDIX

A. A TYPICAL TASK IN FULL-PROFILE CONJOINT ANALYSIS STUDY

Figure 6 shows a task participants are expected to complete, if we implement our study by utilizing a full-profile conjoint analysis method [83]. Specifically, in this task, participants are required to rank 9 versions of an app according to their own preferences. Given that these app versions differ in 4 attributes, which further have multiple levels, this full-profile conjoint analysis task represents a higher cognitive challenge compared to the task we used in the current study (see Figure 1).

B. AN EXAMPLE OF CALCULATING MONETARY VALUE OF PRIVACY

Following the practice in Krasnova et al. [62], we calculate privacy valuations based on utility associated with each attribute level. For example, consider Table 4, which lists the utilities a person has for each attribute level. We can then calculate the monetary value that person assigns to friends’ basic information by taking the following four steps:

1. Calculating utility change of price level change from “$1.99” to “$0.00”, which is: 1.63 – (−1.63) = 3.26.

2. Calculating amount of utility change per dollar change, which is 3.26/1.99 = 1.64.

3. Calculating utility change of friends’ privacy level change from “Basic profile” to “None”, which is 0.6 – 0.4 = 0.2.

4. Calculating dollar equivalent for friends’ privacy level change from “Basic profile” to “None”, i.e., dollar value of friends’ basic information, which is 0.2/1.64 = 0.12.

C. SURVEY INSTRUMENTS

Table 5 on the following page, includes the survey instruments that we utilized in our study.
<table>
<thead>
<tr>
<th>Construct</th>
<th>Question wording</th>
</tr>
</thead>
</table>
| **TrustInApp**             | Third-party app developers tell the truth about the collection and use of personal information.  
Third-party app developers can be relied on to keep their promises.  
I trust that third-party app developers will not use users’ information for any irrelevant purposes.  
I can count on third-party app developers to take security measures to protect customers’ personal information from unauthorized disclosure or misuse. |
| **Privacy Knowledge**      | Companies today have the ability to place online advertisements that target you based on information collected about your web browsing behavior.  
When you go to a website, it can collect information about you even if you do not register.  
Popular search engine sites, such as Google, track the sites you come from and go to.  
Many of the most popular third-party apps reveal users’ information to other parties, such as advertising and Internet tracking companies. |
| **PastPrivacy Invasion**   | How often have you personally been victim online of what you felt was an invasion of privacy?  
How often have you personally been victim online of what you felt was an invasion of privacy?  
How often have you noticed others being victims online of what you felt was an invasion of privacy?  
How often have you noticed others being victims offline of what you felt was an invasion of privacy? |
| **Disposition To ValuePrivacy** | Compared to others, I am more sensitive about the way personal information is handled.  
Keeping information private is the most important thing to me.  
Compared to others, I tend to be more concerned about threats to information privacy. |
| **OtherRegarding Preference** | I have recently helped a person with a problem.  
I should go out of my way to help people more often.  
If a member of my “social group” comes to me with a personal problem, I’m willing to listen without being judgmental.  
If a member of my “social group” needs help on a task, I am willing to help even if it causes me some inconvenience.  
I am willing to help a “social group” member I don’t know. |
| **Perceived Control**      | I believe I have control over who can get access to my personal information collected by third-party app developers.  
I think I have control over what my personal information is released by third-party app developers.  
I believe I have control over how my personal information is used by third-party app developers.  
I believe I can control my personal information provided to third-party app developers. |
| **OwnPrivacy Concern**     | It usually bothers me when third-party app developers ask me for personal information.  
When third-party app developers ask me for personal information, I sometimes think twice before providing it.  
It bothers me to give my personal information to so many third-party app developers.  
I’m concerned that third-party app developers are collecting too much personal information about me. |
| **FriendPrivacy Concern**  | It usually bothers me when third-party app developers ask me for my friends’ personal information.  
When third-party app developers ask me for my friends’ personal information, I sometimes think twice before providing it.  
It bothers me to give my friends’ personal information to so many third-party app developers.  
I’m concerned that third-party app developers are collecting too much personal information about my friends. |
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