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Abstract
Testing whether network policies are correctly implemented is critical to ensure a network’s safety, performance and availability. Network operators need to test ensembles of network policies using a combination of native and third-party tools in practice, as indicated by our survey. Unfortunately, existing approaches for running tests for ensembles of network policies on stateful networks face fundamental challenges with respect to correctness and efficiency. Running all tests sequentially is inefficient, while naïvely running tests in parallel may lead to incorrect testing results. In this paper, we propose Mikado, a principled scheduling framework for scheduling tests generated by various (blackbox) tools for ensembles of policies. We make two key contributions: (1) we develop a formal correctness criteria for running tests for ensembles of policies; and (2) we design a provably correct and efficient test scheduling algorithm, based on detecting read-write test conflicts. Mikado is open source and can support a range of policies and testing tools. We show that Mikado can generate correct schedules in real-world scenarios, achieve orders of magnitude reduction on the test running time, and schedule tests for thousands of network policies in large networks with 1000+ nodes within minutes.

1 Introduction
Network policies, such as reachability (Can A talk to B?) and dynamic service chaining [14], are implemented via complex network configurations. Testing whether these policies are correctly implemented is becoming increasingly important to ensure the security, performance and availability of networks [13, 47, 42, 44, 29, 19].

In recent years, a number of testing techniques have been developed which focus on a variety of network policies, such as ATPG [47], BUZZ [13] and Symnet [42]. Each of these tools can efficiently generate test traces for a single network policy. Our survey indicates, however, that operators have a broad spectrum of policies that the network must implement in practice and thus they need efficient techniques for testing ensembles of network policies. Testing such ensembles of policies involves incorporating multiple third-party testing tools (e.g., ATPG for reachability, Symnet for network function correctness, BUZZ for service chaining) as they may offer complementary capabilities and tradeoffs. Looking forward, with emerging trends such as intent-based networking [7, 28, 23], we expect that the policies and testing tools will increase both in diversity and in number.¹

Unfortunately, testing such ensembles raises fundamental conflicts with respect to efficiency and correctness. Today, operators often run all tests sequentially in the live network, as indicated by our survey. However, this approach cannot scale up to large-size networks that enforce hundreds or even thousands of network policies. On the other hand, running all tests in parallel may produce incorrect testing results due to interference among the tests. For instance, if a firewall enforces a policy A based on connection state, then any test of another policy B that changes the relevant connection state will induce incorrect test results for A when executing the two tests in parallel (See §2 for more examples).

To achieve both correctness and efficiency, we need a principled framework for scheduling such ensembles of test cases. In this respect, strawman solutions such as avoiding specific middleboxes or randomizing the parallelization strategy lead to suboptimal and/or incorrect results; and trivial exhaustive search for optimal schedules may take exponential time. Thus, there are two key challenges in realizing such a framework: 1) how to reason about the correctness of a schedule for ensembles of tests generated by a variety of testing tools; and 2) how to...
efficiently generate optimal schedules for large networks with thousands of nodes and policies.

To this end, we design and implement Mikado, a framework that offers a provably correct and efficient scheduling for tests of ensembles of network policies. As illustrated in Fig. 1, Mikado logically sits between the test generation tools and the network (live or shadow) and is agnostic to the testing tools. Given the test traces for the intended policies, Mikado generates a test schedule that can (near-optimally) reduce the test running time needed to cover those test traces. We note that an alternative design is to generate and schedule test cases in one go. However, given the wide spectrum of network policies, it is unlikely for a single testing tool to support all kinds of policies. Thus, we design Mikado with a blackbox approach to support multiple test generation tools specialized for various policies.

Mikado’s design makes two key contributions. First, we develop a formal model for stateful network testing to reason about the correctness of a schedule of test cases (§4). Second, we use our formal model to detect read-write interference among tests and use an efficient graph coloring heuristic on an interference graph to generate provably correct and near-optimal schedules (§5). We also identify opportunities for optimizing the test running time via a combination of random packet header fuzzing and an iterative refinement technique that reduce the likelihood of interference among test traces (§6).

We evaluate Mikado based on both real and synthetic network topologies and policies (§7). We show that: (1) Mikado can generate correct schedules in real-world scenarios; (2) Mikado achieves orders of magnitude reduction on the test running time for thousands of policies on real network topologies; (3) Mikado is scalable to network with 1000+ switches and middlebox and thousands of policies; (4) the proposed extension to reduce interference is both effective and efficient.

2 Motivation

We first describe motivating examples to illustrate the challenges of running tests in stateful networks today. Then we describe our recent survey over network operators, which further confirms these challenges in practice.

2.1 Motivating Examples

Multi-stage IPS: Fig. 2 shows a multi-stage intrusion prevention deployment which consists of a light-weight IPS (IPS1) and a heavy-weight IPS (IPS2). The network operator wants to enforce a set of policies for each department, where traffic from all departments should be sent to IPS1 but traffic from suspicious hosts labeled by IPS1 (e.g., generating 10 bad connections) is sent to IPS2 for payload signature analysis. The topology of the network is at the bottom of Fig. 2 and the policy ensemble is illustrated on top of Fig. 2, which we call policy graph.

![Figure 1: Mikado overview.](image-url)

![Figure 2: Multi-stage IPS.](image-url)
the IPSI’s counter value reflects the collective connection counts of the traces, not individual ones.

**Stateful Firewall:** In practice, operators use multiple tools to test different policies. We show that running multiple tools may also lead to incorrect results. Consider the stateful firewall example Fig. 3, where the intended policies are to 1) allow an external IP to access internal network after an internal host is connected to that IP, and 2) block external traffic otherwise.

A tester (e.g., BUZZ [13]) aimed at stateful policies may generate a test trace \( \text{trace}_{BUZZ} \) that contains a connection from an internal client \( C_1 \) to an external server \( S \) followed by packets from \( S \) to \( C_1 \). Meanwhile, a network operator may also use tools like ATPG [47] to test basic reachability. ATPG may generate a test traffic trace \( \text{trace}_{ATPG} \) from \( S \) to a client \( C_2 \). However, running the two traces in parallel may produce incorrect testing results: if \( \text{trace}_{ATPG} \) reaches the firewall after the connection has been set up between \( C_1 \) and \( S \) by \( \text{trace}_{BUZZ} \), \( \text{trace}_{ATPG} \) would go through the firewall while it should have been blocked if it was injected alone. This example demonstrates that simple composition of multiple testing tools may not be safe even if one (ATPG in this example) is aimed at stateless policies such as basic reachability.

**Traffic monitoring:** Running multiple tests not only raises false alarms, but can also mask configuration bugs in the network. In Fig. 4, a proxy is used to improve the web performance, and a monitoring system is configured to monitor web traffic. The intended policy is to allow \( \text{.edu} \) web traffic for all internal hosts. However, switch \( S_2 \) is mistakenly configured to block traffic from \( H_2 \).

To test the intended policy, one may run tests that request \( \text{xyz.edu} \) from all hosts. Running the tests in arbitrary order may not uncover the misconfiguration on \( S_2 \). For example, consider a test trace containing requests to \( \text{xyz.edu} \) from host \( H_1 \), and a second trace containing requests to \( \text{xyz.edu} \) from host \( H_2 \). The second trace can uncover the misconfiguration when injected alone to the network, as the request will be blocked by \( S_2 \). However, when injected together with the first trace (or immediately after it), the request from \( H_2 \) may get a response from the proxy, which caches the content from the first test trace, and the bug is not revealed.

**Summary:** We observe key correctness and efficiency challenges in testing an ensemble of policies, and natural strawman solutions face one or both of the challenges. For example, simple isolation heuristics, such as avoiding running tests that access the same middleboxes, will run tests for EE and CS separately for the example in Fig. 2. However, an optimal scheduling can safely run tests from EE and CS together even if they all access IPS1. Exhaustively searching for optimal schedules is not applicable as it takes exponential time and thus incurs prohibitive overhead to the testing workflow.

### 2.2 Survey on Network Testing

To understand the reality of the aforementioned challenges in network testing today, we conducted a survey in Sept. 2017 among subscribers to the North American Network Operators Group. Among all 30 respondents, 4 manage small networks (< 1k hosts), 6 medium networks (1k-10k hosts), 11 large networks (10k-100k hosts), and 9 very large networks (> 100k hosts). Questions and responses can be found in the link [3]. Here we highlight a few key observations.

**Sequential live testing is the dominant testing methodology:** When asked the ways of running network tests, 72.97% report running testing on live networks, which is significantly higher than other methodologies (24.32% for emulated network based testing and 2.7% for others). Among those who responded live testing, 86.21% run tests in a sequential way (i.e. run each test case one by one).

**Ensembles of policies need to be tested:** Table 1 shows that network operators need to test varied number of network policies. While the majority (57.68%) reports policy numbers ranging from 10-100, a significant portion (accounts for 12%) reports the number to be several thousands. A large variety of policies are also reported, ranging from reachability, service chaining, access control, routing, latency/throughput among others.

**Multiple tools are used:** When asked the number of tools used in testing, all responses report at least 2 different tools. As shown on the right of Table 1, 50% re-

<table>
<thead>
<tr>
<th># Policies</th>
<th>%</th>
<th># Tools</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt; 10</td>
<td>19.23%</td>
<td>&lt; 5</td>
<td>35%</td>
</tr>
<tr>
<td>10-100</td>
<td>57.69%</td>
<td>5-10</td>
<td>50%</td>
</tr>
<tr>
<td>100-1000</td>
<td>11.54%</td>
<td>&gt; 10</td>
<td>15%</td>
</tr>
</tbody>
</table>

**Table 1: Number of policies and testing tools.**
Top concerns: Given the large variety and number of policies and testing tools, we hypothesize that correctness of testing results and test conflicts may be one of the concerns for running tests. This is confirmed by our survey. Table 2 lists the concerns network operators report for running network tests under a multi-choice question. A large number (53%) of responses report correctness of testing results and test conflicts as their concerns.

Table 2: Concerns when running tests

<table>
<thead>
<tr>
<th>Concerns</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test cases may not match the policy intent</td>
<td>30.23%</td>
</tr>
<tr>
<td>Testing result maybe incorrect</td>
<td>27.91%</td>
</tr>
<tr>
<td>Testing traffic may conflict</td>
<td>25.58%</td>
</tr>
<tr>
<td>Testing is slow</td>
<td>16.28%</td>
</tr>
</tbody>
</table>

3 Overview

Our goal is to schedule an ensemble of test traces efficiently while guaranteeing the correctness of the tests. In other words, we seek to inject as many test traces as possible in parallel such that these traces do not interfere with each other. To this end, we need: (1) a systematic way to reason about the potential for interference of test cases and (2) efficient techniques to identify and schedule non-interfering test cases.

Figure 5 depicts the workflow of our tool Mikado, zoomed in view of Figure 1. The input to Mikado is a set of test traffic traces that are generated from any testing tools (e.g., Symnet, ATPG, Buzz), and Mikado outputs an efficient and correct test scheduling plan. To realize the requirements discussed above, Mikado consists of the following components (the dashed are extensions).

Interference Checker: To reason about the potential for interference, we develop a formal model to capture the behavior of the stateful networks (§4). Using this model, Mikado first checks the potential source of interference among the test traces. This offers a provable guarantee that scheduling non-interfering test traces in parallel preserves the testing results as if each test trace was injected on a separate or isolated network.

Trace Scheduler: Base on the pairwise interference relations, Mikado builds an interference graph, where each node in the graph corresponds to a test trace, and an edge connects two interfering traces. Mikado then uses a graph coloring algorithm to generate an optimal scheduling of the test traces by assigning each node in the interference graph a color such that two end nodes of an edge are assigned different colors.

Given a colored interference graph, Mikado runs all tests in $k$ rounds, where $k$ is the number of colors on the interference graph. In the $i$-th round, Mikado injects all test traces with the $i$-th color and reports the executing results to the testing tools. Between two consecutive rounds, Mikado waits for a sufficient amount of time in order for all state to reset.

Preprocessor and Trace Refiner: Optionally, Mikado can further improve the scheduling by random packet fuzzing and test traces refinement.

Before checking interference, Mikado can run heuristic-based preprocessing to reduce the chance of interference among test traces. This process rewrites the test traces using randomly selected values for given fields according to the policy being tested.

After obtaining a correct schedule, Mikado can further refine the test traces to reduce the number of edges in the interference graph, and thus reduce the number of colors to color the refined interference graph. In particular, given a trace that is interfering with a set of traces, Mikado reruns the testing tool for that trace to generate another test trace which is not interfering with the set of traces. For this purpose, Mikado automatically generates a configuration file for the testing tool, without modifying the internal logic of the testing tool.

Illustrative Example: We use the multi-stage IPS example from §2 to illustrate the end-to-end workflow. For brevity, we do not discuss the preprocessing here and only consider the testing of two policies for each department. Suppose $\text{trace}_6^H$ and $\text{trace}_1^{11}$ are the two traces generated for the CS department and $\text{trace}_6^E$ and $\text{trace}_{11}^E$ are the two traces for the EE department. First, the interference checker automatically detects the interferences, and builds the interference graph as shown in the left subfigure in Figure 6, where circular nodes correspond to $\text{trace}_6^H$ and $\text{trace}_{11}^H$, and rectangular nodes correspond to test traces for the EE department. As discussed in §2, $\text{trace}_6^H$ and $\text{trace}_{11}^H$ cannot be injected together, and thus there is an edge in the interference graph between them. Second, the trace scheduler colors each node with the goal to minimize the number of colors. An example coloring is shown in the middle subfigure. Based on this colored interference graph, Mikado can safely inject blue traces (i.e., $\text{trace}_6^B$ and $\text{trace}_{11}^B$) in the first round, and then inject the red traces (i.e., $\text{trace}_6^R$ and $\text{trace}_{11}^R$) in the second round. Additionally, the trace refiner can be used to refine a test trace to further reduce the interference.
For instance, to reduce the interference between the two circular nodes, the refiner generates a configuration file that asks the testing tool to generate another test trace that is not from \(H\) to refine the trace \(trace^{11}\). If the testing tool succeeds in doing so, the old node will be replaced with the newly generated trace in the interference graph, and edges from the old nodes are removed. The right subfigure illustrates the final results, where the nodes with dashed line are the refined traces. After the refinement, all test traces can be safely injected in a single round.

## 4 Problem Formalization

Before we design any tool for scheduling, first we need a formal basis for reasoning about the correctness of a schedule. To this end, we develop a formal notion of correctness and define the test scheduling problem.

### 4.1 Stateful Network Model

We extend prior work on formal network modeling used in defining stateless networks (c.f. [22, 40]) to model the stateful behaviors we encountered in \(\S2\). This model provides a necessary building block for our test correctness definition and proofs for our scheduling algorithm. Our model may also be used in providing semantics to other network testing and verification problems. Note that this model abstracts concrete network functions and thus subsumes models in BUZZ [13] and Symnet [42]. We currently do not model multicast and time.

**Syntax.** The syntactic constructs used for our model are summarized in Figure 7. We write \(pkt\) to denote network packets, which are bitstrings. We model locations in the network as ports, denoted \(p\). We use natural numbers \(n\) to represent concrete network locations. A special port \(\text{exit}\) models all locations outside the network of concern. To model dropped packets we include a special port \(\text{drop}\). A located packet, denoted \(lp\), is a pair of a port and a packet. \((p,pkt)\) means that the packet \(pkt\) is at port \(p\) waiting to be processed. Packets at port \(\text{exit}\) are the ones that have left the network. All dropped packets are at port \(\text{drop}\). Multiple packets can co-locate at one port. A packet queue, denoted \(Q\), maps each port \(p\) to a list of packets located at \(p\).

Each state in a stateful network (e.g., connection state remembered by a firewall) is labelled with a unique state location, denoted \(s\). We assume \(s\) is drawn from a finite set of location symbols \(\Sigma\). A state map, denoted \(M\), maps each state location to a value, drawn from a finite set of values \(\text{Value}\). Intuitively, the state locations represent the variables and data structures that are internally maintained by stateful middleboxes and SDN controllers. We write \(E\) to denote network environments, which are pairs of the packet queue and the state map. We write \(M_{\text{init}}\) to denote the initial state map. \(M_{\text{init}}\) maps each state location to its pre-defined initial value. The initial port queue, \(Q_{\text{init}}\), maps each port to an empty list. We call \((Q_{\text{init}},M_{\text{init}})\) an initial environment. A terminating environment is one where the port queue is empty for all port \(p\) s.t. \(p \notin \{\text{exit}, \text{drop}\}\).

The topology of the network is determined by connections between ports. We use a function \(\rho\) to map a port \(p\) to another port \(p'\), where packets at \(p\) are sent to. The process of transforming and forwarding packets are modeled as transfer functions, denoted \(\delta\). A transfer function takes as arguments a pair of a state map and a located packet and returns a pair of a new state map and a new located packet. A configuration of the network is a pair \((\rho,\delta)\), which include the topology and transfer function of the network. A network state \(S\) is a pair of the environment \(E\) and the configuration \(C\).

**Operational semantics.** As packets are processed and traverse the network, network states change and affect the processing of future packets. We define small-step operational semantics to model the transitions of network states. We write \(E \xrightarrow{lp/lp'} C E'\) to denote the transition from \(E\) to \(E'\) using configuration \(C\). Here, \(lp\) and \(lp'\) above the arrow denote the located packet processed at the transition and the resulting located packet respectively. We assume that the configuration \(C\) does not change during the testing of policies in the network.

The only transition rule NET-TRANS (shown below) states that if the first packet at port \(p\) is \(pkt\), the transition function changes the located packet \((p,pkt)\) to \((p', pkt')\) and the state map from \(M\) to \(M'\), and \(p'\) is connect to \(p''\), then after \(pkt\) at \(p\) is processed, the state map is \(M'\), and the port queue is updated to reflect that \(pkt\) is no longer
at \( p \) and \( pkt' \) is added to port \( p'' \).

\[
\text{NET-TRANS} \quad pkt = \text{head}(Q(p)) \quad \delta(M,(p,pkt)) = (M',(p', pkt')) \quad \rho(p') = p''
\]

\[
\begin{align*}
Q' = Q[p''] & \rightarrow (Q[p'])^+ + [pkt][p \rightarrow \text{tail}(Q(p))] \\
(M,Q) & \rightarrow (M',Q') \quad (p,\delta)
\end{align*}
\]

We call a sequence of network transitions a \( run \), denoted \( r \). All transitions in a run \( r \) from the state \((E,C)\) use \( C \) as the configuration. A \( complete \) \( run \) is a run, whose last environment is a terminating one. Given a network state \((E,C)\), we write \( \mathcal{V}(E,C) \) to denote the set of complete runs starting from \((E,C)\). We sometimes omit the configuration \( C \) from runs as it never changes during the testing and is often clear from the context.

### 4.2 Correctness of Network Tests

We formalize the correctness criteria for network testing and define the test scheduling problem.

**Network testing via packet trace.** When testing policies, a network operator first generates a sequence of located packets (using existing test generation tools), then injects the packets into the network, and finally makes a judgement of whether the policy is violated based on observations derived from a complete run of the network.

We call the sequence of located packets \((lp_1, \ldots, lp_m)\) generated by the testing generation tools a \( test \) \( trace \), denoted \( t \). Injecting a trace \( t \) into a network state with port queue \( Q \) results in a new port queue where each located packet in \( t \) is enqueued at the appropriate port. A test always runs from an initial environment, so we write \( queue(t) \) to denote the port queue resulted from injecting \( t \) to \( Q_{init} \). Executing the test trace corresponds to generating a complete run from the environment \((queue(t), M_{init})\). One subtlety is that the order in which packets in \( t \) are processed matters (e.g., reply to a request can only happen after the request). Our model takes care of this by defining valid runs that comply with the injection order requirement. Given a run \( r \) in \( \mathcal{V}(queue(t), M_{init}) \), we say \( r \) is a valid test run w.r.t. \( t \) and an ordering requirement \( \phi(t) \), \( r \) satisfies \( \phi(t) \). Different test traces have different ordering requirements based on protocol conventions. We assume that such requirements are given as input; our approach and algorithm is agnostic to the specific type of ordering requirement.

We define the observation of a run, written \( \mathcal{O}(r) \), as the sequence of pairs of located packets. Given a run \( r \) where \( r = S_0 \xrightarrow{lp_{i1}/lp_{a1}} C S_1 \xrightarrow{lp_{i2}/lp_{a2}} \cdots \xrightarrow{lp_{ik}/lp_{ak}} C S_n \), the observation \( \mathcal{O}(r) \) is simply \( \{lp_{i1}/lp_{a1}, \ldots, lp_{ik}/lp_{ak}\} \). This corresponds to the traces routes that the network operator sees.

**Correct network test.** A set of test traces \( \{t_1, \ldots, t_k\} \) for an ensemble of policies \( \{pol_1, \ldots, pol_k\} \), we have shown in §2 that test traces may interfere with each other if they are allowed to execute concurrently. We provide a strong correctness definition of running multiple traces based on a tester’s observation of each test.

Intuitively, if it is correct to concurrently run a set of test traces, the observation of each test trace should be the same as that test trace running alone. For the IPS example in §2, the observation of injecting \( trace_{H}^1 \) and \( trace_{H}^2 \) together for \( trace_{H}^1 \) may be different from that of injecting \( trace_{H}^1 \) alone. In the former case, packets in \( trace_{H}^1 \) may be sent to IPS2, while in the latter case all the packets in the trace land in the exit port.

To formalize this intuition, we define a projection of a run given a packet trace, written \( r \downarrow \), as the observation containing only the located packets that are related to \( t \), that is, either it is in \( t \), or it is (transitively) transformed from a located packet in \( t \). The projection of a run \( r \) from \( \langle queue(t), M_{init} \rangle \) given \( t \) is \( \mathcal{O}(r) \). Then the correctness definition can be formalized below:

**Definition 1 (Correctness)**

Given a set \( T = \{t_1, \ldots, t_n\} \) of test traces, we say that it is correct to schedule \( T \) (\( T \) is correct for short) if \( \forall r \in \mathcal{V}(queue(\cup_{t_i \in T} t_i), M_{init}) \) s.t. \( r \) is valid w.r.t. each \( \phi(t_j) \) where \( \forall j \in [1,n], \forall i \in [1,n], \forall r' \in \mathcal{V}(queue(t_i), M_{init}) \), \( r \downarrow_{t_i} = \phi(t_j) \).

**Test scheduling problem.** Given an ensemble of test traces, a natural scheduling is to run all tests in sequential rounds. In each round, we want to run as many tests in parallel as possible, in order to reduce the total runtime of testing. Between two rounds, we can wait sufficiently long for the network state to reset so the execution of each round starts from a clean (the initial) state.

**Definition 2 (Correct scheduling)**

Given a set of test traces \( T \) generated for ensembles of policies by a set of testing tools, a correct schedule of \( T \) is a partition \( \{T_1, \ldots, T_k\} \) of \( T \), such that running each \( T_i \) is correct.

We assume that a round of testing takes roughly the same time which is much less than the waiting time between rounds. Therefore, our goal is to correctly minimize the number of rounds and the test traces scheduling problem is defined as follows. That is, given a set of test traces \( T \), the test traces scheduling problem seeks a correct schedule with minimal number of rounds.

### 5 Test Traffic Scheduling

A naïve solution to the test traces scheduling problem is enumerating all possible partitions and then checking whether each set of traces in the partition is correct using Definition 1. However, this is extremely inefficient. First, the number of partitions is exponential to the number of test traces in the set. Second, checking whether a set of test traces is correct directly by comparing projections of every possible run of the composed test traces is also prohibitively expensive. For instance, there are
Next, we outline our key insights (§5.1) and then present our algorithm and discuss the algorithm’s time complexity and correctness guarantees (§5.2).

5.1 Key Insights

Even though checking correctness directly may be complex, we can solve an approximation of the problem much more efficiently. For our three examples from §2, it is not too hard to see why test traces may interfere with each other. The main cause of the problem is that concurrently executing test traces do not preserve the values of each other’s state locations that determine their behavior. If we are able to identify the conditions under which test traces may interfere with each other, we can solve the scheduling problem by selecting test traces that do not interfere with each other to be scheduled together.

First, we observe that by examining a run of a test trace, we can identify the fragment of the state map that is key to decide how packets are processed by the network. (Recall from §4.1, a state map M maps each state in the network to a value.) For instance, the value of the bad connection counter of IPS1 (denoted \(s_H\)) decides how packets in trace\(_H^0\) are processed. Changing the value of \(s_H\) changes the observation of the test trace and, more importantly, changing the value of other state locations (e.g., the bad connection counter for host \(H_1\)) in the state map will not affect how packets in trace\(_H^0\) are processed.

A natural corollary of this observation is that given two test traces, we can determine whether they interfere with each other by examining the state maps that decide the behavior of each trace from independent runs of the test trace. For the IPS example, let trace\(_H^0\) be the test trace containing 6 bad connections from host \(H_1\) and trace\(_H^1\) be the test trace containing 11 bad connections from host \(H_2\). They modify and depend on two different state locations in IPS1 and thus, don’t interfere with each other.

Finally, we observe that instead of considering arbitrary partitions, we can construct a correct schedule from pair-wise noninterfering test traces as none of the test traces interfere with each other’s key state maps. Those state maps remain the same as an independent run of a test trace, and therefore, result in the same observation.

Given these observations, we can encode the correct scheduling problem as a graph coloring problem where the nodes correspond to test traces and the edges connect interfering test traces (the lack of edges between two nodes implies compatibility between the two traces). Then, we can use an efficient graph coloring algorithm to generate a near-optimal coloring of the graph, which corresponds to a near-optimal correct schedule: nodes of the same color can be scheduled together.

Algorithm 1 Correct scheduling

1: function GEN_INTF_GRAPH(\(T, C, M_{init}\))
2: \(G \leftarrow \{\}\)
3: \((\rho, \delta) \leftarrow C\)
4: for each trace \(t_i \in T\) do
5: create a node \(v_t\) for \(t_i\) in graph \(G\)
6: \(r_i \leftarrow \) a run from \((Q^{(i)}, M_{init})\) under \(C\)
7: for each pair of traces \(t_1, t_2 \in T\) do
8: \((S_0^{t_1}, b_0^{t_1}, \ldots, b_{l_1-1}^{t_1}) \leftarrow r_1\)
9: \((S_0^{t_2}, b_0^{t_2}, \ldots, b_{l_2-1}^{t_2}) \leftarrow r_2\)
10: let \(M^0_0\) be the state map for \(S_0^{t_1}\)
11: if there exist \(i \in [1, \ldots, k+1], j \in [0, \ldots, l]\) and \(s\), such that \(s \in dtMap(\delta, M^j_0, lp^c_1), M^i_1(s) \neq M^j_2(s), and M^i_{1-1}(s) \neq M^j_1(s)\) then
12: \(G \leftarrow G \cup (v_{t_1}, v_{t_2})\)
13: return \(G\)
14:
15: function SCHEDULE(T, C, M_{init})
16: \(G \leftarrow GEN_INTF_GRAPH(T, C, M_{init})\)
17: \(G_c \leftarrow GRAPH_COLORING(G)\)
18: for each color \(i\) in \(G_c\) do
19: \(T_i \leftarrow\) nodes in \(G_c\) of color \(i\)
20: return \((T_1, \ldots, T_k)\)

5.2 Algorithm

The main function of our algorithm (Alg. 1) is SCHEDULE (lines 15-20), which takes a set of test traces \(T\), a network configuration \(C\), and the initial state map \(M\) as input and returns a partition of \(T\). The SCHEDULE function calls GEN_INTF_GRAPH to generate the interference graph of \(T\) and GRAPH_COLORING to color the graph. The latter can be any efficient coloring algorithm, which we omit. The output partition corresponds to a schedule of the test traces (line 20).

The GEN_INTF_GRAPH function creates a node in the graph for all traces in \(T\) (line 5). The edges are supposed to connect two nodes representing test traces that interfere with each other. The key is to decide whether two test traces interfere (not compatible) with each other, which relies on the following two functions: \(dtMap(\delta, M, lp)\) and \(upd(\delta, M, lp)\). At a high level, \(dtMap(\delta, M, lp)\) returns a state map \(M'\) containing a subset of the mappings in \(M\) that determines the result of \(\delta(M, lp)\). \(upd(\delta, M, lp)\) returns a state map \(M'\) that maps the subset of state locations in the domain \(M\) that are updated by the transition \(\delta(M, lp)\) to new values.

For each concrete transition function \(\delta\), it is straightforward to define \(dtMap(\delta, M, lp)\). Using the stateful firewall example from §2, the state map remembering whether there exists a prior connection from a host within
the department should be returned by this function. We require that all instances of \( dtMap(\delta, M, lp) \) return the \textit{determinant state map} of the transition from \( M \) and \( lp \) under \( \delta \), formally defined below. Intuitively, state locations that are in the determinant state map uniquely determines the result of \( \delta(M, lp) \); state locations that are not in the determinant state map are allowed to be altered by other test traces without changing the behavior of the current test trace. Use the stateful firewall example again, other state locations such as the state of TCP connection are not in the determinant state map and can be altered by other test traces while keeping the observation of the current test trace the same.

We write \( \text{diff}(M_1, M_2) \) to denote the set of state locations that are in the domain of \( M_1 \) and \( M_2 \) and mapped to different values by \( M_1 \) and \( M_2 \). The determinant state map of the transition from \( M \) and \( lp \) under \( \delta \) is \( M_\delta \) if we construct another state map \( M' \) by changing the values that state locations in \( M \) but not in \( M_\delta \) are mapped to, the transition from \( M' \) and \( lp \) generates the same located packet \((lp_1 = lp_2)\), and the resulting state maps \( M_1 \) and \( M_2 \) only differ at state locations that are not updated by the transition and not in the determinant state map. The last condition essentially forces updates to the state maps to be determined by \( M_\delta \) as well.

\textbf{Definition 3 (Determinant state map)} We say a state map \( M_\delta \) determines (is the determinant state map of) the transition from \( M \) and \( lp \) under \( \delta \) if \( M = (M_\delta, M_n) \) and for all \( M'_n \) s.t. \( \text{dom}(M_n) = \text{dom}(M'_n) \), let \( M' = (M_\delta, M'_n) \), \((M_1, lp_1) = \delta(M, lp), (M_2, lp_2) = \delta(M', lp)\), it is the case that \( lp_1 = lp_2 \) and \( \text{diff}(M_1, M_2) \subseteq \text{dom}(M') \setminus \text{dom}(\delta(M, lp) \cup \text{upd}(\delta(M, lp), lp)) \).

To build the interference graph, the algorithm executes each test trace \( t_i \) independently and stores the run (lines 4-6). Only one run is needed and we pick the one where a located packet in \( t_i \) is only processed when the located packet before it has left the network. We call such a run a \textit{sequential} run, written \( R_{seq}(\text{queue}(t_i), M) \). The if condition on line 11 checks whether a run \( r_1 \) contains a state location \( s \) that determines the execution and run \( r_2 \) writes to \( s \) with a different value from the one that determines the transition in \( r_1 \). If so, then \( r_1 \) and \( r_2 \) interfere with each other. This is because the modification by \( r_2 \) could change the behavior of \( r_1 \). This is a conservative check.

Let us revisit the example shown in Figure 6. We explain how our algorithm detects the interference between \( \text{trace}_{H_1}^6 \) and \( \text{trace}_{H}^{11} \). The middlebox IPS1 maintains a state of the number of bad connections for each host. Consider both traces, the determinant state map \( dtMap(\delta, M, lp) \) and \( \text{upd}(\delta, M, lp) \) are both the bad connection counter for \( H \). We write \( S_H \) to denote this state location. The run of \( \text{trace}_{H}^6 \), the determinant state maps are \( s_H \rightarrow 0 \), to \( s_H \rightarrow 6 \). The update state maps for the run of \( \text{trace}_{H}^{11} \) are \( s_H \rightarrow 0 \), to \( s_H \rightarrow 11 \). Obviously, the updates by the second trace don’t always agree with the determinant state maps of the first trace. Condition on line 11 of Algorithm 1 is true. Therefore, the two traces are interfering with each other.

We prove that Algorithm 1 is correct (Theorem 1), and detailed proofs can be found in Appendix.

\textbf{Theorem 1 (Correctness)}
\textit{SCHEDULE}(\( T, C, M_{\text{init}} \)) is a correct schedule.

**6 Extensions to Basic Algorithm**
So far, we have discussed how to schedule the test given a set of test traces for ensembles of policies. As we see in previous examples, testing tools may generate interfering test traces for ensembles of policies. However, it is possible that the cause is not that the policies conflict, but the optimization heuristics that the testing tools employ to improve the efficiency of test trace generation. For instance, BUZZ attempts to pick concrete field values (same values across policies) for test traces to reduce the number of symbolic variables. In this section, we investigate the opportunities to guide test trace generation to further improve scheduling efficiency.

**6.1 High-level Idea**
Recall the multi-stage IPS example in §2. The three test traces \( (\text{trace}_{H_1}^6, \text{trace}_{H}^{11}, \text{trace}_{H_1}^{11} \text{for each policy path}) \) interfere since they share the same counter on IPS1 for the source \( H \). Intuitively, by altering the source of each test trace, we can obtain test traces for each policy path while avoiding the interference. For example, \( \text{trace}_{H_1}^6, \text{trace}_{H}^{11}, \text{and trace}_{H_1}^{11} \) are three test traces for each policy path and can be safely injected in parallel.

To generalize this intuition, we identify a set of \textit{influencing fields} for a located packet \( lp \) (in a test trace \( t_1 \) given a test trace \( t_2 \) (denoted \( I_{lp}(t_2) \)). The property of \( I_{lp}(t_2) \) is that by altering values for some fields in it, it could be possible to avoid the interference between \( t_1 \) and \( t_2 \) related to \( lp \). For instance, the set of influencing fields for packets in \( \text{trace}_{H}^{11} \) includes the source, since changing the sources in \( \text{trace}_{H}^6 \) from \( H \) to \( H_1 \), interference with other test traces are avoided.

The precise fields in \( I_{lp}(t) \) may require involved static analysis of the model and the test trace. Here, we propose two heuristics for identifying \( I_{lp}(t) \) and new field values: one is to fix the set to commonly used fields such as the 5-tuples and randomly select the value of them; the other is to leverage results learned from the interference analysis (Alg. 1). We discuss each in detail next.

**6.2 Random Packet Fuzzing**
For flow-based policy testing (e.g., flow-based service chaining [39, 13]), Mikado employs a light-weight pre-processing for the test traces to reduce the chance of
interferences. This preprocessing picks random values from the flow space specified in the policy and rewrites the 5-tuple of each packet in the test trace using these random values. In addition, to preserve the flow semantics, this preprocessing ensures that fields with the same original values will be substituted with the same values.

This heuristic does not ensure the coherence of the test trace and the policy to be tested in general, as it may pick wrong fields and field values. However, as we will see in §7, this heuristic works reasonably well in practice for the targeted policies.

6.3 Test Trace Refinement

Mikado also employs a more rigorous analysis to refine test traces using information obtained from the initial scheduling process. The refinement process uses concrete runs of test traces to guide the selection of $I_p(t)$ and the new values for fields in $I_p(t)$. This process aims to test the generation tool not to use values that are known to cause interference from previous analysis.

In the rest of this section, we first describe how to refine $t$ to be non-interfering with all traces in $T$, followed by the algorithm that refines given correct schedules.

Test Generation with Configurations. Given a testing tool $A$, let $GenTest_A(pol, N, Config)$ denote the test traces generated by $A$ for policy $pol$ and network $N$ under the tool configuration $Config$. Different tools can be tuned differently. One can treat $Config$ as constraints on packet header fields for the test traces to be generated. Given the sequential run $r_1$ and $r_2$ obtained from the scheduling process for test trace $t_1$ and $t_2$ respectively, we first apply an analysis to identify $I_p(t_2)$ for all $lp \in t_1$, which are essentially the fields in $lp$ that are used as meaningful input in the transition function $\delta$. For instance, the source address in the multi-stage IPS example. This is more precise than fixing a set of fields a priori.

Next, given the set of influencing fields $I_p(t_2)$ for all $lp \in t_1$, we generate the following constraint $CS(t_1, t_2) = \exists f \in I_p(t_2) \forall \mathcal{H} \subseteq I_p(t_2) \mathcal{H}_f \neq \mathcal{H}$. That is, every packet $lp'_i$ in the refined trace by $A$ should not have values exactly the same for fields in $I_p(t_2)$. This constraint will be translated to suitable configuration files that the test generation tool understands (see §7). Similarly, to refine a trace $t_1$ for a set of traces $T$, the configuration is the constraint $CS(t_1, T) = \bigwedge_{t \in T} CS(t_1, t_2)$. For instance, for the multi-stage IPS example, if we refine $trace_{11}$, the constraint is $\bigwedge_i {src_i \neq H}$, where $src_i$ is the source address of the $i$-th packet in the refined trace.

With the above settings, we use Algorithm 2 to refine a trace $t$ for a policy $P$, such that the refined trace is non-interfering with all traces in $T$. In the algorithm, we try to refine $t$ for at most $\max_{num\_try}$ times. In each try, we invoke $GenTest_A$ to generate a possible trace $t'$. We return $t'$ if it is non-interfering with all traces in $T$, otherwise, we invoke $GenTest_A$ again for another trace that is not $t'$.

Algorithm 2 refineTrace($t, T$)

1: $CS = CS(t, T)$
2: for $i = 1$ to $\max_{num\_try}$ do
3: if $GenTest_A(pol, N, CS)$ generates a new trace $t'$ then
4: if $t'$ is non-interfering with $T$ then return $t'$
5: else $CS = CS \land \{t'' \neq t'\}$  // $t''$ is the next generated trace
6: else return FAIL
7: return FAIL

Refinement Algorithm. Given a correct schedule for a set of policies $\{T_1,...,T_k\}$ as input, our refinement algorithm outputs a refined correct schedule for the policies with potentially a smaller number of injection rounds. At a high level, our refinement algorithm takes a greedy heuristic and iterates all rounds $T_i$, starting from the round with least number of traces. Then it attempts to refine all traces in $T_i$, using the algorithm described above. If all traces in $T_i$ can be refined, we remove $T_i$ and obtain a correct schedule with fewer injection rounds. We omit the details of the algorithm in interest of brevity.

7 Evaluation

We evaluate Mikado via a testbed-based emulation and large-scale simulations and show that Mikado: (1) is able to detect test interferences in a range of scenarios and generate correct schedule; (2) achieves orders of magnitude reduction in the test running time compared with alternative test scheduling mechanisms; (3) is scalable to networks with 1000+ switches/middleboxes and thousands of policies.

Implementation: We implement a prototype of Mikado in Python. We consider four testing tools in our framework, namely ATPG [47], BUZZ [13], Pingmesh [19], and Symnet [42]. For ATPG and BUZZ, we reuse their constructs for routing tables and middleboxes; and for Symnet, we manually encoded the middleboxes that are not in the code repository in their language SEFL. To support the refinement extension, we also implement a light-weight helper function ($\approx$100 LoC each tool) that translates the generated constraints to each tool’s configuration (e.g., Z3 [9] formulas for Symnet). All experiments are conducted on a server with 20 cores (2.8Ghz) and 128GB RAM.

7.1 Validation

End-to-end correctness. We first validate Mikado’s correctness in a variety of use cases. On our testbed, we emulate hosts and (software) middleboxes as separate KVM-based virtual NFs, connected with OpenVSwitch.
We use OpenDayLight [33] as the controller for all emulated networks.

- To emulate the multi-IPS scenario in Fig. 2, we use Snort as both IPS1 and IPS2, and use three hosts to emulate the departments and the Internet. We configure IPS1 to enforce two policies: 1) forwarding a host’s traffic to IPS2 if the host issues more than 5 connections in a minute; 2) otherwise the traffic is sent to the Internet. We run BUZZ to test the two policies in parallel, and log the traffic at the interface of IPS2 to check the testing results. We run the experiment 100 runs, and BUZZ reports violation of policy 1) in 80 runs. All reported policy violations are validated to be false positives: the root cause is that BUZZ injects traffic from a single host for two policies, and causes conflicts.

- For the scenario in Fig. 3, we use iptables as both the NAT and the stateful firewall, and use Symnet and ATPG to test the connectivity between the Internet and the department in parallel. In all 100 runs, the security policy on the stateful firewall was reported violated. However, we verify that the testing results are false positives: test cases interfere on the stateful firewall.

- We use a simple “blue team-red team” test to simulate the scenario in Fig. 4. We use Squid as the proxy and Snort as the monitor device to emulate the network. To bind proxy’s requests with the origin hosts, we use FlowTag [14] to configure the network. One student (“red”) intentionally misconfigures the switch to drop web requests from H2, and the other student (“blue”) use BUZZ to test HTTP connectivity of each host. Of 10 times of this experiment, the blue team could only uncover the bug in 5 times.

In all three scenarios, Mikado can successfully detect the interference among the generated tests, and correctly schedule the tests in separate runs. We repeat the three experiments with the schedule from Mikado, and no false positives or negatives are produced.  

**Interference detection.** Next, we evaluate Mikado’s capability to detect test interference in practice. We consider two popular types of network policies in our survey: reachability and service chaining policies. To collect real-world service chaining policies, we conduct a survey from a set of industrial and academic sources [38, 14, 13, 44, 20, 1, 2, 27, 30], and build a library of 38 service chaining policy templates. The number of network functions on each service chain ranges from 1 to 5, and the library involves 14 types of network functions in total. Our library is a superset of what has been considered in the prior work in this space.

Table 3 summarizes the key metrics for five different topologies we consider. For each network, we assign hosts into a number of policy groups and enforce 1000 service chaining policies using our library of service chaining templates for randomly selected pairs of policy groups. We use BUZZ and Symnet to generate test cases for each policy (500 policies for each tool). For reachability policies, we consider basic reachability policies using ATPG and TCP reachabilities inspired by Pingmesh [19]. Figure 8 shows the number of test interferences with the number of policies under test.

![Figure 8: Number of potential interferences.](image)

As expected, as the number of potential interferences increases, Mikado detects an increasing number of interferences among policy tests. Further analysis confirms that interferences are caused mostly by multiple tools. For example, when testing all service chaining and TCP reachability policies on Internet2, 3504 interferences are detected and 77% of them happen across different tools. The results further confirm that simply randomizing the parallelization is not likely to generate correct schedules.

### 7.2 Test Time Reduction

We evaluate the test time reduction using Mikado’s scheduling based on the same setup as above. Figure 9 shows the (average) number of runs to complete the tests for different number of policies under test. Recall that all test traffic in each run can be injected in parallel, while multiple runs have to be conducted in sequential. Therefore, the number of runs serves as a reasonable proxy for the test running time. For comparison, we consider two alternative approaches: BASELINE is the basic scheduling approach that runs tests sequentially; MB-based is the heuristic which schedules test traces that do not traverse the same middleboxes together; and Mikado is the proposed scheduling approach (we build a checker that validates the correctness of the schedule). Each data point on the figure is obtained by repeating 100 times.

First, we observe that Mikado significantly reduces the testing running time across all networks (Sprint and Oxford in Appendix) compared to both alternative approaches. For example, when testing 2560 service chaining and TCP reachability policies in Internet2, Mikado

---

2Since ATPG’s source code only supports Internet2 and Stanford networks, we only apply ATPG to the two networks.
can complete all tests in 13 runs by parallelizing most non-interfering traces. In contrast, BASELINE has to inject each trace in a single round (i.e. 2560 runs in total), and MB-based approaches can only complete all test in 663 runs. Both approaches take orders of magnitude more time than Mikado. Putting this result in perspective, if a single run can be complete in 30 seconds, Mikado can effectively reduce the test running time from 21 hours (sequential) to 10 minutes. We also note that the overhead of Mikado’s scheduling algorithm is negligible compared with the test generation time: generating all test cases for Internet2 takes 14 hours, while Mikado only takes 2 minutes to generate the test schedule.

Second, Mikado’s extensions are effective in further reducing the testing time. Fig. 10 shows the testing running time for the Internet2 network with Mikado’s extensions. In general, we observe that our refinement technique achieves greater reduction compared to the random fuzzing heuristic. This is because that the refinement can systematically explore available field values by incorporating with testing tools via simple configurations. With the extensions, the number of runs in Internet2 can be reduced from 13 to 7.

**Sensitivity to topologies.** To evaluate how sensitive Mikado is w.r.t. the network topology, we run our scheduling algorithm on 20 different topologies from TopologyZoo [26]. Figure 11 shows the CDF of the test running time reduction for 200 test traces on each topology. Here, we consider the testing time reduction as the ratio between the test running time using Mikado’s correct schedule and that of the sequential testing.

We observe that our scheduling algorithm achieves high reduction for most cases. In particular, for more than half of the topologies, our basic scheduling algorithm achieves at least 87% reduction, while it has 96%+ reduction with the refinement technique.

![Figure 9: Test running time.](image)

![Figure 10: Test running time with Mikado extensions.](image)

![Figure 11: Test running time reduction CDF](image)

### 7.3 Scalability

Next, we evaluate the scalability of Mikado with respect to the network size, the number and the complexity of policies. Specifically, we evaluate the running time of our scheduling algorithm, including the time of the interference graph generation and graph coloring.

**With network size.** We generate Fattree topologies [4] with varying sizes and augment the topology by adding a middlebox to every switch. We define the network size as the number of switches in it. We run Mikado on each topology with 5000 randomly generated test traces, and each test trace traverses two middleboxes.

Figure 12a plots the running time of each component of our scheduling algorithm vs. network size. Both the interference graph generation and the graph coloring algorithm can scale up to 1000 switches with negligible increase in the running time. This is expected as the running of both algorithms are dominated by the number of test traces, as shown in §5. We also observe that the running time of the interference graph generation algorithm slightly decreases as the network size increments. This is because on larger networks the chance that two test traces interfere with each other is lower, and leads to faster interference checking.

**With the number of test traces.** We further run our algorithm on the Fattree topology with 500 switches, and vary the number of test traces from 1000 to 10000.

Figure 12b shows the running time of each algorithm with the number of test traces. As we show in §5, both algorithms run quadratically with the number of test traces; and for 10 thousand test traces, it takes less than 10 minutes for both algorithms to generate a correct schedule.

To put the above results in perspective, we further compare our scheduling algorithm with the naive scheduling approach discussed in §5. Recall that the

---

3We do not consider the refinement heuristic since it relies on other testing tools and not Mikado per se.
naive scheduling approach needs to consider all possible partitions of the test traces, and for each partition it needs to check for all possible runs due to the concurrent injection of all the traces in the partition. The naive approach takes more than 8 hours just for checking compatibility for 10 test traces on one switch.

With policy complexity. We define the policy complexity as the number of middleboxes appeared on the service chain of each policy. We run our algorithm on 2000 test traces, and vary the number of middleboxes each test trace must traverse. Figure 12c shows that both algorithms scales well w.r.t. policy complexity. Even in the case where each test case traverses 7 middleboxes, generating the interference graph takes 13 minutes, while the scheduling algorithm only takes 8 seconds.

8 Related Work

Our work draws ideas from several related areas including network testing, software testing, and formal modeling. We discuss related work in those areas.

Network testing and verification. The high-level goals of network testing [47, 13, 42] and network verification [22, 24, 21, 31, 32, 46, 6, 37, 12, 8, 6, 10, 44] are similar: check whether networks have implemented intended policies correctly. Different from network verification, network testing is better suited for bug finding and in general does not provide guarantees that policies are correctly implemented.

Our work builds upon existing work on network testing and focuses on generating correct and efficient scheduling of test cases. Even though we tested our framework on four existing testing tools, it can be extended as new testing tools are proposed.

Network modeling and abstractions. Formal models of networks are necessary building blocks for formal analysis of the network. There have been a number of existing formal network models (c.f [22, 40, 15, 34, 35, 5, 25, 36]). Some model stateless dataplanes, some model SDN control and dataplanes, and some like ours, model stateful dataplanes. All of the models are defined to facilitate analysis or verification methods that rely on the model. Ours is no exception. Our model, even though straightforward, serves the purpose of providing the basic constructs for defining the correct test ensemble scheduling problem, a key contribution of this work.

Service-chaining policies. The majority of the policies that we use to test Mikado are service-chaining policies. Recently, much work has been done surrounding enforcing service-chaining policies. For example, Simple [39] proposes a static service chain enforcement; FlowTag [14] uses tag bits in packet to implement dynamic service chaining; and [38] offers a composition for service-chaining policies. Rather than enforcement or composition of policies, our work stays at the level of scheduling test cases for those policies and is complementary to the above mentioned projects; Mikado can be used to perform extensive tests of networks that aim to enforce those policies.

Software testing. Our randomized packet fuzzing is borrowed from the software testing literature. Similar to software fuzzing, we also aim to achieve good coverage of the input space, but we do not really care about the coverage of the portions of the network tested. Testing network models is very similar to testing [18, 17, 41, 45, 11, 16], where network model is encoded as a program. However, the type of network testing that we are interested in are live tests (i.e., inject test while into the live network). This provides a set of unique challenges. To carry out an ensemble of tests on software, one can simply perform each test on a copy of the software in parallel. This is not possible for live network tests, since live networks cannot be easily duplicated.

9 Conclusions

We present Mikado, a framework that generates efficient and correct scheduling of test traces for ensembles of network policies. Using a formal model for stateful networks, we develop rigorous definitions of correctness for safely injecting test traces in parallel. We develop an efficient and provably correct algorithm for the test trace scheduling problem. Mikado employs additional heuristics to further improve the testing time reduction. We validate Mikado in a variety of scenarios, and show that Mikado can easily handle large networks with thousands of test traces.
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Appendix

Evaluation on Test Running Time

Figure 13: Test running time for Oxford

Figure 14: Test running time for Sprint

Proof of Theorem 1

Theorem 1 is a corollary of a stronger lemma (Lemma 2), which we explain next.

We first define the compatibility of two test traces \( t_1 \) and \( t_2 \) using just the sequential run of each test trace as follows. The definition essentially is the negation of the condition on line 12 of Algorithm 1.

**Definition 4** Test trace \( t_1 \) is compatible with test trace \( t_2 \) w.r.t. \( M_{init} \) and \( (p, \delta) \) iff \( \forall i \in [0, |r_1| - 1], \forall j \in [0, |r_2| - 1], \forall x \in dom(dtMap(M_{init}, \delta, i)) \cap \{l(s^{(i)}_1, lp_1) \}(i, j) = \{l(s^{(i)}_2, lp_2) \}(i, j) \), \( dtMap(M_{init}, \delta, \pi)(s^{(i)}_1, lp_1)(x) = upd(M_{init}, \delta, \pi)(s^{(i)}_2, lp_2)(x) \), where \( M_{init}^i \) and \( lp_1^j \) denotes the state map and the located packet processed at the \( i \)th state of \( r_i \) respectively.

Prove disconnected nodes in the graph returned by the \textsc{gen_intf_graph} are compatible is straightforward (Lemma 1).

**Lemma 1** Let \( G = \textsc{gen_intf_graph}(T, C, M_{init}) \). If \( v_{t_1} \) and \( v_{t_2} \) are not connected by an edge in \( G \) then \( t_1 \) is compatible with \( t_2 \) w.r.t. \( M_{init} \) and \( C \).

To simplify the proofs, we represent the set of runs \( \mathcal{R}_m(Q, M) \) as an execution tree \( R \), which can be either a leaf node of one network environment, or a node whose content is a network environment \( E \) and each of its children is another execution tree obtained from making a transition from \( E \) and processing packet \( lp_1 \).

We can identify a unique run in \( R \) using a path \( \pi \), which is a list of numbers indicating which transition to take. For instance, path \( 1:1:1 \) identifies the run that takes three transitions following the first branch at each step.

Next we define \( r \preceq_{\pi_1, \ldots, \pi_n} R_1; \ldots; R_n \) in Figure 15. The meaning of this judgment is that \( r \) simulates an interleaving of runs, each of which is indexed by the path \( \pi_i \) in \( R_i \). For our proofs, \( R_i \) is the execution tree for test case \( t_i \) and \( r \) is a run of the ensemble of tests \( t_1 \) to \( t_n \).

The base case is when the indices all point to the initial state. We only need to check that \( r \) contains only one state, where the state map is the initial map and the queue only contains the test traces. Here, \( Q_1 \sqcup Q_2 \) represents an interleaving of packets from \( Q_1 \) and \( Q_2 \) that preserves the order of packets enforced by \( Q_1 \) and \( Q_2 \). The inductive case checks that (1) the last transition of \( r \) matches a transition in \( R_i \) (2) the port queue of the last state of \( r \) is an order-preserving interleaving of all the port queues in each \( R_j \) at the correct indices and (3) each state location in the state map \( M \) in the last state of \( r \) preserves the deterministic state maps of each \( R_i \). The last condition is the most complex, as we need to reason about who last updates a location \( s \) in \( M \). If \( s \) is last updated by a packet related to test trace \( t_m \) and \( s \) is part of the deterministic location of another test trace \( t_l \) \((l \neq m)\), then \( M(s) \) should be the same as the value in that deterministic state map. Otherwise, \( m \) may interfere with \( l \). However, a test trace can modify its own deterministic state locations. It would be too strong to require \( M(s) \) to be equal to the values of all deterministic state location of the test trace \( m \) itself. Instead, we only guarantee that \( M(s) \) is equal to the corresponding state in \( R_m \).

**Lemma 2** Give a set of test traces \( T = \{t_1, \ldots, t_n\} \), s.t. \( \forall i \in [1, n] \) and \( i \neq j \), \( t_i \) is compatible with \( t_j \) w.r.t. \( M_{init} \) and \( C \). Let \( R_i = \mathcal{R}_m((\text{queue}(t_i), M_{init}), C) \) then let \( R = \mathcal{R}_m((\text{queue}(\text{flatten}(T)), M_{init}), C) \). \( \forall r \in R, \exists \pi_1, \ldots, \pi_m \), \( r \preceq_{\pi_1, \ldots, \pi_m} R_1; \ldots; R_n \).

The proof is by induction of \( \sum_{i=1}^n |\pi_i| \). We rely on the fact that the set of valid runs have the same deterministic state maps and updates (Definition 5) to generalize the compatibility conditions on sequential runs to other valid runs.

**Definition 5** We say that the valid runs of test trace \( t \) form an equivalence class iff let \( r_{seq} = R_{seq}(\text{queue}(t), M_{init}) \). \( \forall r \in \mathcal{R}(\text{queue}(t), M_{init}), \forall lp \in \text{t}, r, r \preceq_{lp} r_{seq} \downarrow \{lp\} \) and \( \forall Q, M, lp_1, lp_2, Q', M' \) s.t. \( (Q, M) \downarrow \{lp_1\} \in r_{seq}, \) and \( (Q', M') \downarrow \{lp_2\} \in r, \) imply...
\[ R_i = Lf(Q_i, M_i) \text{ or } Nd((Q_i, M_i), \_ \_ \_ ) \quad M = M_1 = \cdots = M_n = M_{init} \quad Q = Q_1 \cup \cdots \cup Q_n \]

\[ (Q, M) \preceq_{R_1; \cdots ; R_n} \]

\[ \pi_i = \pi_i' : \eta \quad R \prec_{\pi_1, \cdots, \pi_n} R_1; \cdots ; R_n \]

\[ \forall j \in [1, n] \text{ let } R_j \setminus \pi_j = Lf(Q_j, M_j) \text{ or } Nd((Q_j, M_j), \_ \_ \_ ) \]

\[ Q' = \bigcup_{j=1}^{n} Q'_j \quad R_1 \setminus \pi'_1 = Nd((Q_a, M_a), Ch) \quad Ch. \eta = \frac{lp/lp'}{R_i} \]

\[ \forall x \in \text{dom}(M), x \text{ is last updated by } t_m, \quad \forall l \in [1, n], s.t. l \neq m, \text{ if } x \text{ is in the determinant state map of a state map } M_\alpha \text{ in } R_l, \text{ then } M(x) = M_\alpha(x). \]

\[ \forall x \in \text{dom}(M), x \text{ is not updated by any thread}, \forall j \in [1, n], M_j(x) = M(x) = M_{init}(x) \]

\[ r \xrightarrow{lp/lp'} (Q, M) \preceq_{\pi_1, \cdots, \pi_n} R_1; \cdots ; R_n \]

**Figure 15: Simulation relation**

\[ \text{upd}(\delta, M, lp) = \text{upd}(\delta, M', lp) \text{ and } dtMap(\delta, M, lp) = dtMap(\delta, M', lp). \]

The correspondence relation established in Lemma 2 ensures that the determinant state maps of individual runs are preserved by the combined run. Theorem 1 follows straightforwardly because observations are determined by the transitions, which in turn, are determined by the state maps.