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Abstract – Picking the right cloud configuration for recurring big data analytics jobs running in clouds is hard, because there can be tens of possible VM instance types and even more cluster sizes to pick from. Choosing poorly can significantly degrade performance and increase the cost to run a job by 2-3x on average, and as much as 12x in the worst-case. However, it is challenging to automatically identify the best configuration for a broad spectrum of applications and cloud configurations with low search cost. CherryPick is a system that leverages Bayesian Optimization to build performance models for various applications, and the models are just accurate enough to distinguish the best or close-to-the-best configuration from the rest with only a few test runs. Our experiments on five analytic applications in AWS EC2 show that CherryPick has a 45-90% chance to find optimal configurations, otherwise near-optimal, saving up to 75% search cost compared to existing solutions.

1 Introduction

Big data analytics running on clouds are growing rapidly and have become critical for almost every industry. To support a wide variety of use cases, a number of evolving techniques are used for data processing, such as MapReduce, SQL-like languages, Deep Learning, and in-memory analytics. The execution environments of such big data analytic applications are structurally similar: a cluster of virtual machines (VMs). However, since different analytic jobs have diverse behaviors and resource requirements (CPU, memory, disk, network), their cloud configurations – the types of VM instances and the numbers of VMs – cannot simply be unified.

Choosing the right cloud configuration for an application is essential to service quality and commercial competitiveness. For instance, a bad cloud configuration can result in up to 12 times more cost for the same performance target. The saving from a proper cloud configuration is even more significant for recurring jobs in which similar workloads are executed repeatedly. Nonetheless, selecting the best cloud configuration, e.g., the cheapest or the fastest, is difficult due to the complexity of simultaneously achieving high accuracy, low overhead, and adaptivity for different applications and workloads.

Accuracy The running time and cost of an application have complex relations to the resources of the cloud instances, the input workload, internal workflows, and configuration of the application. It is difficult to use straightforward methods to model such relations. Moreover, cloud dynamics such as network congestions and stragglers introduce substantial noise.\textsuperscript{23, 39}

Overhead Brute-force search for the best cloud configuration is expensive. Developers for analytic applications often face a wide range of cloud configuration choices. For example, Amazon EC2 and Microsoft Azure offer over 40 VM instance types with a variety of CPU, memory, disk, and network options. Google provides 18 types and also allows customizing VMs’ memory and the number of CPU cores.\textsuperscript{2} Additionally, developers also need to choose the right cluster size.

Adaptivity Big data applications have diverse internal architectures and dependencies within their data processing pipelines. Manually learning to build the internal structures of individual applications’ performance model is not scalable.

Existing solutions do not fully address all of the preceding challenges. For example, Ernest\textsuperscript{37} trains a performance model for machine learning applications with a small number of samples but since its performance model is tightly bound to the particular structure of machine learning jobs, it does not work well for applications such as SQL queries (poor adaptivity). Further, Ernest can only select VM sizes within a given instance family, and performance models need to be retrained for each instance family.

In this paper, we present CherryPick—a system that unearths the optimal or near-optimal cloud configurations that minimize cloud usage cost, guarantee application performance and limit the search overhead for recurring big data analytic jobs. Each configuration is represented as the number of VMs, CPU count, CPU speed per core, RAM per core, disk count, disk speed, and network capacity of the VM.

The key idea of CherryPick is to build a performance model that is just accurate enough to allow us to distinguish near-optimal configurations from the rest. Tolerating the inaccuracy of the model enables us to achieve both low overhead and adaptivity: only a few samples
are needed and there is no need to embed application-specific insights into the modeling.

CherryPick leverages Bayesian Optimization (BO) \cite{13, 28, 33}, a method for optimizing black-box functions. Since it is non-parametric, it does not have any pre-defined format for the performance model. BO estimates a confidence interval (the range that the actual value should fall in with high probability) of the cost and running time under each candidate cloud configuration. The confidence interval is improved (narrowed) as more samples become available. CherryPick can judge which cloud configuration should be sampled next to best reduce the current uncertainty in modeling and get closer to go the optimal. CherryPick uses the confidence interval to decide when to stop the search. Section \ref{sec:BO} provides more details on how BO works and why we chose BO out of other alternatives.

To integrate BO in CherryPick we needed to perform several customizations (Section \ref{sec:BO} and \ref{sec:BO}): i) selecting features of cloud configurations to minimize the search steps; ii) handling noise in the sampled data caused by cloud internal dynamics; iii) selecting initial samples; and iv) defining the stopping criteria.

We evaluate CherryPick on five popular analytical jobs with 66 configurations on Amazon EC2. CherryPick has a high chance (45%-90%) to pick the optimal configuration and otherwise can find a near-optimal solution (within 5% at the median), while alternative solutions such as coordinate descent and random search can take up to 75% more running time and 45% more search cost. We also compare CherryPick with Ernest \cite{37} and show how CherryPick can improve search time by 90% and search cost by 75% for SQL queries.

2 Background and Motivation

In this section, we show the benefits and challenges of choosing the best cloud configurations. We also present two strawman solutions to solve this problem.

2.1 Benefits

A good cloud configuration can reduce the cost of analytic jobs by a large amount. Table \ref{tab:cost} shows the arithmetic mean and maximum running cost of configurations compared to the configuration with minimum running cost for four applications across 66 candidate configurations. The details of these applications and their cloud configurations are described in Section \ref{sec:applications}. For example, for the big data benchmark, TPC-DS, the average configuration costs 3.4 times compared to the configuration with minimum cost; if users happen to choose the worst configuration, they would spend 9.6 times more.

Picking a good cloud configuration is even more important for recurring jobs where similar workloads are executed repeatedly, e.g. daily log parsing. Recent studies report that up to 40% of analytics jobs are recurring \cite{10, 17}. Our approach only works for repeating jobs, where the cost of a configuration search can be amortized across many subsequent runs.

2.2 Challenges

There are several challenges for picking the best cloud configurations for big data analytics jobs.

Complex performance model: The running time is affected by the amount of resources in the cloud configuration in a non-linear way. For instance, as shown in Figure \ref{fig:TPC-DS}, a regression job on SparkML (with fixed number of CPU cores) sees a diminishing return of running time at 256GB RAM. This is because the job does not benefit from more RAM beyond what it needs. Therefore, the running time only sees marginal improvements.

In addition, performance under a cloud configuration is not deterministic. In cloud environments, which is shared among many tenants, stragglers can happen. We measured the running time of TeraSort-30GB on 22 different cloud configurations on AWS EC2 five times. We then computed the coefficient of variation (CV) of the five runs. Our results show that the median of the CV is about 10% and the 90 percentile is above 20%. This variation is not new \cite{17}.
Cost model: The cloud charges users based on the amount of time the VMs are up. Using configurations with a lot of resources could minimize the running time, but it may cost a lot more money. Thus, to minimize cost, we have to find the right balance between resource prices and the running time. Figure shows the cost of running Regression on SparkML on different cluster sizes where each VM comes with 15 GBs of RAM and 4 cores in AWS EC2. We can see that the cost does not monotonically increase or decrease when we add more resources into the cluster. This is because adding resources may accelerate the computation but also raises the price per unit of running time.

The heterogeneity of applications: Figure shows different shapes for TPC-DS and Regression on Spark and how they relate to instance types. For TeraSort, a low memory instance (8 core and 15 GBs of RAM) performs the best because CPU is a more critical resource. On the other hand for Regression, the same cluster has 2.4 times more running time than the best candidate due to the lack of RAM.

Moreover, the best choice often depends on the application configurations, e.g., the number of map and reduce tasks in YARN. Our work on identifying the best cloud configurations is complementary to other works on identifying the best application configurations (e.g., [19, 38]). CherryPick can work with any (even not optimal) application configurations.

2.3 Strawman solutions

The two strawman solutions for predicting a near optimal cloud configuration are modeling and searching.

Accurate modeling of application performance. One way is to model application performance and then pick the best configuration based on this model. However, this methodology has poor adaptivity. Building a model that works for a variety of applications and cloud configurations can be difficult because the knowledge of the internal structure of specific applications is needed to make the model effective. Moreover, building a model through human intervention for every new application can be tedious.

Static searching for the best cloud configuration. Another way is to exhaustively search for the best cloud configuration without relying on an accurate performance model. However, this methodology has high overhead. With 40 instance types at Amazon EC2 and tens of cluster sizes for an application, if not careful, one could end up needing tens of hundreds of runs to identify the best instance. In addition, trying each cloud configuration multiple times to get around the dynamics in the cloud (due to resource multiplexing and stragglers) would exacerbate the problem even further.

To reduce the search time and cost, one could use coordinate descent and search one dimension at a time. Coordinate descent could start with searching for the optimal CPU/RAM ratio, then the CPU count per machine, then cluster size, and finally disk type. For each dimension, we could fix the other dimensions and search for the cheapest configuration possible. This could lead to suboptimal decisions if for example, because of bad application configuration a dimension is not fully explored or there are local minima in the problem space.

3 CherryPick Design

3.1 Overview

CherryPick follows a general principle in statistical learning theory [36]: “If you possess a restricted amount of information for solving some problem, try to solve the problem directly and never solve a more general problem as an intermediate step.”

In our problem, the ultimate objective is to find the best configuration. We also have a very restricted amount of information, due to the limited runs of cloud configurations we can afford. Therefore, the model does not have enough information to be an accurate performance predictor, but this information is sufficient to find a good configuration within a few steps.

Rather than accurately predicting application performance, we just need a model that is accurate enough for us to separate the best configuration from the rest.

Compared to static searching solutions, we dynamically adapt our searching scheme based on the current understanding and confidence interval of the performance model. We can dynamically pick the next configuration that can best distinguish performance across configurations and eliminate unnecessary trials. The performance model can also help us understand when to stop searching earlier once we have a small enough confidence interval. Thus, we can reach the best configuration faster than static approaches.

Figure shows the joint process of performance modeling and configuration searching. We start with a few initial cloud configurations (e.g., three), run them, and input the configuration details and job completion time into the performance model. We then dynamically pick the next cloud configuration to run based on the perfor-
workloads. The running time depends on the cloud configuration and feed the result back to the performance model. We stop when we have enough confidence that we have found a good configuration.

3.2 Problem formulation

For a given application and workload, our goal is to find the optimal or a near-optimal cloud configuration that satisfies a performance requirement and minimizes the total execution cost. Formally, we use $T(\vec{x})$ to denote the running time function for an application and its input workloads. The running time depends on the cloud configuration vector $\vec{x}$, which includes instance family types, CPU, RAM, and other resource configurations.

Let $P(\vec{x})$ be the price per unit time for all VMs in cloud configuration $\vec{x}$. We formulate the problem as follows:

$$\begin{align*}
\text{minimize} & \quad C(\vec{x}) = P(\vec{x}) \times T(\vec{x}) \\
\text{subject to} & \quad T(\vec{x}) \leq T_{\text{max}}
\end{align*}$$

where $C(\vec{x})$ is the total cost of cloud configuration $\vec{x}$ and $T_{\text{max}}$ is the maximum tolerated running time.\footnote{\(C(\vec{x})\) assumes a fixed number of identical VMs.} Knowing $T(\vec{x})$ under all candidate cloud configurations would make it straightforward to solve Eqn. (1), but it is expensive because all candidate configurations need to be tried. Instead, we use BO (with Gaussian Process Priors, see Section 6) to directly search for an approximate solution of Eqn. (1) with significantly smaller cost.

3.3 Solution with Bayesian Optimization

Bayesian Optimization (BO)\footnote{Note that in our scenario, the observation noise on $C(\vec{x})$ is negligible because the measurement on running time and price model is accurate enough. However, the ability to handle the additive noise of BO is essential for us to handle the uncertainty in clouds (details in Section 3.5).} is a framework to solve optimization problem like Eqn. (1) where the objective function $C(\vec{x})$ is unknown beforehand but can be observed through experiments. By modeling $C(\vec{x})$ as a stochastic process, e.g. a Gaussian Process \cite{26}, BO can compute the confidence interval of $C(\vec{x})$ according to one or more samples taken from $C(\vec{x})$. A confidence interval is an area that the curve of $C(\vec{x})$ is most likely (e.g. with 95% probability) passing through. For example, in Figure 5(a), the dashed line is the actual function $C(\vec{x})$. With two samples at $\vec{x}_1$ and $\vec{x}_2$, BO computes a confidence interval that is marked with a blue shadowed area. The black solid line shows the expected value of $C(\vec{x})$ and the value of $C(\vec{x})$ at each input point $\vec{x}$ falls in the confidence interval with 95% probability. The confidence interval is updated (posterior distribution in Bayesian Theorem) after new samples are taken at $\vec{x}_3$ (Figure 5(b)) and $\vec{x}_4$ (Figure 5(c)), and the estimate of $C(\vec{x})$ improves as the area of the confidence interval decreases.

BO can smartly decide the next point to sample using a pre-defined acquisition function that also gets updated with the confidence interval. As shown in Figure 5, $\vec{x}_3$ ($\vec{x}_4$) is chosen because the acquisition function at $t = 2$ ($t = 3$) indicates that it has the most potential gain. There are many designs of acquisition functions in the literature, and we will discuss how we chose among them in Section 3.5.

BO is embedded into CherryPick as shown in Figure 4. At Step 2, CherryPick leverages BO to update the confidence interval of $C(\vec{x})$. After that, at Step 3, CherryPick relies on BO’s acquisition function to choose the best configuration to run next. Also, at Step 4, CherryPick decides whether to stop the search according to the confidence interval of $C(\vec{x})$ provided by BO (details shown in Section 3.5).
leaving the interval between $\bar{x}_3$ and $\bar{x}_4$ unexplored without any impact on the final result.

### 3.4 Why do we use Bayesian Optimization?

BO is effective in finding optimal cloud configurations for Big Data analytics for three reasons.

First, BO does not limit the function to be of any predefined format, as it is non-parametric. This property makes CherryPick useful for a variety of applications and cloud configurations.

Second, BO typically needs a small number of samples to find a near-optimal solution because BO focuses its search on areas that have the largest expected improvements.

Third, BO can tolerate uncertainty. CherryPick faces two main sources of uncertainty: (i) because of the small number of samples, CherryPick’s performance models are imperfect and usually have substantial prediction errors; (ii) the cloud may not report a stable running time even for the same application due to resource multiplexing across applications, stragglers, etc. BO can quantitatively define the uncertainty region of the performance model. The confidence interval it computes can be used to guide the searching decisions even in face of model inaccuracy. In Section 3.6, we leverage this property of BO to handle the uncertainty from cloud dynamics.

One limitation of BO is that its computation complexity is $O(N^4)$, where $N$ is the number of data samples. However, this is perfectly fine because our data set is small (our target is typically less than 10 to 20 samples out of hundreds of candidate cloud configurations).

### Alternatives

Alternative solutions often miss one of the above benefits: (1) linear regression and linear reinforcement learning are not generic to all applications because they do not work for non-linear models; (2) techniques that try to model a function (e.g., linear regression, support vector regression, boosting tree, etc.) do not consider minimizing the number of sample points. Deep neural networks [27], table-based modeling [11], and Covariance matrix adaptation evolution strategy (CMA-ES) [25] can potentially be used for black-box optimization but require a large number of samples. (3) It is difficult to adapt reinforcement learning [27] to handle uncertainty and minimize the number of samples while BO models the uncertainty so as to accelerate the search.

### 3.5 Design options and decisions

To leverage Bayesian Optimization to find a good cloud configuration, we need to make several design decisions based on system constraints and requirements.

#### Prior function

As most BO frameworks do, we choose to use Gaussian Process as the prior function. It means that we assume the final model function is a sample from Gaussian Process. We will discuss this choice in more details in Section 6.

We describe $C(\bar{x})$ with a mean function $\mu(\cdot)$ and covariance kernel function $k(\cdot, \cdot)$. For any pairs of input points $\bar{x}_1, \bar{x}_2$, we have:

$$\mu(\bar{x}_1) = \mathbb{E}[C(\bar{x}_1)]; \ \mu(\bar{x}_2) = \mathbb{E}[C(\bar{x}_2)];$$

$$k(\bar{x}_1, \bar{x}_2) = \mathbb{E}[(C(\bar{x}_1) - \mu(\bar{x}_1))(C(\bar{x}_2) - \mu(\bar{x}_2))].$$

Intuitively, we know that if two cloud configurations, $\bar{x}_1$ and $\bar{x}_2$ are similar to each other, $C(\bar{x}_1)$ and $C(\bar{x}_2)$ should have large covariance, and otherwise, they should have small covariance. To express this intuition, people have designed numerous formats of the covariance functions between inputs $\bar{x}_1$ and $\bar{x}_2$ which decrease when $||\bar{x}_1 - \bar{x}_2||$ grow. We choose Matern5/2 [31] because it does not require strong smoothness and is preferred to model practical functions [33].

#### Acquisition function

There are three main strategies to design an acquisition function [33]: (i) Probability of Improvement (PI) – picking the point which can maximize the probability of improving the current best; (ii) Expected Improvement (EI) – picking the point which can maximize the expected improvement over the current best; and (iii) Gaussian Process Upper Confidence Bound (GP-UCB) – picking the point whose certainty region has the smallest lower bound (when we minimize a function). In CherryPick we choose EI [13] as it has been shown to be better-behaved than PI, and unlike the method of GP-UCB, it does not require its own tuning parameter [33].

Jones et al. [22] derive an easy-to-compute closed form for the EI acquisition function. Let $X_t$ be the collection of all cloud configurations whose function values have been observed by round $t$, and $m = \min_{\bar{x} \in X_t} \{C(\bar{x})| \bar{x} \in X_t\}$ as the minimum function value observed so far. For each input $\bar{x}$ which is not observed yet, we can evaluate its expected improvement if it is picked as the next point to observe with the following equation:

$$EI(\bar{x}) = \begin{cases} (m - \mu(\bar{x}))\Phi(Z) + \sigma(\bar{x})\phi(Z), & \text{if } \sigma(\bar{x}) > 0 \\ 0, & \text{if } \sigma(\bar{x}) = 0 \end{cases}$$

(3)

where $\sigma(\bar{x}) = \sqrt{k(\bar{x}, \bar{x})}$, $Z = \frac{m - \mu(\bar{x})}{\sigma(\bar{x})}$, and $\Phi$ and $\phi$ are standard normal cumulative distribution function and the standard normal probability density function respectively.

The acquisition function shown in Eqn (3) is designed to minimize $C(\bar{x})$ without further constraints. Nonetheless, from Eqn [1] we know that we still have a performance constraint $T(\bar{x}) \leq T_{\text{max}}$ to consider. It means that when we choose the next cloud configuration to evaluate, we should have a bias towards one that is likely to satisfy the performance constraint. To achieve this goal, we first build the model of running time function $T(\bar{x})$ from $\frac{C(\bar{x})}{\sigma(\bar{x})}$.
Then, as suggested in [18], we modify the EI acquisition function as:

\[ EI(\bar{x})' = P[T(\bar{x}) \leq \mathcal{T}_{\text{max}}] \times EI(\bar{x}) \]  

\[ \text{(4)} \]

**Stopping condition** We define the stopping condition in CherryPick as follows: when the expected improvement in Eqn. (4) is less than a threshold (e.g. 10%) and at least \( N \) (e.g. \( N = 6 \)) cloud configurations have been observed. This ensures that CherryPick does not stop the search too soon and it prevents CherryPick from struggling to make small improvements.

**Starting points** Our choice of starting points should give BO an estimate about the shape of the cost model. For that, we sample a few points (e.g., three) from the sample space using a quasi-random sequence [24]. Quasi-random numbers cover the sample space more uniformly and help the prior function avoid making wrong assumptions about the sample space.

**Encoding cloud configurations** We encode the following features into \( \bar{x} \) to represent a cloud configuration: the number of VMs, the number of cores, CPU speed per core, average RAM per core, disk count, disk speed and network capacity of a VM.

To reduce the search space of the Bayesian Optimization, we normalize and discretized most of the features. For instance, for disk speed, we only define fast and slow to distinguish SSD and magnetic disks. Similarly, for CPU, we use fast and slow to distinguish high-end and common CPUs. Such discretization significantly reduces the space of several features without losing the key information brought by the features and it also helps to reduce the number of invalid cloud configurations. For example, we can discretize the space so that the CPUs greater (smaller) than 2.2GHz are fast (slow) and the disks with bandwidth greater (smaller) than 600MB/s are fast (slow). Then, if we suggest a (fast, fast) configuration for (CPU, Disk), we could choose a 2.5GHz and 700MBs instance (or any other one satisfying the boundary requirements). Or in place of a (slow, slow) configuration we could pick an instance with 2GHz of speed and 400MB/s of IO bandwidth. If no such configurations exist, we can either remove that point from the candidate space that BO searches or return a large value, so that BO avoids searching in that space.

3.6 Handling uncertainties in clouds

So far we assumed that the relation between cloud configurations and cost (or running time) is deterministic. However, in practice, this assumption can be broken due to uncertainties within any shared environment. The resources of clouds are shared by multiple users so that different users’ workload could possibly have interference with each other. Moreover, failures and resource overloading, although potentially rare, can impact the completion time of a job. Therefore, even if we run the same workload on the same cloud with the same configuration for multiple times, the running time and cost we get may not be the same.

Due to such uncertainties in clouds, the running time we can observe from an actual run on configuration \( \bar{x} \) is \( \hat{T}(\bar{x}) \) and the cost is \( \hat{C}(\bar{x}) \). If we let \( T(\bar{x}) = \mathbb{E}[\hat{T}(\bar{x})] \) and \( C(\bar{x}) = \mathbb{E}[\hat{C}(\bar{x})] \), we have:

\[ T(\bar{x}) = T(\bar{x})(1 + \epsilon_c) \]  

\[ \hat{C}(\bar{x}) = C(\bar{x})(1 + \epsilon_c) \]  

\[ \text{(5)} \]

\[ \text{(6)} \]

where \( \epsilon_c \) is a multiplicative noise introduced by the uncertainties in clouds. We model \( \epsilon_c \) as normally distributed: \( \epsilon_c \sim \mathcal{N}(0, \sigma^2_c) \).

Therefore, Eqn (1) becomes minimizing the expected cost with the expected performance satisfying the constraint.

BO cannot infer the confidence interval of \( C(\bar{x}) \) from the observation of \( \hat{C}(\bar{x}) \) because the latter is not normally distributed given that BO assumes \( C(\bar{x}) \) is Gaussian and so is \( (1 + \epsilon_c) \). One straightforward way to solve this problem is to take multiple samples at the same configuration \( \bar{x} \), so that \( C(\bar{x}) \) can be obtained from the average of the multiple \( \hat{C}(\bar{x}) \). Evidently, this method will result in a big overhead in search cost.

Our key idea to solve this problem (so that we only take one sample at each input) is to transform Eqn. (1) to the following equivalent format:

\[ \begin{align*}
\text{minimize} & \quad \log C(\bar{x}) = \log P(\bar{x}) + \log T(\bar{x}) \\
\text{subject to} & \quad \log T(\bar{x}) \leq \log \mathcal{T}_{\text{max}}
\end{align*} \]

\[ \text{(7)} \]

We use BO to minimize \( \log C(\bar{x}) \) instead of \( C(\bar{x}) \) since:

\[ \log \hat{C}(\bar{x}) = \log C(\bar{x})(1 + \epsilon_c) \]

\[ \text{(8)} \]

Assuming that \( \epsilon_c \) is less than one (e.g. \( \epsilon_c < 1 \)), \( \log (1 + \epsilon_c) \) can be estimated by \( \epsilon_c \), so that \( \log (1 + \epsilon_c) \) can be viewed as an observation noise with a normal distribution, and \( \log \hat{C}(\bar{x}) \) can be treated as the observed value of \( \log C(\bar{x}) \) with observation noise. Eqn. (8) can be solved similar to Eqn. (2).

In the implementation of CherryPick, we use Eqn. (7) instead of Eqn. (1) as the problem formulation.

4 Implementation

In this section, we discuss the implementation details of CherryPick as shown in Figure 6. It has four modules.

1. **Search Controller**: Search Controller orchestrates the entire cloud configuration selection process. To use CherryPick, users supply a representative workload (see Section 2) of the application, the objective (e.g. minimizing cost or running time), and the constraints (e.g. cost budget, maximum running time, preferred instance
types, maximum/minimum cluster size, etc.). Based on these inputs, the search controller obtains a list of candidate cloud configurations and passes it to the Bayesian Optimization Engine. At the same time, Search Controller installs the representative workload to clouds via Cloud Controller. This process includes creating VMs in each cloud, installing the workload (applications and input data), and capturing a customized VM image which contains the workload. Search Controller also monitors the current status and model on the Bayesian Optimization engine and decides whether to finish the search according to the stopping condition discussed in Section 3.5.

2. Cloud Monitor: Cloud Monitor runs benchmarking workloads of Big Data defined by CherryPick on different clouds. It repeats running numerous categories of benchmark workloads on each cloud to measure the upper-bound (or high percentile) of the cloud noise. The result is offered to Bayesian Optimization engine as the $\varepsilon_c$ in Eqn. (8). This monitoring is lightweight; we only need to run this system every few hours with a handful of instances.

3. Bayesian Optimization Engine: Bayesian Optimization Engine is built on top of Spearmint [6] which is an implementation of BO in Python. Besides the standard BO, it also has realized our acquisition function in Eqn (3) and the performance constraint in Eqn (4). However, Spearmint’s implementation of Eqn (4) is not efficient for our scenario because it assumes $C(\hat{x})$ and $T(\hat{x})$ are independent and trains the models of them separately. We modified this part so that $T(\hat{x})$ is directly derived from $\frac{C(\hat{x})}{p_{(x)}}$ after we get the model of $C(\hat{x})$. Our implementation of this module focuses on the interfaces and communications between this module and others. For taking a sample of a selected cloud configuration, the BO engine submits a cluster creation request and a start workload request via the Cloud Controller.

4. Cloud Controller: Cloud Controller is an adaptation layer which handles the heterogeneity to control the clouds. Each cloud has its own APIs and semantics to do the operations such as create/delete VMs, create/delete virtual networks, capturing images from VMs, and list the available instance types. Cloud Controller defines a uniform API for the other modules in CherryPick to perform these operations. In addition, the API also includes sending commands directly to VMs in clouds via SSH, which facilitates the control of the running workload in the clouds.

The entire CherryPick system is written in Python with about 5,000 lines of code, excluding the legacy part of Spearmint.

5 Evaluation

We evaluate CherryPick with 5 types of big data analytics applications on 66 cloud configurations. Our evaluations show that CherryPick can pick the optimal configuration with a high chance (45-90%) or find a near-optimal configuration (within 5% of the optimal at the median) with low search cost and time, while alternative solutions such as coordinate descent and random search can reach up to 75% more running time and up to 45% more search time than CherryPick. We also compare CherryPick with Ernest [37] and show how CherryPick can reduce the search time by 90% and search cost by 75% for SQL queries. We discuss insights on why CherryPick works well and show how CherryPick adapt to changing workloads and various performance constraints.

5.1 Experiment setup

Applications: We chose benchmark applications on Spark [44] and Hadoop [41] to exercise different CPU/Disk/RAM/Network resources: (1) TPC-DS [7] is a recent benchmark for big data systems that models a decision support workload. We run TPC-DS benchmark on Spark SQL with a scale factor of 20. (2) TPC-H [8] is another SQL benchmark that contains a number of ad-hoc decision support queries that process large amounts of data. We run TPC-H on Hadoop with a scale factor of 100. Note that our trace runs 20 queries concurrently. While it may be possible to model each query’s performance, it is hard to model the interactions of these queries together. (3) TeraSort [29] is a common benchmarking application for big data analytics frameworks [11][30], and requires a balance between high IO bandwidth and CPU speed. We run TeraSort on Hadoop with 300 GB of data, which is large enough to exercise disks and CPUs together. (4) The SparkReg [4] benchmark consists of machine learning workloads implemented on top of Spark. We ran the regression workload in SparkML with 250k examples, 10k features, and 5 iterations. This workload heavily depends on memory space for caching data and has minimal use for disk IO. (5) SparkKm is another SparkML benchmark [5]. It is

\footnote{Over-estimating $\varepsilon_c$ means more search cost.}
Table 2: Configurations for one instance family.

<table>
<thead>
<tr>
<th>Instance Size</th>
<th>Number of instances</th>
</tr>
</thead>
<tbody>
<tr>
<td>large</td>
<td>16 24 32 40 48 56</td>
</tr>
<tr>
<td>xlarge</td>
<td>8 12 16 20 24 28</td>
</tr>
<tr>
<td>2xlarge</td>
<td>4 6 8 10 12 14</td>
</tr>
</tbody>
</table>

Cloud configurations: We choose four families in Amazon EC2: M4 (general purpose), C4 (compute optimized), R3 (memory optimized), I2 (disk optimized) instances. Within each family, we used large, xlarge, and 2xlarge instance sizes each with 2, 4, and 8 cores per machine respectively. For each instance size, we change the total number of cores from 32 to 112. Table 2 shows the 18 configurations for each of the four families. We run a total of 66 configurations, rather than 72 (18 × 4), because the smallest size for I2 starts from xlarge. We do not choose more configurations due to time and expense constraints. However, we make sure the configurations we choose are reasonable for our objective (i.e., minimizing cost). For example, we did not choose 4xlarge instances because 4xlarge is more expensive than 2xlarge but shows diminishing returns in terms of running time.

Objectives: We define the objective as minimizing the cost of executing the application under running time constraints. By default, we set a loose constraint for running time so CherryPick searches through a wider set of configurations. We evaluate tighter constraints in Section 5.4. Note that minimizing running time with no cost constraint always leads to larger clusters, and therefore, is rather simple. On the other hand, minimizing the cost depends on the right balance between cluster size and cluster utilization.

CherryPick settings: By default, we use EI= 10%, N = 6, and 3 initial samples. In our experiments, we found that EI= 10% gives a good trade-off between search cost and accuracy. We also tested other EI values in one experiment.

Alternative solutions: We compare CherryPick with the following strategies: (1) Exhaustive search, which finds the best configuration by running all the configurations; (2) Coordinate descent, which searches one coordinate — in order of CPU/RAM ratio (which specifies the instance family type), CPU count, cluster size, disk type — at a time (Section 2.3) from a randomly chosen starting point. The ordering of dimensions can also impact the result. It is unclear whether a combination of dimensions and ordering exists that works best across all applications. Similar approaches have been used for tuning configurations for Map Reduce jobs and web servers [24, 42]. (3) Random search with a budget, which randomly picks a number of configurations given a search budget. Random search is used by previous configuration tuning works [20, 43]. (4) Ernest [37], which builds a performance model with common communication patterns. We run Ernest once per-instance type and use the model to predict the optimal number of instances.

Metrics: We compare CherryPick with alternative solutions using two metrics: (i) the running cost of the configuration: the expense to run a job with the selected configuration; (ii) the search cost: the expense to run all the sampled configurations. All the reported numbers are normalized by the exhaustive search cost and running cost across the clusters in Table 2.

We run CherryPick and random search 20 times with different seeds for starting points. For the coordinate descent, we start from all the 66 possible starting configurations. We then show the 10th, median, and 90th percentile of the search cost and running cost of CherryPick normalized by the optimal configuration reported by exhaustive search.

5.2 Effectiveness of CherryPick

CherryPick finds the optimal configuration in a high chance (45-90%) or a near-optimal configuration with low search cost and time: Figure 7a shows the median, 10th percentile, and 90th percentile of running time for the configuration picked by CherryPick for each of the five workloads. CherryPick finds the exact optimal configuration with 45-90% chance, and finds a configuration within 5% of the optimal configuration at the median. However, using exhaustive search requires 6-9 times more search cost and 5-9.5 times more search time compared with CherryPick. On AWS, which charges on an hourly basis, after running TeraSort 100 times, exhaustive search costs $581 with $49 for the remainder of the runs. While CherryPick uses $73 for searching and $122 for the rest of the runs saving a total of $435.

In terms of accuracy, we find that that CherryPick has good accuracy across applications. On median, CherryPick finds an optimal configuration within 5% of the optimal configuration. For TPC-DS, CherryPick finds a configuration within 20% of the optimal in the 90th percentile; For TPC-H, the 90th percentile is 7% worse than optimal configuration; Finally, for TeraSort, SparkReg, and SparkKm CherryPick’s 90th percentile configuration is 0%, 18%, 38% worse than the optimal respectively. It is possible to change the EI of CherryPick to find even better configurations.
CherryPick is more stable in picking near-optimal configurations and has less search cost than coordinate descent. Across applications, the median configuration suggested by coordinate descent is within 7% of the optimal configuration. On the other hand, the tail of the configuration suggested by coordinate descent can be far from optimal. For TPC-DS, TPC-H, and TeraSort, the tail configuration is 76%, 56%, and 78% worse than optimal, while using comparable or more search cost. This is because coordinate descent can be misled by the result of the run. For example, for TPC-DS, C4 family type has the best performance. In our experiment, if coordinate descent starts its search from a configuration with a large number of machines, the C4 family fails to finish the job successfully due to the scheduler failing. Therefore, the C4 family is never considered in the later iterations of coordinate descent runs. This leads coordinate descent to a suboptimal point that can be much worse than the optimal configuration.

In contrast, CherryPick has stronger ability to navigate around these problems because even when a run fails to finish on a candidate configuration, it uses Gaussian process to model the global behavior of the function from the sampled configurations.

CherryPick reaches better configurations with more stability compared with random search with similar budget: Figure 8 compares the running cost of configurations suggested by CherryPick and random search with equal/2x/4x search cost. With the same search cost, random search performs up to 25% worse compared to CherryPick on the median and 45% on the tail. With 4x cost, random search can find similar configurations to CherryPick on the median. Although CherryPick may end up with different configurations with different starting points, it consistently has a much higher stability of the running cost compared to random search. CherryPick has a comparable stability to random search with 4x budget, since random search with a 4x budget almost visits all the configurations at least once.

CherryPick reaches configurations with similar running cost compared with Ernest [37], but with lower search cost and time: It is hard to extend Ernest to work with a variety of applications because it requires using a small representative dataset to build the model. For example, TPC-DS contains 99 queries on 24 tables, where each query touches a different set of tables. This makes it difficult to determine which set of tables should be sampled to build a representative small-scale experiment. To overcome this we use the TPC-DS data generator and generate a dataset with scale factor 2 (10% of target data size) and use that for training. We then use Ernest to predict the best configuration for the target data size. Finally, we note that since Ernest builds a separate model for each instance type we repeat the above process 11 times, once for each instance type.

Figure 7 shows that Ernest picks the best configuration for TPC-DS, the same as CherryPick, but takes 11 times the search time and 3.8 times the search cost. Although Ernest identifies the best configuration, its predicted running time is up to 5 times of the actual running time. This is because, unlike iterative ML workloads, the TPC-DS performance model has a complex scaling behavior with input scale and this is not captured by the linear model used in Ernest. Thus, once we set a tighter performance constraint, Ernest suggests a configuration that is 2 times more expensive than CherryPick with 2.8 times more search cost.

CherryPick can tune EI to trade-off between search cost and accuracy: The error of the tail configuration for SparkKm as shown in Figure 7a can be as high as 38%. To get around this problem, the users can use lower values of EI to find better configurations. Figure 10 shows the running cost and search cost for different values of EI. At $EI < 6\%$, CherryPick has much...
better accuracy, finding configurations that at 90th percentile are within 18% of the optimal configuration. If we set \( EI < 3\% \), CherryPick suggests configurations that are within 1% of the optimal configuration at 90th percentile resulting in a 26% increase in search cost.

This can be a knob where users of CherryPick can trade-off optimality for search cost. For example, if users of CherryPick predict that the recurring job will be popular, setting a low EI value can force CherryPick to look for better configurations more carefully. This may result in larger savings over the lifetime of the job.

5.3 Why CherryPick works?

We now show CherryPick behavior matches the key insights discussed in Section 5.2. For this subsection, we set the stopping condition \( EI < 1\% \) to make it easier to show how CherryPick navigates the space.

Previous performance prediction solutions require many training samples to improve prediction accuracy. CherryPick spends the budget to improve the prediction accuracy of those configurations that are closer to the best. Figure 11 shows the means and confidence intervals of the running cost for the best and worst configurations, and how the numbers change during the process of Bayesian optimization. Initially, both configurations have large confidence intervals. As the search progresses, the confidence interval for the best configuration narrows. In contrast, the estimated cost for the worst configuration has a larger confidence interval and remains large. This is because CherryPick focuses on improving the estimation for configurations that are closer to the optimal.

Although CherryPick takes a black-box approach, it automatically learns the relation between cloud resources and the running time. Figure 11 shows CherryPick’s final estimation of the running time versus cluster size. The real curve follows Amdahl’s law: (1) adding more VMs reduces the running time; (2) at some point, adding more machines has diminishing returns due to the sequential portion of the application. The real running time falls within the confidence interval of CherryPick. Moreover, CherryPick has smaller confidence intervals for the more promising region where the best configurations (those with more VMs) are located. It does not bother to improve the estimation for configurations with fewer VMs.

Even though CherryPick has minimal information about the application, it adapts the search towards the features that are more important to the application. Figure 12 shows example search paths for TPC-DS and SparkReg from the same three starting configurations. For SparkReg, CherryPick quickly identifies that clusters with larger RAM (R3 instances) have better performance and redirects the search towards such instances. In contrast, for TPC-DS, the last few steps suggest that CherryPick has identified that CPU is more important, and therefore the exploration is directed towards VMs with better CPUs (C4 instances). Figure 12 shows that CherryPick directly searches more configurations with larger #cores for TPC-DS than for SparkReg.
5.4 Handling workload changes

CherryPick depends on representative workloads. Thus, one concern is CherryPick’s sensitivity to the variation of input workloads. In Figure 14, we keep the best configuration for the original workload (100% input size) $C_{100}$ and test the running cost of the $C_{100}$ on workloads with 50% to 150% of the original input size. For TeraSort, we can continue to use $C_{100}$ to achieve the optimal cost with different input sizes. For SparkReg, $C_{100}$ remains effective for smaller workloads. However, when the workload is increased by 25%, $C_{100}$ can get to 260% the running cost of the new best configuration ($C_{125}$). This is because $C_{100}$ does not have enough RAM for SparkReg, which leads to more disk accesses.

Since input workloads usually vary in practice, CherryPick needs a good selection of representative workloads. For example, for SparkReg, we should choose a relatively larger workload as the representative workload (e.g., choosing 125% gives you more stability than choosing 100%). We will discuss more on how to select representative workloads in Section 6.

When the difference between CherryPick’s estimation of the running cost and the actual running cost is above a threshold, the user can rerun CherryPick. For example, in Figure 14, suppose the user trains CherryPick with a 100% workload for SparkReg. With a new workload at size 125%, when he sees the running cost becomes 2x higher than expected, he can rerun CherryPick to build a new model for the 125% workload.

5.5 Handling performance constraints

We also evaluate CherryPick with tighter performance constraints on the running time (400 seconds to 1000 seconds) for TPC-H, as shown in Figure 15. CherryPick consistently identifies near-optimal configuration (2-14% difference with the optimal) with similar search cost to the version without constraints.

6 Discussion

Representative workloads: CherryPick relies on representative workloads to learn and suggest a good cloud configuration for similar workloads. Two workloads are similar if they operate on data with similar structures and sizes, and the computations on the data are similar. For example, for recurring jobs like parsing daily logs or summarizing daily user data with the same SQL queries, we can select one day’s workload to represent the following week or month, if in this period the user data and the queries are not changing dramatically. Many previous works were built on top of the similarity in recurring jobs [10,17]. Picking a representative workload for non-recurring jobs hard, and for now, CherryPick relies on human intuitions. An automatic way to select representative workload is an interesting avenue for future work.

The workload for recurring jobs can also change with time over a longer term. CherryPick detects the need to recompute the cloud configuration when it finds large gaps between estimated performance and real performance under the current configuration.

Larger search space: With the customizable virtual machines [2] and containers, the number of configurations that users can run their applications on becomes even larger. In theory, the large candidate number should not impact on the complexity of CherryPick because the computation time is only related with the number of samples rather than the number of candidates (BO works even in continuous input space). However, in practice, it might impact the speed of computing the maximum point of the acquisition function in BO because we cannot simply enumerate all of the candidates then. More efficient methods, e.g., Monte Carlo simulations as used in [6], are needed to find the maximum point of the acquisition function in an input-agnostic way. Moreover, the computations of acquisition functions can be parallelized. Hence, customized VM only has small impacts on the feasibility and scalability of CherryPick.

Choice of prior model: By choosing Gaussian Process as a prior, we assume that the final function is a sample from Gaussian Process. Since Gaussian Process is non-parametric, it is flexible enough to approach the actual function given enough data samples. The closer the ac-
tual function is to a Gaussian Process, the fewer the data samples and searching we need. We admit that a better prior might be found given some domain knowledge of specific applications, but it also means losing the automatic adaptivity to a set of broader applications.

Although any conjugate distribution can be used as a prior in BO \cite{settles2012tutorial}, we chose Gaussian Process because it is widely accepted as a good surrogate model for BO \cite{swersky2013input}. In addition, when the problem scale becomes large, Gaussian Process is the only choice which is computationally tractable as known so far.

7 Related Work

Current practices in selecting cloud configurations

Today, developers have to select cloud configurations based on their own expertise and tuning. Cloud providers only make high-level suggestions such as recommending I2 instances in EC2 for IO intensive applications, e.g., Hadoop MapReduce. However, these suggestions are not always accurate for all workloads. For example, for our TPC-H and TeraSort applications on Hadoop MapReduce, I2 is not always the best instance family to choose.

Google provides recommendation services \cite{google-recommendations} based on the monitoring of average resource usage. It is useful for saving cost but is not clear how to adjust the resource allocation (e.g. scaling down VMs vs. reducing the cluster size) to guarantee the application performance.

Selecting cloud configurations for specific applications

The closest work to us is Ernest \cite{ernest}, which we have already compared in Section 1. We also have discussed previous works and strawman solutions in Section 5 that mostly focus on predicting application performance \cite{bodik2009adapting,bodik2011understanding}. Bodik et al. \cite{bodik2009adapting} proposed a framework that learns performance models of web applications with lightweight data collection from a production environment. It is not clear how to use such data collection technique for modeling big data analytics jobs, but it is an interesting direction we want to explore in the future.

Previous works \cite{zaharia2010mapred,chen2016cloud} leverage table based models to predict performance of applications on storage devices. The key idea is to build tables based on input parameters and use interpolation between tables for prediction. However, building such tables requires a large amount of data. While such data is available to data center operators, it is out of reach for normal users. CherryPick works with a restricted amount of data to get around this problem.

Tuning application configurations: The closest work to us is CherryPick \cite{CherryPick}, a service that selects near-optimal cloud configurations with high accuracy and low overhead. CherryPick adaptively and automatically builds performance models for specific applications and cloud configurations that are just accurate enough to distinguish the optimal or a near-optimal configuration from the rest. Our experiments on Amazon EC2 with 5 widely used benchmark workloads show that CherryPick selects optimal or near-optimal configurations with much lower search cost than existing solutions.

8 Conclusion

We present CherryPick, a service that selects near-optimal cloud configurations with high accuracy and low overhead. CherryPick adaptively and automatically builds performance models for specific applications and cloud configurations that are just accurate enough to distinguish the optimal or a near-optimal configuration from the rest. Our experiments on Amazon EC2 with 5 widely used benchmark workloads show that CherryPick selects optimal or near-optimal configurations with much lower search cost than existing solutions.
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