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Abstract

Efficient hosting of applications in a globally distributed multi-tenant cloud computing platform requires policies to decide where to place application replicas and how to distribute client requests among these replicas in response to the dynamic demand. We present a unified method that computes both policies together based on a sequence of min-cost flow models. Further, since optimization problems are generally very large-scale in this environment, we propose a novel demand clustering approach to make them computationally practical. An experimental evaluation, both through large-scale simulation and a prototype in a testbed deployment, shows significant promise of our approach for the targeted environment.

1 Introduction

An important benefit of cloud computing is that it allows Internet application providers to obtain global footprint and elastic capacity without the need to deploy and maintain their own infrastructure. This service is often referred to as IaaS (“Infrastructure as a Service”). Cloud providers can offer IaaS efficiently by deriving the economy of scale though multiplexing their shared platforms among multiple applications. A number of cloud providers, including Google, Microsoft, and Amazon, offer some variation of this capability.

These geo-distributed multi-tenant hosting platforms need to be able to effectively distribute the hosted applications across multiple data centers and direct client demand to the appropriate application replicas. Specifically, this task involves the following two key policies: (i) At how many and which data centers should each application be deployed? We refer to this as the (global) application placement problem; and (ii) How should client demand be distributed to these application replicas? This is commonly referred to as demand distribution or, interchangeably, server selection problem.

Much prior work has targeted environments addressing one or the other of these aspects (see §8). However, an elastic cloud must deal with both issues simultaneously because it distributes demand among dynamically changing sets of application instances. Consequently, we propose a unified framework to compute these two policies simultaneously. A comparison with an existing approach that also addressed both policies but computed them in isolation showed a significant advantage of our approach (§6.6).

Computing these policies in a hosting cloud brings an additional challenge. Because request processing involves accesses of application-specific back-end servers, the proximity of a request to data centers depends not just on the client’s location but also on the location of the back-end servers and hence on the requested application. This increases the scale of the optimization problems by orders of magnitude (§4). We propose a novel demand clustering approach we call permutation prefix clustering, and show that it makes global optimization practical in many environments.

In summary, this work addresses the application placement and demand distribution problems in a geodistributed and globally-shared cloud platform, and makes the following contributions: (i) We propose and evaluate a unified framework to jointly solve the application placement and demand distribution problems; (ii) A novel clustering technique is introduced to scale our optimization model to realistic platform sizes, which we believe will prove valuable for other optimization models as well; and (iii) We prototype our approach and demonstrate its operation in a testbed deployment.

2 System Overview

The high-level view of our targeted environment is shown in Fig. 1. Each client connects to a request-routing component (e.g., DNS server or HTTP redirector), which directs it to a data center hosting requested application. Known mechanisms (such as one provided in WebLogic [1]) ensure continued session state availability even if a client is redirected to a new instance mid-session. When processing requests, the application is assumed to access back-end database located at the premises of the application providers for security or legal reasons (the extended version of this paper also considers the hosted database scenario [27]). Thus, we aggregate the network distances from clients to data centers and from data centers to databases when calculating the network delay for the requests. Note, obtaining the distance information efficiently is a complicated task and an important part of the providers’ know-how. We assume
this information is supplied by a separate measurement component (not considered here).

To effectively manage the proximity information of all the Internet clients, we assume the platform groups its clients by the IP prefixes found in multiple BGP tables [19], with each group dubbed a client cluster (CC). A key part of our work is to aggregate demand further so that computing the application placement and demand distribution policies becomes tractable. Also, many cloud providers concentrate their platforms in a small number of strategically located mega data centers, leading to the factors of 5 to 7 decrease in the operational cost [12]. For example, Amazon EC2 is deployed in four locations (US-East, US-West, Ireland, and Singapore); other infrastructure providers, such as Limelight and AT&T, have a couple dozens data centers. We assume roughly this number of data centers (around 20). We do not target platforms such as Akamai with presence in thousands of locations.

We focus on the business models (e.g., auto-scaling option in EC2 or Google’s AppEngine), in which the cloud itself makes the decisions on the number and location of various application instances, to maximize the application performance and minimize the number of data centers where these applications are deployed. Removing underutilized application instances reduces the customer costs and frees up resources for other applications. Another objective is to reduce the number of placement changes in consecutive configurations. Despite recent advances in reducing overhead of starting a virtual machine [21] or an application server [9], deploying an application instance remains a heavy-weight operation in terms of CPU costs and system reconfiguration.

In making placement decisions, we only consider whether or not an application is deployed in a data center. Others have addressed the problem of resource allocation among applications within a data center [37, 26, 33]. In the rest of the paper, an “application instance” means that the application is deployed at the data center, regardless of the amount of resources it is assigned locally.

Resource allocation decisions require monitoring the demand and utilization of data centers. We assume a central controller collects this information periodically from each data center. Like any platform based on request routing, our target environment requires translation between requests and service demands; this so-called application modeling problem has been studied intensively (e.g., [32, 34, 35]) and we assume the use of one of these existing technologies. We also assume that our applications (i.e., websites) are sufficiently popular so that even if different requests to a web site have different service demands, for a reasonable request rate (e.g., higher than the deletion threshold — see §5), these requests will result in a representative request mix. (If this assumption does not hold for an application, its requests must be split into classes with similar service demands and each class modeled separately.) Meanwhile, request rates for different applications are normalized so that the same (normalized) request rate will result in the same resource utilization regardless of the application. Thus, a request rate translates to the proportional resource usage and can be used to measure the capacity and the utilization of data centers. (This assumption is supported by our experience with prototype in §7.)

2.1 Problem Statement

Let $D$ be the number of data centers, $A$ the number of applications and $C$ the number of client clusters. The placement policy can be described as an $A \times D$ matrix $P$, with element $P_{ij} = 1$ if application $i$ is deployed at data center $j$; $P_{ij} = 0$, otherwise. The demand distribution policy is an $A \times C \times D$ matrix $R$, whose element $R_{amn}$ is the fraction of requests from client cluster $m$ for application $a$ to be directed to data center $n$. The system enacts the distribution policy by directing a request from client cluster $m$ for application $a$ to data center $n$ with probability $R_{amn}$. Let $r_{am}$ be the request rate for application $a$ from client cluster $m$. Assume each request is associated with a cost $C_{amn}$ if it is served at data center $n$, and $u_n$ is the utilization of the data center. We formulate our problem as a multi-objective optimization problem [23] fulfilling the following competing objectives:

$$\text{Minimize} \sum_{a=1}^{A} \sum_{m=1}^{C} r_{am} \sum_{n=1}^{D} R_{amn}C_{amn} \quad (1)$$

$$\text{Minimize} \sum_{a=1}^{A} \sum_{n=1}^{D} P_{an} \quad (2)$$

$$\text{Minimize} \sum_{a=1}^{A} \sum_{n=1}^{D} |P_{an} - P_{an}^{prev}| \quad (3)$$

subject to

$$\sum_{a=1}^{A} \sum_{m=1}^{C} r_{am}R_{amn} \leq u_n, \ n = 1, 2, \ldots, D \quad (4)$$
0 \leq R_{amn} \leq 1; \sum_{n=1}^{D} R_{amn} = 1 \quad (5)

P_{an} \in (0, 1); R_{amn} > 0 implies P_{an} = 1 \quad (6)

where $P_{an}^{prev}$ is the previous placement policy. Objective (1) minimizes the overall cost. While $C_{amn}$ is an abstract cost function, we use aggregate distance (measured as network latency) as the cost function thus trying to minimize the overall user-perceived network latency. Objective (2) minimizes the number of data centers with deployed application replicas and objective (3) minimizes the number of placement changes.

While multi-objective optimization problems are commonly handled by combining all the objectives into a single one with some weights assigned to each objective, in our case, this would transform the problem to a mixed integer programming formulation (in fact, a variant of a multicommodity capacitated facility location problem [8]), which is NP-hard. Further, choosing appropriate weights for different objectives is difficult in our context as their effect on the final policies is indirect and non-intuitive. Instead, we handle the problem heuristically as follows.

2.2 Framework

Our heuristic approach to arbitrate among the competing objectives involves two steps. First, we compute optimal request distribution among data centers assuming every application is deployed at every data center (full deployment). Here any optimization technique can be applied. We explore a centralized approach based on a min-cost max-flow model (§ 3).

Second, given the optimal demand distribution policy, we attempt to remove underutilized instances. We introduce a Deletion Threshold (DT) as the level of demand that justifies the cost of running an application at a data center (note that the DT can be selected independently for each application and has an easily grasped intuitive meaning). We try to remove instances whose demand after the first step is below DT by reassigning their flows to remaining instances in an optimal manner (§ 5). We also attempt to reduce the number of placement changes in this step by assigning lower deletion threshold to already-deployed instances (§ 5.3).

3 Full Deployment

We begin by obtaining optimal demand distribution policy with full deployment. We use a min-cost max-flow optimization model for this purpose. This model represents the system as a directed network, with source nodes generating demand, sink nodes consuming this demand, and demand flowing from sources to sinks along edges labeled with (cost, capacity). An edge label indicates the maximum amount of demand that can traverse this edge and the unit cost of such traversal. There are efficient algorithms that solve the min-cost max-flow problem, i.e., find the assignment of demand to edges that maximizes the total satisfied demand while minimizing the total cost. Refer to [7] for details on min-cost flow problem and [2] for transforming it to a min-cost max-flow problem; we use both terms interchangeably.

We utilize the tool [4] in our implementation, which uses an algorithm with complexity $O(V^3 Elog(V Cap))$ [16] where $V$ and $E$ are the number of nodes and edges and $Cap$ is the maximum edge capacity.

3.1 Problem Modeling

We would like to forward client requests to closest data centers and at the same time avoid overloading any data centers. We assume the service does not degrade appreciably as long as data center utilization is below its capacity. (In reality, this means that utilization must stay below a certain watermark, which for now we view as capacity but set as a parameter in the simulation – see § 6.) Under this notion, we model our problem as the following min-cost flow network.

Because of different back-end servers, requests for different applications from the same client may have different aggregate distances to the same data center. Thus our model can not simply consider all demand from the same client cluster as a whole. Therefore, as shown in Figure 2, we have a pair-node $Y_{am}$, $a = 1, 2, ... A$, $m = 1, 2, ... C$ for each application and client cluster pair $(a, m)$. Also, each data center $n$ has a node $DC_n$. Finally, we have a source node $S$ and sink node $T$. From source $S$ to each pair-node $Y_{am}$, we add an edge with cost 0 and capacity $r_{am}$, the latter being the request rate from client cluster $m$ for application $a$. Then we add an edge from each pair-node $Y_{am}$ to each data center node $DC_n$, with cost being the aggregate distance $d_{amn}$ when client cluster $m$ accesses the application $a$ at data center $n$, and capacity equal to the full request
rate from this client cluster for this application (since the actual data center capacity is enforced by the subsequent edge), i.e., \( r_{am} \). By connecting each pair-node with every data center, we allow the demand from the corresponding client cluster to be potentially split among any of the data centers. Finally, there is an edge from every data center node \( DC_n \) to sink \( T \), with cost 0 and capacity equal to the capacity of data center \( u_n \).

We try to move the total amount of flow \( \sum_{m=1}^{\mathcal{U}} r_{am} \) from source \( S \) to sink \( T \) with minimum cost. After we obtain the solution, flow \( f_{amn} \) on the edge between nodes \( Y_{am} \) and \( DC_n \) represents the amount of requests from client cluster \( m \) for application \( a \) that should be forwarded to data center \( n \).

4 Permutation Prefix Clustering

The size of the min-cost flow problem in Fig. 2 is extremely large, with \( A \cdot C + D + 2 \) nodes and \( A \cdot C + A \cdot C \cdot D + D + D \) edges. According to [19], there were on the order of 400,000 client clusters in 2000. Then, for \( C = 400,000 \) client clusters, \( A = 100 \) applications, and \( D = 20 \) data centers, the number of nodes and edges are in the order of \( 4 \times 10^7 \) and \( 8 \times 10^8 \) respectively, making this problem intractable. We address the scalability problem in this section.

4.1 Basic Idea

With aggregate distance, each pair-node \( Y_{am} \) has its own preference of data centers in terms of proximity, producing a permutation of data centers. For example, permutation \( \{1,4,2,3,6,5\} \) means requests for application \( a \) from client cluster \( m \) are the closest to \( DC_1 \), the second closest to \( DC_4 \), and so on. We define each permutation as a region, and client requests with the same preference of data centers are in the same region. There is a region for each pair-node in Fig. 2. We propose permutation prefix clustering to reduce the number of regions and thus the number of edges in Fig. 2.

In this method, we merge regions if their permutations share the same prefix of certain length. For example, for six data centers, let region_1 have permutation \( \{1,4,2,3,6,5\} \) and region_2 have permutation \( \{1,4,2,3,5,6\} \). With prefix length 4, we could merge them into region_12 with prefix \( \{1,4,2,3\} \). (Note that requests from the same client cluster for different applications may end up in different regions since their data center preferences may be different due to different back-end servers.) After merging, we compute the distance from the new region to each data center, including those beyond the prefix, as the weighted average of the distances from region_1 and region_2, with request rate from each region as the weight.

Our observation is that unless most data centers are highly loaded, requests for an application will only go to a few closest data centers. So for each client request, we only need to consider the front part of its corresponding permutation. Admittedly, there would be proximity penalty when the flows do need to go to the data centers beyond the prefix. However, this happens when most data centers are highly loaded, in which case the proximity becomes less of a priority as we need to satisfy all the demand first. Moreover, our use of the weighted average distance to all data centers, including those beyond the prefix, significantly reduces this penalty (see § 6.3).

4.2 Application to Min-Cost Model

To illustrate how permutation prefix clustering is applied in our min-cost flow model, suppose we want to merge the regions for pair-nodes \( Y_{1C} \) and \( Y_{am} \) in Fig. 2 because their permutations share a prefix. We remove nodes \( Y_{1C} \) and \( Y_{am} \) along with all their adjacent edges and replace them with a new node \( Y' \). An edge is added from source node \( S \) to node \( Y' \), and from \( Y' \) to each node \( DC_n \), \( n = 1, 2, \ldots, D \). The cost of the edge from \( S \) to \( Y' \) is still zero and capacity is the sum of the capacities of the edges \( (S, Y_{1C}) \) and \( (S, Y_{am}) \), or \( r' = r_{1C} + r_{am} \). The cost of the edge \( (Y', DC_n), n = 1, 2, \ldots, D \) is the weighted average of cost of edges \( (Y_{1C}, DC_n) \) and \( (Y_{am}, DC_n) \), or \( d'_{in} = \frac{d_{in} \cdot r_{1C} + d_{in} \cdot r_{am}}{r_{1C} + r_{am}} \), and capacity is \( r' \). The updated network is shown in Fig. 3. This technique generalizes trivially to merging more than two pair-nodes.

Let \( L \) be the length of the permutation prefix. Then the total number of possible regions after merging is:

\[
\text{Min}\{A \cdot C, \prod_{i=0}^{L-1} (D - i)\}
\]

which means the same number of merged pair-nodes \( Y' \). Also, the dominant element of the total number of edges in Fig. 2 is reduced from \( A \cdot C \cdot D \) to:

\[
D \cdot \text{Min}\{A \cdot C, \prod_{i=0}^{L-1} (D - i)\}
\]

Since \( A \cdot C \) is very large, the total number of nodes and edges in Fig. 3 are in the order of \( \prod_{i=0}^{L-1} (D - i) \) and
\( D = \prod_{i=0}^{L-1}(D - i) \) respectively, depending on \( D \) and \( L \) only. Generally, the smaller the prefix length, the smaller the problem size but the larger the potential proximity penalty. We study these effects in § 6.3.

5 Partial Application Placement

A solution to the model of Fig. 3 provides a demand distribution policy assuming full deployment. Our next step is to remove underutilized application instances.

Let \( f_{an} \) be the amount of request flow of application \( a \) assigned to data center \( n \). If \( f_{an} \geq DT \), we call it normal flow and keep the instance of application \( a \) at data center \( n \). We denote the set of data centers with these instances as \( U_a \). We can immediately remove an instance with zero demand (e.g., if \( f_{an} = 0 \)). The rest of this section handles instances with demand \( 0 < f_{an} < DT \). We call them tiny instances and their flows tiny flows.

5.1 Heuristics

Let set \( V_a = \{ DC_i | 0 < f_{an} < DT \} \) contain data centers with a tiny instance of application \( a \). Also let \( h_n \) be the number of normal flows at data center \( DC_n \). We first assume that all tiny instances are removed (unless all instances of an application are tiny, in which case one instance with the largest flow is retained) along with their flows and increase the residual capacities of the affected data centers accordingly. We then attempt to distribute these flows (referred to as residual demand) to data centers with residual capacities. Our procedure is guided by the following observations:

1. We should try to remove the instances with the smallest flows first because the reassignment of small flows will affect fewer requests. In particular, it means that (1a) demand for a tiny instance should not be reassigned to an even tinier instance, and (1b) we should try to accommodate smaller flows (across all applications) first.

2. If we must retain some tiny instances (because data centers in \( U_a \) reach their capacity), we should keep the tiny instances with the largest flows first. This is again motivated by the desire to keep the largest amount of demand assigned to the nearest data centers.

3. When selecting data centers in \( U_a \) to assign residual demand, we should favor those with smaller \( h_n \) because their residual capacity is harder to utilize (since a data center can only accept additional demand for the applications it hosts).

While the above set of heuristics may suggest a simple greedy procedure, where we reassign flows in the increasing size order and distribute them to normal instances first and then to the largest tiny instance with residual capacity, this may result in highly suboptimal flow assignment. Instead, we again build a min-cost flow model for this problem, so that we reassign the residual demand optimally, and at the same time manipulate the costs in the model to follow the above heuristics.

5.2 Tiny Flow Removal

Our min-cost flow model for tiny flow removal is shown in Fig. 4. Each tiny flow \( f_{an} \) has a corresponding node \( RD_{an} \), referred to as demand node. From source \( S \), we add an edge to every demand node. Also, from each demand node \( RD_{an} \), there is an edge to data center node \( DC_k \) if the latter has an instance of application \( a \) and \( f_{ak} = f_{an} \). By not including edges to data centers with smaller flows (note the absence of edges from \( RD_{an} \) to \( DC_1 \) and \( DC_{D-1} \) in Fig. 4), we enforce heuristic 1a. Finally, each data center node is connected to sink \( T \).

For edges from source node \( S \) to demand node \( RD_{an} \), the capacity is \( f_{an} \), and the cost is 0 - this represents the demand to be satisfied. All edges from demand node \( RD_{an} \) to data center nodes have capacity \( f_{an} \) (this demand could potentially be satisfied by any of these data centers), and the edges from data center nodes to the sink have capacities equal to the residual capacity \( rc_n \) of each data center. For data center \( DC_k \in U_a \), the cost of the edge from node \( RD_{an} \) to \( DC_k \) is 0 (since it already has an instance and we would like to assign as much demand as possible to these nodes – see the edge from \( RD_{an} \) to \( DC_2 \) in the figure). The cost of other edges is chosen in a way such that:

1. For any two tiny flows \( f_{an} \) and \( f_{a'n'} \), if \( f_{an} < f_{a'n'} \), then cost of edges going from demand node \( RD_{an} \) to data center nodes in \( V_a \) is larger than cost of edges going from \( RD_{a'n'} \) to data center nodes in \( V_{a'} \). In this way, flow \( f_{an} \) would have an advantage over \( f_{a'n'} \) when competing for residual capacity of data center nodes with instances of both applications, thus following heuristic 1b.

2. The cost of edges going from residual node \( RD_{an} \) to \( DC_k \) in \( V_a \) is inversely proportional to \( f_{ak} \). In this way, the min-cost flow algorithm will try to follow heuristic 2.

3. For the edge from data center node \( DC_n \) to sink \( T \), the cost is the number of normal flows \( h_n \) at data center \( DC_n \). This makes the algorithm follow heuristic 3.

4. Because heuristics 1 and 2 have higher priority than 3, we make sure that the cost of edges from demand nodes \( RD_{an} \) to data center nodes in \( V_a \) dominates the cost of edges from data center nodes in \( V_a \) to the sink node. In Fig. 4, \( C_{a,n} >> h_k \) and \( C_{a,D} >> h_k \) for all.
After solving this problem, we remove all the tiny instances that became idle (assigned no demand).

5.3 Hysteresis Placement

As described so far, our scheme computes a new placement policy only based on the current demand distribution, regardless of the previous placement. This can result in large number of placement changes.

We propose hysteresis placement to control the number of placement updates. We introduce a parameter hysteresis ratio (HR) when categorizing flows. If application $a$ is deployed at data center $n$ in the previous placement, we consider $f_{an}$ as tiny instance only when $f_{an} < \frac{DF}{HR}$, where $HR \geq 1$. In this way, if application $a$ is currently deployed at data center $n$, then it is more likely to be kept in place in the new placement. This added “stickiness” may result in some increase in the number of application instances and some response time penalty. We evaluate these effects in § 6.5.

5.4 Further Fine-Tuning

Our scheme so far aggregates demand into flows from coarse-grained regions and does not distinguish between requests within a flow. So, when a flow is assigned to multiple data centers, rather than sending requests to these data centers at random, we can split this flow among its assigned data centers according to request proximity preferences as long as this does not violate the overall demand distribution. We skip details due to space limitation but provide them in the extended version of this paper [27]. Our evaluation study includes this optimization in all the experiments.

6 Evaluation

We study the performance of our approach using large-scale simulation built on CSIM [6], a discrete-event simulation package. Mimicking the actual system, our simulator has a decision component and a request routing component. The decision component periodically updates application placement and server selection policy (every 30s by default). There is also a workload component that generates requests according to load patterns discussed later. The routing component forwards each request to the appropriate data center according to the policy generated by decision component.

6.1 Cloud Model

We simulate a global cloud platform across 20 data centers hosting 100 applications (except for the scalability experiments in § 6.7). We parameterize our model as follows. We got all pingable IP addresses – 157803 total – from the Gnutella peer list compiled at the University of Oregon [3] and found their geographical locations using the GeoIP database (commercial version)[5]. We “deploy” our 20 data centers in countries according to their client distribution, i.e., nine data centers in US, three in China, etc. For the US, we use a similar procedure to distribute the data centers among states.

We then selected 20 PlanetLab nodes in the same locales as our data centers and measured ping latencies from each such PlanetLab node to each client. We were able to obtain complete distances to 100546 clients. We then used these clients to represent the locations of client clusters, the 20 PlanetLab nodes to mimic our data centers, and the measured ping latencies as the network distances. Since back-end databases are assumed to stay outside the cloud (see § 2), we randomly select 100 PlanetLab nodes to mimic the databases and use ping latencies from the 20 PlanetLab nodes representing data centers to these 100 PlanetLab nodes as distances between data centers and databases.

We divide the world into 20 geographic regions, each with a data center. Client clusters that share a common closest data center fall into the same geographic region with the data center. We also divide applications into two categories, regional and global. Regional applications are particularly popular within a specific geographic region (hot region), e.g., the website of a state government; global applications are universally popular. For a regional application, we define regional rate as the portion of requests it receives from its hot region. We use regional rate of 0.9.

6.2 Workload

Each data center can serve 10,000 requests peer second (req/s), resulting in the total capacity of all data centers of 200,000 req/s. These rates are dictated by the scalability of the simulator itself, but are sufficient to evaluate our approach. We define load_factor as the ratio of the total request rate of all data centers to the total capacity. Each (normalized –see § 2) request is assumed to have service time 0.03 second, so every data center in the simulator has 300 CSIM facilities that mimic servers. We set the queue length of each facility to 150; requests are distributed among servers in a data center in a round-robin fashion and are dropped when arriving at a facility with full queue. In the optimization models, we assume the capacity watermark of 0.9, that is, the system tries to keep each data center utilization within 9,000 req/s.

Demand Generation. We assume applications’ popularity follows Zipf law with parameter 1. The top application is global and the remaining 99 are regional, thus the global application generates around 20% of total demand. Given the target total request rate, $r$, determined by the load factor, the workload generates requests sequentially with exponentially distributed inter-arrival time with mean $t = 1/r$. For each request, it first
selects an application according to the power law probability distribution. Then if the selected application is regional, it assigns the request to a random client cluster from its hot region with probability of \( \text{regional rate} \) and to a randomly selected client cluster from outside its hot region otherwise. If the application is global, the request is assigned to a random client cluster.

**Dynamic Demand Patterns.** During simulations, the demand pattern changes every \( T \) seconds. We use the following dynamic load patterns in our experiments:

1) **Vary-All-App:** starting from the initial distribution generated as described above, the demand for each application changes randomly within \( \pm \Delta \% \), where \( \Delta \) is a parameter controlling the extent of variability. This workload is an extended version of vary-all-apps in \cite{33}.

2) **Rank-Exchange:** popularity rankings of \( k \) randomly picked pairs of applications are swapped, where \( k \) controls the extent of demand variability. This workload mimics the change of popularity among applications.

3) **Reshuffle-All:** in each cycle, the rankings of the applications are reset to a random permutation and each regional application is remapped to a new random region. This workload mimics extreme case of change, where the demand pattern in each cycle is completely independent of the pattern in previous cycle.

### 6.3 Clustering Performance

We begin with the evaluation of permutation prefix clustering. In each experiment, we initially generate the requests that would occur in one second and re-send these requests repeatedly every logical second for ten logical seconds, at which point we recompute the demand to be used for the next ten seconds, and so on. While we use the same demand pattern, the demand will be different due to new random coin tosses during generation. To factor out the effects of stale demand data, the experiments in this subsection as well as \$6.4 \text{ and } 6.5\$ recompute the policy every time the demand is recomputed (every 10 second here) and use the upcoming demand data as input. We defer considering online policy computation based on prior demand until policy evaluation and prototype testing (\$6.6 \text{ and } 7\$). The simulation lasts 50 logical seconds. To concentrate on clustering effect on server selection, all experiments in this subsection assume full deployment for each application, deletion threshold 0 req/s, and hysteresis ratio 1.

Fig. 5 shows performance effects as clustering level changes from the extreme case when only the closest server is considered (prefix 1) to no clustering (prefix 20, although no clustering occurred beyond prefix 18). We measure the number of dropped requests (although we did not observe any) and the average response time. Fig. 5a shows the response time penalty from clustering (also called delay penalty below), expressed as the relative difference between average response times with and without clustering. As seen from the figure, for a given level of clustering (i.e., the prefix length value), the penalty is smaller for lower load factors. (The line for load factor 0.4 deviates slightly from this trend for initial values of the prefix length. Since the penalty variations involved are very small - within 1% - we view it as a statistical aberration.) This makes sense because with low load, most demand is satisfied by the closest server, and the discrimination among more distant servers becomes unimportant. However, even for high loads, the clustering penalty is small, never exceeding 10%, and drops quickly with the prefix length. We attribute this to the effect of our distance aggregation for all members of the cluster: even when client-application pairs are clustered, their proximity to servers beyond the common prefix is still accounted for through aggregated distances. Indeed, Fig. 5b shows the delay penalty increases significantly when all distances to data centers beyond the prefix are assumed equal. Finally, Fig. 5c depicts the effect of clustering on the algorithm execution time. It shows that clustering trades these small delay penalties for a dramatic reduction in the execution time. For instance, for load factor 0.6, going from no clustering (prefix 20) to clustering with prefix 3 reduces the execution time from 552.4s to 2.3s, at the expense of only 1.3% delay penalty. We study the scalability of our approach further in \$6.7\$.

In summary, our experiments show that prefix clustering is a promising general technique for aggregating demand. Given these results, we use prefix size 3 for sub-
sequent experiments, which allows us to solve the min-cost problem efficiently while keeping the delay penalty small - within 4% in the above experiments.

6.4 Deletion Threshold

We now study the deletion threshold (DT) effect. A higher DT tends to remove more instances but leads to greater performance penalty, as requests that used to go to the underutilized instances will now be routed to more distant data centers, while DT = 0 means no tiny instance removal, i.e., only completely idle instances are dropped. We use prefix 3 (see § 6.3) and hysteresis ratio 1 for these experiments.

Fig. 6 quantifies these effects by showing the total number of instances and delay penalty for different DT values. The workload is the same as in the previous subsection. Since each simulation run involves five recomputations of the demand, each data point represents the average total number of application instances across the whole run. The figure shows that as the deletion threshold increases, the number of total instances plunges in the beginning, but then decreases very slowly. The delay penalty behaves the opposite way, although at low load the penalty does not flatten. In general, this result indicates that with an appropriate deletion threshold, our scheme can drastically reduce the number of application instances with small performance penalty. We choose deletion threshold 150 req/s throughout our subsequent experiments as it obtains factor of 5-7 reduction in the number of application instances while keeping the delay penalty under 8% for all loads.

6.5 Hysteresis Placement Effects

We now evaluate the hysteresis ratio effects, using deletion threshold 150 req/s (see § 6.4) and prefix length 3 (see § 6.3) in the experiments.

We use the following workload. At the first logical second, we generate a demand. At the next second, we remap the regional applications randomly to regions and recompute the demand. At all the subsequent seconds, we recompute the demand with new random coin tosses but keep the same pattern. So the workload changes dramatically in the second second, but keeps stable (except for statistical variations) in the remaining time. The application placement is computed every second: with our focus on placement changes, this allows us to shorten the experiment without affecting the results. The experiment lasts 20s. In Fig. 7, each data point represents the mean over five simulation runs with different seeds.

Fig. 7a shows the number of placement changes as the hysteresis ratio increases. For comparison, the figure also includes results for a heuristic application placement from [29] at 0 point on the x-axis. We see that with the increase of the hysteresis ratio, the number of placement updates drops but the total number of instances increases. When hysteresis ratio reaches 3, our approach results in fewer placement updates than algorithm from [29], even though the latter computes the new placement by adjusting the current configuration. Admittedly, as Fig. 7b shows, this comes at the expense of a certain increase in the number of instances, especially at higher load factors (a third more instances). We argue that this modest increase is justified by a significantly better performance of our approach, as we will see in the § 6.6. Interestingly, the delay penalty is negligible - less than 2% – and is not shown here. We use hysteresis ratio 3 for the rest of our experiments.

6.6 Policy Evaluation

This section compares the quality of the policies produced by our approach and prior work. To our knowledge, the only works that jointly address the problems of demand distribution and application placement are [29] and [25]. Since our approach and [25] are not directly comparable ([25] aims at minimizing the replica load imbalance rather than optimizing the proximity), we compare our approach with [29]. The latter represents a drastically different approach from ours: it heuristically adjusts current placement by replicating or migrating instances and modifies server selection strategy according to the observed demand.

In these experiments, we use the dynamic load patterns in § 6.2 with load factor 0.5 and regional rate 0.9. Experiments start with full deployment and every request is forwarded to the closest data center. We generate the initial demand according to § 6.2. For the first
15 logical seconds, the system is in a warm-up stage, where we update the policies every second so that the policies reflect the initial demand pattern after this stage. This is done for fairness to [29] as it adopts to the desired configuration incrementally. Then the system goes into the measurement stage, lasting 900 logical seconds, in which the demand is recomputed every 150 sec. according to the dynamic load pattern used, and the policies are updated every 30 sec. When computing the policies, we collect request rates through the statistics from all data centers as in reality. We use exponential moving average (smoothing factor 0.6) to maintain these statistics.

Fig. 8, 9 show the average response time and number of dropped requests for the two approaches, for the first two workloads (Reshuffle-All is not shown due to the space limit and is included in the extended version [27]). The curves corresponding to our approach and the approach of [29] are labeled, respectively, “min-cost” and “heuristic”. The results show dramatic performance advantage of our approach for both metrics. The average response time shows improvements at least by a factor of 2, and dropped requests reduce by orders of magnitude.

### 6.7 Scalability

We turn to the scalability of our approach. Our baseline setup of the system includes 100,546 client clusters, 20 data centers and 100 applications. We measure the execution time of our algorithms by increasing one of these parameters and keeping the other two constant. For the purpose of simulations, whenever we add a new entity to the setup and need a network delay between it and other entities, we pick the delay at random between 0 and 500ms. We utilize Dell PowerEdge 2950 server with 8 cores and 16G memory in the experiments.

The results are presented in Fig. 10. They show that the execution time grows almost linearly with the number of client clusters and applications, but superlinearly with the number of data centers. The latter makes sense since, for the prefix length 3 we used, the size of the min-cost flow model of Fig. 3 grows as the power of 4 of the number of data centers (§4.2). Meanwhile, when the number of client clusters and applications increases, the size of the min-cost flow problem used in the first phase (optimization with full deployment) does not change, but the size of the problems used in the second phase (application placement) and in the flow-splitting phase increase linearly. As shown, the execution time remains within tens of seconds for thousands of applications, millions of client clusters, and tens of data centers.

We argue this reflects realistic platform sizes and acceptable execution time. Indeed, Krishnamurthy and Wang found roughly 400K client clusters on the Internet [19], and most infrastructure providers, such as Limelight and AT&T, operate up to 20-30 data centers. Execution time in the order of tens of seconds also seems acceptable: Oppenheimer et al., considering three real workloads, recommend application placement be done in the order of every 30 min. [24]; Wendell et al. found demand to be fairly stable on the 10-min. time scale [36].

### 7 Prototype

To demonstrate the operation of our system, we implemented our approach and deployed a testbed that mimics a global platform. We use five machines to emulate five data centers: one in Japan, one in UK, one in Australia, one in California and one in New York. We use another five machines to mimic the clients at these locations. To emulate global deployment, we hard-code the distances between the machines representing clients and data centers using measured ping RTTs between PlanetLab nodes in the mimicked locations. We used MyXDNS [10], a DNS server configurable with external server selection policies, as a request router.

In the prototype, a decision component collects utilization and demand distribution from data centers, periodically computes placement and server selection policies using our approach, and uploads the new server selection policy into MyXDNS. MyXDNS and our decision component both run on a separate machine, updating the policy every 30 seconds. On machines that mimic data centers, we install the WebSphere application server running the TPC-W benchmark (with the browsing mix workload) as the application. We set server capacity to 100 req/s and capacity watermark at 70%. Yet we report results in terms of actual server utilization, thus justifying (at least for this application) our assumption about
feasibility of using request rates as measure of demand and utilization. We use the following two scenarios to demonstrate how our system responds to the dynamically changing demand.

### 7.1 Demand Shift

Our first scenario shows the ability of the system to handle demand shifts from one region to another. In this scenario, we generate requests from only one location at a time and at a level that a single data center can cope with, but we change the location every 120s.

Fig. 11 shows the CPU utilization of the five machines imitating data centers. It indicates that the system handles this scenario successfully. Indeed, the application placement follows the demand after the delay induced by the periodicity of policy updates. Only one instance of the application is deployed at a time except during transitions, since our prototype is careful not to enact instance deletion until it completes pending requests - this is seen from an overlap in utilization curves.

### 7.2 Flash Crowd

Our second scenario imitates a flash crowd coming from one region. In this experiment, we generate requests from a single fixed location throughout the experiment but the amount of requests increases in the first 220s, then stays constant for 120s, and then drops in the final 220s. The application is initially placed in the data center in the region that generates the demand.

Fig. 12 shows the CPU utilization of the data centers in this scenario, again demonstrating successful operation of the system. Initially, data center DC1, the nearest to client demand, is sufficient to handle the workload. As its utilization exceeds the watermark, the application is deployed at two more data centers - first at the second closest data center DC2 and then at DC3, the third closest. Once the flash crowd subsides, the system removes the application from the two distant data centers, first from DC3 and then from DC2. Note that during the flash crowd, the two closest data centers are utilized equally (up to their capacity watermark) and the more distant data center DC3 receives only the overflow demand. Also note transient effects around 60 and 150 seconds, due to periodicity in policy recomputation (hence an inherent lag in reaction to changing demand) and an occasional unpredictable change in demand. E.g., at around 120 sec, the request rate produced by the demand generator unexpectedly dropped (not following the workload pattern), causing the system to lower selection probability of DC2. But right after that, the workload increased back to normal, leading to spike in utilization of DC1, while leaving DC2 only modestly utilized.

### 8 Related Work

While many efforts have addressed application placement and server selection, they mostly consider only one of these two problems. Schemes in [28, 22, 14, 15, 17, 18, 20] address the placement problem assuming requests are always forwarded to the closest replica. This makes these approaches suboptimal in practice as servers have limited capacity. Some works formulate global optimization problems [28, 14] but use them only as the ba-
sis for comparison since they are impractical due to computational cost. Our prefix clustering approach makes global optimization practical in many cases.

Other approaches focus on the server selection assuming a given set of replicas [11, 36, 30, 13, 31]. None of them take into account the distance between server and back-end database, partly because they mostly consider server selection for CDNs, which do not have this issue. In particular, [36] proposes an optimal decentralized server selection algorithm done by a set of mapping nodes. We address a joint placement and selection problem in a centralized manner but handle the scale issue through a novel prefix clustering technique. In [11], the authors use a min-cost flow model to generate the server selection strategy. However, they assume that the placement of applications is fixed while our approach includes the placement aspect. Furthermore, unlike our clustering technique, their approach to scalability depends on a fortuitous placement configuration.

Among the few works that tackle both placement and server selection, [25] proposes distributed placement and server selection algorithms. However, their server selection aims to balance load without considering proximity. In [29], the authors propose decentralized placement and centralized server selection algorithms that take into account both server load and proximity but compute both policies in isolation. Our unified approach showed performance advantages over it. None of them considers the distance between server and back-end database.

9 Conclusion and Future Work
This paper addresses a problem of efficient hosting of multiple applications in a globally distributed cloud computing platform and makes two main contributions. First, we design a unified approach for application placement and demand distribution policies and show its promise through both simulation experiments and a prototype testbed demonstration. Second, we propose a novel demand clustering technique and show that it can be used to scalability depends on a fortuitous placement configuration.

Important issues for future work include extending out approach to account for energy consumption, consider inter-dependencies among hosted applications, allow applications to have different priorities, and ensure pre-defined quality of service levels.
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