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Abstract

LSM-tree based KV stores suffer from severe read amplification, especially for large KV stores. Even worse, many applications may issue a large amount of lookup operations to search for nonexistent keys, which wastes a lot of extra I/Os. Even though Bloom filters can be used to speedup the read performance, existing designs usually adopt a uniform setting for all Bloom filters and fail to support dynamic adjustment, thus results in a high false positive rate or large memory consumption. To address this issue, we propose ElasticBF, which constructs more small filters for each SSTable and dynamically load into memory as needed based on access frequency, so it realizes a fine-grained and elastic adjustment in running time with the same memory usage. Experiment shows that ElasticBF can achieve \(1.94 \times -2.24\times\) read throughput compared to LevelDB under different workloads, and preserves the same write performance. More importantly, ElasticBF is orthogonal to existing works optimizing the structure of KV stores, so it can be used as an accelerator to further speedup their read performance.

1 Introduction

Key-value (KV) store has become an important storage engine for many applications \cite{12, 4, 16, 23}. The most common design of KV stores is based on Log-Structured Merge-tree (LSM-tree), which groups KV pairs into fixed-size files, e.g., the SSTables in LevelDB \cite{7}. Files are further organized into multiple levels as shown in Figure 1. KV pairs are sorted in each level except level 0. With this level-based structure, data is first flushed from memory to the lowest level, and then merged into higher levels by using compaction when this level reaches its capacity limit. Compaction inevitably causes the write amplification problem, and many recent researches focus on addressing this issue \cite{3, 22, 13}.

On the other hand, LSM-tree based KV stores also suffer from severe read amplification problem\cite{14, 21}, especially for large KV stores. This is mainly because a KV store contains multiple levels, and reading a KV item needs to check from the lowest level to the highest level until the data is found or all levels are checked. This process inevitably incurs multiple I/Os and amplifies the read operation. In the worst case, 14 SSTables need to be inspected \cite{13}, and even worse, if the target KV item does not exist in the store\cite{19, 20, 9}, then all the I/O requests are totally wasted. We point out that only one file in each level need to be examined as data in each level are kept in a sorted order, and this file can also be easily located by checking the key ranges of each file.

To reduce extra I/O requests, Bloom filters are widely used in KV stores \cite{19}. By first asking the filter to check if the requested data exists in the SSTable, extra I/Os can be reduced. However, Bloom filter has false positive, so it may return an “existence” answer even if the data does not really exist, still incurs extra I/Os to inspect the SSTable. Even though the false positive rate (FPR) can be reduced by increasing the length of filters \cite{2, 7}, it will increase the memory usage. As a result, some filters may be swapped out to disks as memory is usually a scarce resource in KV stores \cite{11, 8}. If filters are not in memory, extra I/Os must be incurred to load the filter into memory before inspecting a SSTable, and this exacerbates the read amplification. A recent work proposes to adjust the length of filters for different levels \cite{6}, while it only uses a same setting for all filters in the same level and fails to dynamically adjust the setting according to data hotness. Therefore, there still remains a challenging problem for LSM-tree-like KV stores: How to reduce the false positive rate of Bloom filters with least memory usage
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\caption{LSM-tree based structure.}
\end{figure}
In this paper, we propose ElasticBF, realizes a fine-grained and elastic Bloom filter by constructing more small filters on disk and dynamically load some into memory as needed based on access frequency and data hotness. So ElasticBF can easily tune the size of filters for each SSTable in running time with the same memory usage. With the fine-grained and elastic feature, ElasticBF greatly reduces the false positive rate under limited memory space. Besides, ElasticBF is orthogonal to existing works focusing on optimizing KV store structure. Our prototype based on LevelDB demonstrates that ElasticBF can achieve up to 2.24× read throughput compared to conventional Bloom filter design in LevelDB.

2 Background & Motivation

As introduced in §1, Bloom filters can be used to reduce the number of I/Os incurred in each read operation. For example, each SSTable in LevelDB is associated with a filter, which can be viewed as a bit array constructed from all the KV pairs within the SSTable by using several hash functions, and then the filter can be used to easily check the existence of a KV pair. However, Bloom filters always have false positive, and the false positive rate can be expressed as \((1 - e^{-k/b})^k\) \[10\], where \(b\) indicates the number of bits allocated for each key, denoted by bits-per-key, and \(k\) means the number of hash functions. We point out that \(b\) determines the memory usage of a Bloom filter. Since \((1 - e^{-k/b})^k\) is minimized when \(k = \ln 2 \cdot b\), false positive rate can be represented as 0.6185\(^b\). Based on this formula, we can easily observe the tradeoff between memory usage and false positive rate for a filter.

It is a common consensus that accesses to files usually posses locality, this is also true for KV stores. We further validate this by running an experiment with LevelDB [7]. Since there is no publicly available KV workload trace [15], and YCSB [5] is the standard benchmark for evaluating KV stores. We use YCSB to load a 100GB database and generate two representative workloads [12] containing one million Get requests with uniform and zipfian distributions, which are provided by YCSB to simulate real-world application scenarios [5]. Note that there are about 50K SSTables in a 100GB KV store, so issuing one million Get requests is enough for us to evaluate the stable behaviour of the KV store. Figure 2 shows the access frequency of all SSTables, which are numbered sequentially from the lowest level to the highest level. As the level increases, the access frequency of SSTables tends to decrease, because the higher the level is, the more SSTables are accessed. Therefore, filters at lower levels need a smaller false positive rate than those at higher levels. A recent work Monkey [6] maximizes the read throughput under uniform distribution by allocating more bits-per-key to filters at lower levels. We emphasize that even for SSTables in the same level, unevenness of access frequency is still very common, but Monkey does not consider the skewness within the same level.

With the consideration of access locality, it is not cost-effective when using the same bits-per-key to configure all filters for different SSTables. Instead, allocating more bits-per-key for filters of hot SSTables, and allocating less bits for cold SSTables, can reduce the overall false positive rate for all requests and keep the same memory usage, because hot SSTables may receive most read requests but only account for a small portion. Therefore, it is of big significance to adjust the bits-per-key for every SSTable in a fine-grained and elastic manner so as to minimize the false positive rate with least memory usage. However, the configuration of Bloom filters is fixed, or it can only be adjusted by regenerating filters, and adjusting it dynamically through regenerating will incur a large overhead. Since SSTables are immutable, regenerating Bloom filters needs to re-read the data in SSTables.

3 ElasticBF

3.1 Main Idea

The access frequency varies significantly from different SSTables, and the number of hot SSTables (with high access frequency) is far less than that of cold SSTables. Thus, we could reduce the amount of extra I/Os caused due to false positive of filters by increasing the bits-per-key for filters of hot SSTables, meanwhile, we can still limit the memory overhead by decreasing the bits-per-key for filters of cold SSTables. However, the bits-per-key allocated to a filter is fixed and unable to change as long as the filter has been generated, so it is unable to dynamically adjust the allocation for different filters at running time. To address this issue, instead of directly adjusting the bits-per-key, we choose to build multiple filters when constructing each SSTable, and each filter
is usually allocated with smaller bits-per-key and called filter unit, we then dynamically adjust the number of filters in memory for each SSTable by enabling some filter units and loading them into memory or disabling some in-memory filter units and simply removing them from memory. Note that we do not need to write the filter units back to the disk, because copies of these filter units are also stored in the SSTables. Thus, we achieve the elastic feature to dynamically adjust the bits-per-key or the false positive rate, so we call the scheme ElasticBF.

In ElasticBF, each SSTable is initially associated with multiple filter units, as shown in Figure 3, which are generated by using different and independent hash functions based on the KV pairs within the SSTable and sequentially placed in the metadata region of the SSTable. We collectively call all the filter units assigned to a SSTable a filter group. Since multiple filter units within a filter group are independent, when querying for a key exists in the SSTable, the key must be nonexistent certainly as long as one filter unit gives a negative return. That is, only when all filter units indicate the existence of a key, we then really read out the data blocks to search the key.

One important feature of ElasticBF is that the overall false positive rate of a filter group is exactly the same as that of a single Bloom filter which uses the same number of bits-per-key allocated to all filter units within the filter group. We call this feature separability. This feature can also be easily proved. Assuming that each filter unit is a $b/n$ bits-per-key filter, so its FPR can be expressed as $0.6185^{h/n}$. Since hash functions used by each filter unit are independent, the FPR of $n$ filter units can be derived as $(0.6185^{h/n})^n$, which is exactly the same with that of a single filter with $b$ bits-per-key. We also validate this feature via experiments by using the bloom тест provided by LevelDB, and the results conform with the analysis.

ElasticBF provides a way to dynamically adjust Bloom filters during running time, and based on the feature of separability, the memory usage can also be limited by enabling more filter units for hot SSTables and disabling some filter units for cold ones. However, to deploy ElasticBF in a KV store, there still remain two challenging issues: (1) How to design an adjusting rule to determine the most appropriate number of filter units for each SSTable? (2) How to realize a dynamic adjustment with small overhead?

### 3.2 Adjusting Rule

The goal of adjusting Bloom filters for each SSTable is to reduce the extra I/Os caused due to false positive, so we use a metric which is defined as the expected number of I/Os caused by false positive to guide the adjustment, and we denote this amount of extra I/Os as $E[\text{Extra IO}]$. Specifically, $E[\text{Extra IO}]$ can be expressed as

$$E[\text{Extra IO}] = \sum_{i=1}^{n} f_i \cdot f_{pi},$$

where $n$ means the total number of SSTables in the KV store, $f_i$ denotes the access frequency of SSTable $i$, $f_{pi}$ denotes the false positive rate and it is determined by the number of filter units loaded in memory for SSTable $i$.

ElasticBF adjusts the number of filter units for each SSTable only when the metric $E[\text{Extra IO}]$ could be reduced under the fixed memory usage. It limits memory usage by fixing the total length for all filter units in the memory, that is, we keep the average bits-per-key as a fixed value. Note that SSTables which have higher access frequency will contribute more to $E[\text{Extra IO}]$ when using the same allocation of Bloom filters, so minimizing $E[\text{Extra IO}]$ actually results in allocating more filter units for hot SSTables, which meets our goal exactly.

The adjustment of Bloom filter proceeds as follows. Each time when a SSTable is accessed, we first increase its access frequency by one and update $E[\text{Extra IO}]$, then we check whether $E[\text{Extra IO}]$ could be decreased if enabling one more filter unit for this SSTable and disabling some filter units in other SSTables so as to guarantee the same memory usage. However, one critical issue is how to quickly find which filters should be disabled but not incurring a large overhead. To address this problem, we extend Multi-Queue (MQ) [24, 17], and we describe its design details in next subsection.

### 3.3 Dynamic Adjustment with MQ

We maintain multiple Least-Recently-Used (LRU) queues to manage the metadata of each SSTable as shown in Figure 4, and we denote these queues as $Q_0, \ldots, Q_m$, where $m$ is equal to the maximum number of filter units allocated to each SSTable. Recall that all the filter units within a filter group are kept on disks along with the SSTable, but not all filter units are enabled, and only the enabled filter units are used for key-existence check. Each element of a queue corresponds to one SSTable and keeps the metadata of the SSTable, including the enabled filter units residing in memory. $Q_i$ manages the SSTables which already enabled exactly $i$ filter units, e.g., each SSTable in $Q_2$ enabled two filter units.

To determine which filter units should be disabled and then removed from memory, we use an expiring policy which associates a variable named expiredTime with each item in MQ, and it denotes the time point at which the filter unit is going to expire.
corresponding SSTable should be expired and selected as a candidate to adjust its Bloom filters. Precisely, \textit{expiredTime} is defined as \textit{currentTime} + \textit{lifeTime}, where \textit{currentTime} denotes the number of Get requests issued to the KV store so far, and \textit{lifeTime} is a fixed constant. In practice, we let \textit{lifeTime} have the same order of magnitude as the total number of SSTables, and we point out that ElasticBF is not sensitive to the value of \textit{lifeTime} under this setting. Based on the above definitions, when a SSTable is inserted into a queue, its \textit{expiredTime} will be initialized as \textit{currentTime} + \textit{lifeTime}, and at each time when the SSTable is read, its \textit{expiredTime} will be updated accordingly based on the new value of \textit{currentTime}. We define a SSTable as “expired” if the total number of Get requests issued to the KV store becomes larger than its \textit{expiredTime}. The physical meaning is that the SSTable has not been read in the past \textit{lifeTime} requests if it becomes “expired”, so this SSTable can be regarded as cold and some of its filter units could be disabled.

For each access, we follow the original MQ algorithm to find the “expired” SSTable [17]. To avoid “expired” SSTable enabling too many filter units, we search “expired” SSTables from \( Q_m \) to \( Q_1 \), and for each queue, we search from the LRU side to the MRU side, since an “expired” SSTable must be the least recently used one. When we find an “expired” SSTable, we downgrade it to the next lower-level queue to release one filter unit, and if we encounter a not “expired” SSTable, we jump to lower-level to search “expired” SSTables. This process stops until we find enough memory space to load new filter units for the SSTable which tends to increase its filter units. If we can not find enough “expired” filters to make room for new filters, then we simply skip the Bloom filter adjustment this time.

### 3.4 Overhead Analysis

To support runtime adjustment, ElasticBF keeps multiple filter units in each SSTable. But it require extra storage and generating these filters may also add latency to writes. First, assuming that the size of KV pairs is 1KB and ElasticBF uses four \textit{bits-per-key}, so one filter units only cost around 1KB storage, and it is just 0.05% of a SSTable which is usually 2MB. Second, our experiment shows that the time of building a filter takes only around 1% of the time for constructing a SSTable on the disk. ElasticBF also leverages multi-threading to generate multiple filter units simultaneously so as to further reduce the computation time of generating filters. Therefore, the storage overhead is small and computation time is short. Besides, ElasticBF maintains multiple queues to quickly identify candidate SSTables for decreasing filter units. Since the queues we used are LRU queues, it is easy to find “expired” SSTables. The number of CPU cycles for searching is small, and it can be ignored when compared with I/O time. Extra memory overhead of MQ comes mainly from keeping \textit{expiredTime}, since LSM-tree based KV stores originally use a linked list to manage the metadata of SSTables. Thus, the memory overhead is also small. For example, for a 100GB KV store, there are around 50K SSTables, assuming that 4B is used to record the \textit{expiredTime} of each SSTable, then the total memory overhead is only around 200KB.

### 4 Performance Evaluation

We run experiments on a machine consisting of two Intel(R) Xeon(R) E5-2650 v4 CPUs with 48-cores running at 2.2GHz, 64GB memory and 480GB SSD. The operating system is Linux 3.10.0-514. We compare ElasticBF with LevelDB which is widely used KV store, and use the benchmark YCSB-C [14, 18], which is the C++ version of YCSB [5] for evaluation. We set the KV pair size as 1KB, and set the \textit{lifeTime} of ElasticBF as 20K as there are around 50K SSTables in total in our evaluation. Since lookups of non-existent items are common in practical systems [20, 9, 19], we assume half of the Get requests are to lookup non-existent items, and we use direct I/O to minimize the cache influence.

#### 4.1 Read Performance

We first show the read performance of ElasticBF and LevelDB. We focus on a 100GB KV store, and let the system start from an empty cache in which no filter is buffered so as to include the overhead of loading Bloom filters. The average Bloom filter space for each key(\textit{bits-per-key}) is four bits. We issue one million Get requests under different workloads which are generated by adjusting the distribution of accessed keys.

![Figure 5: Read Throughput](image)
the same configuration for all Bloom filters, even if the workload changes, it has little effect on read performance. We can see that ElasticBF outperforms LevelDB under all workloads, e.g., the read throughput is increased to 1.94× - 2.24× under different workloads. Besides, when the workload is more skewed, the improvement becomes larger. This also validates the efficiency of taking into account access locality. To further explain the improvement of ElasticBF, we also count the total number of I/Os generated to serve the one million Get operations. We can see that the number of I/Os issued by LevelDB is around 2.42× - 3.05× larger than that of ElasticBF. This is the main reason why ElasticBF achieves higher read throughput than LevelDB.

<table>
<thead>
<tr>
<th>Workload</th>
<th>bits-per-key</th>
<th>uniform</th>
<th>zipf 0.99</th>
<th>zipf 1.10</th>
<th>zipf 1.20</th>
</tr>
</thead>
<tbody>
<tr>
<td>LevelDB</td>
<td>1328595</td>
<td>1585605</td>
<td>1634752</td>
<td>1667947</td>
<td></td>
</tr>
<tr>
<td>ElasticBF</td>
<td>628225</td>
<td>578553</td>
<td>550658</td>
<td>545345</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Number of I/Os for data access

4.2 Read Performance vs Memory Usage

In this experiment, we show the read throughput by varying the bits-per-key. Note that allocating more bits for each key can reduce the false positive rate and thus improve the read performance, but it also implies a larger memory usage, so this experiment actually shows the tradeoff between read performance and memory usage. We also enable a 8MB block cache [1] to cache the recently accessed blocks in this experiment, and warm it up before evaluation. Figure 6 shows the experiment results. The x-axis represents the number of bits allocated for each Bloom filter for LevelDB, while for ElasticBF, we adjust the setting of filter units to guarantee the same memory usage for fair comparison.

![Figure 6: Read throughput w/ different memory usage](image)

Results show that ElasticBF always has higher read throughput than LevelDB with the same memory usage. In other words, ElasticBF can achieve the same read throughput with much smaller memory usage. For example, the read throughput of ElasticBF under the setting of 4 bits-per-key is similar to that of LevelDB under the setting of 8 bits-per-key. This implies that ElasticBF can achieve a similar read performance with LevelDB with only a half memory usage. However, we can find that the benefit of ElasticBF decreases if more memory can be allowed to use. In particular, when the number of bits allocated for each key is 8, the increase of read throughput reduces to 10%. However, we like to point out that allocating a large number of bits for each key may not be practical in real systems as KV stores are usually large. For example, if we allocate 8 bits-per-key for a 100TB KV store, then only the Bloom filter costs about 100GB of memory, which is too large in practical use as other metadata also needs to consume memory.

4.3 Write Performance

Now we evaluate the impact of ElasticBF on write performance. We compare the time to load a 100 GB KV store by using ElasticBF and LevelDB. We also consider different Bloom filter settings, while the memory usage is guaranteed to be the same. We run the experiments three times for each setting so as to obtain a stable result. As shown in Figure 7, ElasticBF has almost the same write throughput with LevelDB (4.818MB/s and 4.823MB/s separately when bits-per-key is four), and the performance difference is only around 0.1%. The main reason is that Bloom filters are organized into blocks in SSTables, which are further written to devices sequentially, and ElasticBF also uses multi-threading to speedup the generation of Bloom filters. In short, ElasticBF has negligible impact on writes.

![Figure 7: Time to load a KV store](image)

5 Conclusion

In this paper, we developed ElasticBF, a fine-grained and elastic Bloom filter to minimize extra I/Os in KV stores. ElasticBF supports dynamic adjustment during running time by effectively determining the most appropriate number of filter units for each SSTable according to access patterns. Experimental results show that ElasticBF can greatly reduce the number of I/Os during key lookups and improve the read throughput without sacrificing write performance. More importantly, ElasticBF is orthogonal to the works optimizing the structure of KV stores, so it can be widely used to further speedup the read performance for these KV stores.
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