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Motivation: The current data growth and consequent
increase in complexity of its usage patterns indicate that
intelligent management of data storage is becoming ever
more crucial [7, 20, 23]]. We rely on the claim that effi-
cient pattern discovery and description, coupled with the
observed predictability of complex patterns within many
high-performance applications, offers significant poten-
tial to enable many I/O optimizations [11]. We devel-
oped a compact flexible caching and pre-fetching frame-
work [[L7] that could, potentially address any imposed re-
liability, performance, energy efficiency requirement and
have the ability to add any relevant information. Here,
we discuss possible ways to extend this framework to-
wards belief based storage systems.

Approach: In our unified caching and pre-fetching
framework, that incorporates Bayesian reasoning, belief
is an estimate for probability of a hit and is based on
the relationships gauged from the accesses to data en-
tities. (Hereinafter, entity could be a file, file-segment,
block, object, etc.) Internal parameters of the algorithm
relate to the workload characteristics [[13] and are au-
tomatically adjusted offline, while the belief values are
improved in an online fashion. Integrated use of belief
guides both pre-fetch and eviction, as we pre-fetch enti-
ties with highest belief values, and evict ones with lowest
belief values. Our framework prevents that pre-fetched
data replaces more useful data from the cache and allows
us to control the trade-off of expected latency and related
data movement.

Results that Motivated the Idea: For the workloads
we examined, the resulting framework provides the op-
portunity to capture complex non-sequential access pat-
terns better than a state-of-the-art framework for opti-
mizing cloud storage gateways [23, 8, 9]. Moreover, our
framework is also able to adjust to variations in the work-
load faster, and does not require a static workload to be
effective. However, the results of the adjustment largely
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depend on the internal parameters of the algorithm. For
the perturbations of the same workload we want to in-
herit training, but not belief values. When we face a
phase change (variations that basically make a different
workload), we want to inherit neither belief values nor
training. Looking for ways to solve this problem led us
to the idea of belief based storage systems.

Idea: First extension towards belief-based storage sys-
tems is to consider to leverage provenance information.
Provenance is the metadata that represents the history or
lineage of a data entity. Provenance as a subject has
gained high visibility, a number of provenance-related
aspects have been explored [24, (19} 3}16, 154} [10, 12} |15}
18,116, 11, 22, 121}, |14, 2]]. Provenance information could
improve belief calculation by adding structural relation-
ships. More importantly it could help identify which
group of data we are working with, which allows us to set
internal parameters correctly and improve performance
of our framework.

Next, in each storage system we could identify at least
three grouping levels (e.g. Block level, File level, Groups
of files level). Even without having beliefs on a lower
level we could bias lower level caching algorithm based
on the upper level beliefs, but we would like to coor-
dinate beliefs, form meta-belief that will guide all deci-
sions and connect different use cases and/or multiple set
of beliefs. In this hierarchical organization we would like
to find ways to discover phase change.

Lastly, the idea could be applied to more than just
caching. In belief based data placement, we could have
an intelligent data movement mechanism across different
types of devices based on device and access characteris-
tics. Belief based redundancy removal could be seen as
generalization of caching - what representation of data
should be stored. Other storage subsystems and envi-
ronments could benefit from belief-based framework that
exposes and leverages structural and behavioral relation-
ships.
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