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The success of big data solutions principally rely on the 

timely extraction of valuable insights from data. This 

will continue to become more challenging due to the 

growths in data volume without corresponding increase 

in velocity. We advocate that storage systems of the 

future should include functionality to detect and harness 

fundamental data characteristics such as similarity and 

correlation. This has the potential to optimize storage 

space, reduce amount of processing needed for further 

information extraction, and save I/O and network com-

munications.  

We propose storage self-cleaning as a service that per-

forms intrinsic similarity and correlation analysis with 

minimal overhead to achieve a set of goals. 1) Optimize 

storage space by performing deduplication on the da-

taset level in contrast to the conventional block level. 2) 

In addition to serving data, storage would provide cor-

relation information. This will speed up data analytics, 

as correlation is a crucial element in most analytics al-

gorithms [1]. 3) Save I/O, CPU, and network consump-

tion due to the optimized volume and enhance velocity. 

Why storage? 

Traditionally, data similarity and correlation analysis is 

done in the Data Analytics Layer (DAL). This implies 

slower velocity and increase in I/O and communication 

costs due to data movement. On the contrary, the stor-

age layer provides a centralized and proximate place for 

data. Furthermore, this analysis would benefit the stor-

age layer in terms of space optimization.  

A Motivating Example 

In today’s connected world, we have several smart city 

applications that use various sensors. Consider traffic, 

air quality, weather, and energy consumption sensors 

that report their periodic readings in a big data storage 

system. Healthy sensor data has high similarity and rela-

tively fixed correlation patterns. For example, with the 

same temporal and spatial context, air quality readings 

negatively correlate with traffic congestion, and energy 

consumption readings correlate with temperature (posi-

tively in hot countries and negatively in cold ones). A 

System with these characteristics would benefit from the 

proposed self-cleaning service by deduplicating similar 

data and detecting anomalous data. While this is a use 

case, most datasets are self-similar and would benefit 

from the proposed service, as they tend to have embed-

ded correlation patterns. 

Key Idea 

Leverage lightweight correlation and similarity analysis 

at the storage level to clean redundant, anomalous data 

and accelerate extraction of insights in the DAL. 

Advantages 

Reduce the "Garbage in garbage out" problem and facil-

itate big data cleaning which is the most time and effort-

consuming task in big data analysis [2]. The proposed 

self-cleaning service imposes minimal changes to the 

application layer and provides a unified way of data 

cleaning at the storage level. Ultimately, this allows 

faster and richer insights at the DAL to arise, for exam-

ple forecasting, recommending, and what-if analysis 

built on top of clean data and correlation information. 

Challenges and open questions 

1) Overhead: this relies on the complexity of correlation 

and similarity algorithms and selecting convenient time 

to execute them so that storage performance is minimal-

ly affected. Recent correlation and anomaly detection 

algorithms have shown lightweight ones that do not 

need complex machine learning [3]. 2) Hardware sup-

port:  Carrying out correlation at line-rate on large da-

tasets is spatially and computationally expensive pro-

cess.  ASIC hardware support is necessary to support 

the software design; however, the ASIC needs to be 

generally programmable and adhere to power and sili-

con area budgets.  This requires work at the hardware 

level. 3) Similarity/correlation definition: similarity can 

be defined as exact duplicates or similar semantics de-

pending on data domain; correlation and similarity can 

be expressed either using rules as in Intelliclean [4] or 

modeled via machine learning algorithms as in Tamr 

and twitter long term anomaly detection [5, 6]. Rules 

might be tedious to define and generalize yet have less 

overhead, and while ML automates similari-

ty/correlation extraction, it prerequisites feature engi-

neering which metadata could assist in. 5) Data Line-

age: has high capture overhead but can accelerate data 

cleaning tasks. Analytics tasks were significantly accel-

erated using lineage in SEeSAW [7].  
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