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1 Introduction

Cloud computing has not resulted in a fundamental change to the underlying operating systems. Rather, distributed applications are built over middleware that provides high-level abstractions to exploit the cloud’s scale and elasticity. This middleware conjoins many general purpose OS instances.

Others have demonstrated that a new operating system built specifically for the cloud can achieve increased efficiency, scale and functionality [11, 14]. However, this work does not take into account the way applications are being deployed in cloud environments. In particular, entire physical or virtual machines are being dedicated to run a single application, rather than concurrently supporting many users and multiple applications.

In this paper we introduce a new model for distributed applications that embraces a reduced role of the OS in the cloud. It allows for the construction of application-driven compositions of OS functionality wherein each application can employ its own customized operating system.

2 Role of the OS

For security and auditability, Infrastructure as a Service (IaaS) providers isolate their tenants at a very low level as physical or virtual compute nodes. Individual tenants own and manage their compute nodes, software stack, networks and disks within an IaaS cloud.

Typically, scale-out cloud applications run across a set of compute nodes solely dedicated to that application. In such an environment, three of the major objectives that general purpose operating systems were designed to meet are relaxed or eliminated entirely.

First, the burden to support multiple users is removed from the operating system. In this environment, the isolation enforced by the IaaS provider eliminates the need for many system level security checks and accounting, and reduces the requirement for internal barriers between trusted and untrusted code.

Second, it becomes the responsibility of the IaaS provider to arbitrate and balance competitive resource usage. In a deployment where entire nodes are assigned to a single application, much of the complexity of existing operating systems (e.g., scheduling, memory management, etc.) is redundant.

Third, a symmetric structure is unnecessary in a large-scale distributed application. Many cloud applications are already composed of multiple services run across a set of compute nodes; As a result, OS functionality can be provided asymmetrically, where only some nodes need full OS functionality, while other nodes can be much simpler.

Given these observations, it is apparent that distributed cloud applications built on top of general purpose systems are comprised of unnecessary software functionality with the risk of reduced performance and added complexity.
3 A Way Forward

The reduced role of the operating system in the cloud suggests a new way forward for providing OS functionality and further optimising application performance. Since we do not require the same OS functionality on all nodes, it becomes possible to combine general purpose operating systems with specialized operating systems. Since we do not have to support multiple users or multiple applications on a single node, new OS functionality can be provided by application-specific library OSs [3] linked directly into the application’s address space.

We propose that operating system functionality be structured in a model we call MultiLibOS. A cloud application adopting this model is distributed across a mix of general purpose OSs and specialized library OSs. The general purpose OS nodes support complete OS functionality and legacy compatibility, while the rest of the nodes execute simple, customized, library operating systems.

With the MultiLibOS model, we exploit the on-demand nature of resource management in the cloud to allow applications to allocate dedicated nodes for a particular task. The hardware acquired for this purpose, as well as the libraries used by the application on that hardware, can be focused on aspects unique to that application’s task. Issues of protection, fairness and general multiplexing are eliminated. Rather, application-centric aspects of system software can take a front seat: application specific APIs, light-weight hardware abstraction, distributed primitives, etc.

For example, consider a typical web application comprised of four standard components: front-end Apache [4] servers, Java business logic, memcached [5] instances, and a database server. A typical deployment might distribute these components across multiple nodes that each run the same underlying operating system.

As illustrated in Figure 1, a MultiLibOS model can run Apache and the database on nodes running Linux. Meanwhile, the Java business logic and memcached servers can run on their own highly specialized library operating systems. The nodes dedicated to these tasks can be rapidly added and removed in response to application demand.

One might structure the memcached nodes to run on a specialized library OS designed for distributed hash tables (dhash-libOS in the figure) that directly identifies and processes cache requests at interrupt level. Such a system would have no need for virtual memory, scheduling, or rich interfaces. By avoiding expensive kernel/user level context switches, it is feasible that a full memcached request can be processed in a few hundred CPU cycles. In contrast, memcached running on top of Linux is likely to require tens of thousands of cycles to service a request.

As our past work, along with others, have demonstrated, specialized library OSs can result in substantial advantages for Java applications [1, 12] by removing redundant OS functionality (e.g., scheduling), and allowing the JVM direct control over system memory and page tables. A MultiLibOS, as illustrated, would allow such a JVM library OS (jvm-libOS in the figure) to be naturally integrated and used in a complex heterogeneous web application.

4 Implications

The MultiLibOS model introduces an intuitive way to asymmetrically distribute OS functionality across an application while preserving legacy compatibility. In this section we describe the key implications of such a model as they apply to modern cloud applications.
Simplicity

Intuitively, it is simpler to provide an application with a special purpose feature, such as a high speed messaging service built directly on top of a hardware supported RDMA system, rather than implementing a fully functional general feature, such as sockets and the associated software to support TCP/IP and arbitrary networking hardware. Following this intuition, we expect that the library OSs in the MultiLibOS model will be lightweight and simple. In particular, it may be that a library OS would not need to provide complex protection logic.

In addition, simplicity is critical to allow experimental system techniques to be introduced and explored. With other OS models, new features and interfaces need to be integrated into a general purpose system for widespread adoption. Plumbing a new innovative feature through a complex general purpose OS is an enormous challenge. A key characteristic of our model is that new features can have an instant impact and be directly applicable to real world applications.

Application Specialization

The MultiLibOS model allows libraries to be written that are specialized for a set of applications. As noted, applications that do not benefit from specific OS functionality need not include the library that provides it.

Previous work has shown that applications benefit from low-level optimizations. For example, applications and managed code environments that have control over page tables have achieved greater efficiency [2, 12]. Specialized support for message passing, locks and event driven systems have gradually been incorporated into various operating systems. In a network centric system, low level control over the networking hardware can have a dramatic effect on multi-core performance [10].

Providing specialized functionality is critical to meet the challenges of scale, elasticity and fault tolerance. Our experience in building high-performance system software for large-scale shared memory multiprocessors [6, 7] is that there is no one answer for accelerating parallel applications: to achieve high performance, the operating system needs to be customized to meet the specific needs of that application.

With the MultiLibOS model, we believe that operating systems will have as much room for innovation as application level libraries do today. In contrast to today’s world where there is a small number of operating systems, we believe that the MultiLibOS model will result in many families of library OSs, each addressing different concerns for different classes of applications.

Hardware Specialization

Just as the MultiLibOS model allows for customization to the needs of an application, library OSs can be optimized to the characteristics of specific hardware.

IaaS datacenters are intrinsically heterogeneous. Non-uniform latencies and bandwidth exist between different parts of the datacenter. Large datacenters may have many generations of hardware, each with different quantities and characteristics of processing, memory, and networking. Different systems may have different properties, e.g., networking properties like scatter gather and RDMA, or different compute accelerators like GP-GPUs. Illustrating this trend is HP’s Moonshot [8] which embraces heterogeneity in the cloud infrastructure by constructing a system out of server cartridges, each with a wide variety of configurations for different applications.

We hypothesize that the MultiLibOS will enable even greater heterogeneity in the cloud. In the MultiLibOS model, custom OS functionality can enable hardware developers to provide radically different hardware [13] that could not easily support general purpose software due to the lack of hardware features such as virtual memory or privileged domains.

Hardware that achieves major gains for even a small set of applications can be usefully deployed. Gains in the hardware will drive improved system functionality that, in turn, will allow the computational power of today’s clouds to be accessible to a broader range of applications.
Elasticity

Since tenants pay for capacity from an IaaS provider on a consumption basis, they are increasingly concerned with the efficiency of their software. Efficiency is far more visible to a customer that pays for every cycle than those that purchased computers large enough to meet peak demand, especially if those computers are idle much of the time. One key way to achieve efficiency is through elasticity, that is, having the resources used by the application vary depending on what the application’s demands are.

The design of a general purpose operating system is often times at odds with the goals of an elastic application. A general purpose operating system is designed to boot once, initialize, and run for a long period of time. In contrast, an elastic system may lazily initialize components. A library OS can be customized to include support for only the specific devices needed by the application, reducing boot time and, thus, permitting fast component instantiation and execution.

Full functionality

The integration of general purpose OSs into our model implies that optimizing existing applications and introducing new system-level support for scale, elasticity and fault-tolerance can be done incrementally.

With the MultiLibOS model, the system libraries do not need to replace the full OS functionality, instead, they augment it. Applications written against legacy interfaces can incrementally exploit the new features of the library only when valuable. We found the ability to incrementally exploit new OS functionality critical in previous operating system projects [7]. In the MultiLibOS model, this advantage is achieved without the huge investment we had previously made to reproduce legacy compatibility. For example, in Libra [1], we implemented a Library OS for a JVM where most POSIX system calls were function-shipped to a colocated VM running a general purpose OS.

In this model, we have the same advantage that we had in past OS research projects which reproduced the functionality of general purpose OSes [7]. In our previous research, we found that 90% of our time was spent on the last 5% of compatibility with commodity operating systems.

The use of general purpose operating systems in the MultiLibOS model is not just important for existing applications. Entirely new applications written to the MultiLibOS model may benefit from the ability to exploit the interoperability and tools provided by the general purpose OSs. These applications can integrate with existing system tools and primitives, and address the needs for protocol and API compatibility by integrating with the large body of software written for general purpose operating systems.

5 Research Questions

In the previous section we highlighted several implications to the MultiLibOS model as a framework for future cloud applications. While we focused on the advantages of the model, we acknowledge that there are also significant research challenges.

The MultiLibOS model advocates for a proliferation of OS libraries. As with application libraries, this introduces known issues of configuration, compatibility, administration, and coping with “versionitis.” While there exist methods and tooling to cope with these problems at user level, it remains to be seen how these apply to the construction of operating system functionality. An additional disadvantage is the inherent fragmentation of the OS development community. Accordingly, it seems less likely that each individual library OS will be as tested, secure and reliable as our current operating systems. Language level techniques may help address these problems [9].

To avoid the development of custom OS libraries for every application, there must exist libraries that can be reused. This will require the definition of interfaces that can remain compatible with a wide range of other libraries. We foresee it being a significant challenge to prevent a collection of compatible libraries from itself becoming a new operating system, and losing the advantages of the MultiLibOS model.

The practical applicability of this model is dependent on whether or not the value gained by building specialized OSs is worth the added cost of develop-
ment and administration. In the past, the construction of specialized operating systems has largely been inhibited by issues of hardware and software compatibility. However, the discussed implications of both our model and the deployment of modern cloud applications suggests that it is time for this trade-off to be reevaluated.

6 Concluding Remarks

The assumptions that our current operating systems were designed for are no longer valid. These operating systems do not provide the critical services that large scale distributed applications require. Although some of these services can be provided by middleware, we believe that this comes at the cost of performance.

We have proposed a model for introducing new operating system functionality into the cloud while preserving legacy compatibility. In the MultiLi-bOS model, an application is distributed across nodes running general purpose operating systems and nodes with library operating systems. Particular tasks of an application can be partitioned onto different nodes each with an accompanying library OS. The operating system functionality of each library OS can be customized to the needs of the application and the characteristics of the underlying hardware.

We are developing an instance of a MultiLibOS, called EbbRT which explores some of the implications discussed above as well as the challenges of tooling, configuration and decomposition. We have found the ability to take an application focused approach powerful, where we can build functionality only as needed. By exploiting general purpose operating systems in the model, we have been able to focus our efforts on more radical research ideas, with greatly reduced effort compared to previous systems we have worked on.

Throughout the development of EbbRT we have come to realize that there exists a vast space of MultiLibOS implementations and designs. It has become clear to us that the research questions generated by the MultiLibOS model exceed the scope of any one research project. We hope that many applications will be developed to explore the implications and challenges of the MultiLibOS model.
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