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Abstract
Motivated in part by the Snowden revelations, we ad-
dress the question of whether intelligence and law-
enforcement agencies can gather actionable, relevant in-
formation about unknown electronic targets without con-
ducting dragnet surveillance. We formulate principles
that we believe effective, lawful surveillance protocols
should adhere to in an era of big data and global com-
munication networks. We then focus on intersection of
cell-tower dumps, a specific surveillance operation that
the FBI has used effectively. As a case study, we present
a system that computes such intersections in a privacy-
preserving, accountable fashion. Preliminary experi-
ments indicate that such a system could be efficient and
usable, suggesting that privacy and accountability need
not be barriers to effective intelligence gathering.

1 Introduction

Much of the Snowden-triggered debate has revolved
around the “balance” between national security and per-
sonal privacy. Both sides of these “balance” arguments
presume that security and privacy represent a zero-sum
tradeoff, a presumption that we believe is false – not
just on policy grounds [16] but also for technical rea-
sons. With the right existing technology deployed under
the right policy framework, we can have both strong na-
tional security and strong privacy protections [8].

We observe and accept that certain demonstrably ef-
fective electronic-surveillance processes require “bulk”
access to privacy-sensitive metadata. For example, by
obtaining cell-tower dumps from related bank robbery
sites – sets of about 150,000 total users whose cell
phones had been in the area at particular times – the FBI
intersected these sets to discover a phone used by the
High Country Bandits [2]. Although the FBI’s dragnet
proved effective in catching these particular criminals,
their incidental ingestion of many innocent users’ phone
numbers raises important privacy concerns.

Consistent with both US Constitutional and human-
rights principles that allow government “search and
seizure” in private spaces only via warrant processes

grounded in public law, we propose that any electronic-
surveillance activity searching or otherwise touching pri-
vate user data or metadata must likewise be implemented
via open, public processes that protect the privacy of
innocent, untargeted users. These open processes can
and should, for example, enable agencies like the FBI to
catch criminals such as the High Country Bandits with-
out ingesting 149,999 unrelated users’ phone numbers
into internal databases for potential use in arbitrary, se-
cret surveillance activities now or in the future.

This paper takes preliminary steps toward enunciat-
ing basic principles for open, privacy-preserving, ac-
countable surveillance processes and explains why this
phrase is not an oxymoron. As a concrete case study,
we present a prototype metadata-query system based on
mature and practical privacy-preserving set-intersection
methods [9, 13, 18]. This design supports warrant-based
surveillance targeting not just known but unknown users,
as in the FBI’s targeting of the High Country Bandits and
the NSA’s targeting of the CO-TRAVELERs of terrorism
suspects [17]. Our preliminary experimental results sug-
gest that intersection of cell-tower dumps can indeed be
implemented in a manner consistent with the principles
of privacy-preserving, accountable surveillance.

Before proceeding, we wish to address the question
of why “privacy-preserving, accountable surveillance” is
an appropriate topic for a workshop on “free and open
communications on the Internet.” While it may be in-
teresting and appealing to contemplate an Internet in
which there is little or no surveillance, it would not be
an effective way to increase the degree to which “Inter-
net freedom” is a lived experience for ordinary people.
Law-enforcement and intelligence agencies have been
and currently are active in every national- or global-scale
mass-communication system, and the Internet will be no
exception. The Snowden revelations may have provided
an opportunity to design protocols that allow government
agencies to collect and use data that are demonstrably
relevant to their missions while respecting the privacy of
ordinary citizens and being democratically accountable.
The FOCI community should seize that opportunity.

In Section 2, we present principles that could guide the
development of privacy-preserving, accountable surveil-
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lance protocols; we also explain why the intersection of
cell-tower dumps is a natural domain in which to apply
these principles. In Section 3, we flesh out our opera-
tional model of privacy-preserving, accountable set in-
tersection and present the specific protocol that we used
for our preliminary experiments. Section 4 contains the
results of those experiments. Section 5 outlines related
work, and Section 6 concludes with a (non-exhaustive)
list of directions for further research in this area.

2 Privacy Principles for Surveillance

This section outlines several principles that we believe
should govern electronic surveillance. We start with a
basic principle stating that processes that use private data
in bulk must be open, and we then outline several related
properties that we expect such open processes to have.
Finally, we summarize how these principles might be ap-
plied in the case of “set-intersection warrants.”

2.1 Open Processes for Law Enforcement

A basic tenet of democratic society is that law enforce-
ment must follow open processes: procedures laid out
in public law and subject to debate and revision through
deliberation. Police need not disclose whom they may
suspect of a particular crime or other details of an ongo-
ing investigation, but their investigation must neverthe-
less follow rules and procedures established in open law
books that everyone has a right to know and understand.
And it is accepted that searching a person’s home or per-
sonal records requires a narrowly targeted and properly
authorized warrant based on probable cause.

We wish to formulate an openness principle for
electronic surveillance that distinguishes between two
classes of Internet users. A targeted user is one who is
under suspicion and is the subject of a properly autho-
rized warrant. All others are untargeted users – the vast
majority of Internet users (and cell-phone users and users
of any general-purpose, mass-communication system).

Just as search-warrant processes in free societies are
grounded in open law, we believe that any “bulk”
electronic-surveillance process that ingests, searches, or
otherwise touches private1 data of untargeted users must
likewise be an open process. We refer to processes that
are not open, public, and unclassified as secret processes,
and we seek to limit their use (while admitting that there
are circumstances in which they may be needed). Once
law enforcement has legitimately employed an open pro-
cess to identify, target, and obtain information about an

1Rigorous definitions of the term “private” are the subject of exten-
sive study in computer security, law, philosophy, and many other fields;
as such, they are beyond the scope of this paper.

Internet user suspected of a crime, however, it may po-
tentially subject that targeted user’s data to the full range
of secret analysis tools and techniques in its arsenal.

One of the key reasons the NSA’s mass-surveillance
activities disclosed by Snowden are so troubling is that
they tap into “bulk” data and metadata about untargeted
users and ingest these private bulk data into secret pro-
cesses that are codified only in secret FISA law and
are subject only to secret oversight and accountability
procedures (Figure 1a). In short, the public must sim-
ply “trust” the US government’s evidence-free assertions
that its mass ingestion and secret processing of privacy-
sensitive data are (secretly) lawful and subject to ade-
quate (secret) privacy protections and effective (secret)
oversight. We cannot remotely envision the framers of
the US Constitution being comfortable with such blind
faith in secret mass-surveillance processes of this nature.

We therefore propose that a basic openness principle,
comprising two main planks, should govern electronic-
surveillance processes in a modern democracy:
I Any surveillance or law-enforcement process that ob-

tains or uses private information about untargeted
users shall be an open, public, unclassified process.

II Any secret surveillance or law-enforcement processes
shall use only:

(a) public information, and
(b) private information about targeted users obtained

under authorized warrants via open surveillance
processes.

We view this openness principle as demanding that an
open privacy firewall be placed in the path of private in-
formation flowing from the Internet to law enforcement
(Figure 1b). Processes that search or ingest private data
of untargeted users “through the firewall” must be open
processes, but, once a user is targeted by a legitimate
warrant and his data have been acquired via open pro-
cesses, these targeted user data may potentially be sub-
ject to secret investigative processes.

Openness conceived in this manner may sound incom-
patible with the requirement that government agencies be
able to keep secret the targets and details of active inves-
tigations, but it is not. Using appropriate security tech-
nology, a data-collection or surveillance process used in
an investigation may be made fully public without re-
vealing the content of any particular investigation.

Our focus here is on general electronic surveillance
principles for law enforcement purposes, independent of
any particular government or agency. The hot-button
case of the NSA is complicated by the fact that the NSA
was founded as a foreign-intelligence agency but has ac-
quired de facto characteristics of law-enforcement agen-
cies by: (a) increasingly serving to support and feed
surveillance data to law-enforcement agencies such as
the FBI and the DEA; (b) collecting and storing both
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(a) What we have: a cloud of secret mass surveillance processes
(b) What we require: open warrant-based processes for lawful
electronic surveillance, creating a “privacy firewall.”

Figure 1: Secret versus open electronic surveillance processes

US and non-US surveillance data alike, even if inter-
nal “searches” are allowed only on “non-US persons”;
(c) being increasingly employed not just against wartime
adversaries but against citizens of peaceful, allied, demo-
cratic states, who common sense dictates should have
protection against “unreasonable search and seizure” re-
gardless of the letter of US law [11]. To whatever extent
the NSA or any government agency behaves like a do-
mestic or international law-enforcement agency, we be-
lieve the above openness principle should apply.

2.2 Mass Surveillance
How should this openness principle be applied to mass-
surveillance processes, i.e., processes such as the cell-
phone records-collection program that have the potential
to collect or use all data in a particular category about
all users? (As currently implemented, the cell-phone
records-collection program realizes this potential [6,10],
but we do not think it should.) We refer to data sets col-
lected and used in mass surveillance as bulk data sets.

We identify four particular “sub-principles” that we
believe should apply to mass-surveillance processes:

Division of trust: No single agency or branch of gov-
ernment should have either the authority or the technical
means to compromise the privacy of bulk data about un-
targeted users. Mass-surveillance processes must require
the sign-off, oversight, and active participation of multi-
ple independent authorities representing each branch of
government.

Enforced scope limiting: Surveillance processes
must incorporate scope-limiting mechanisms ensuring
that no particular warranted-surveillance activity cap-
tures data from an overly broad group of users. For
example, each warrant might have a specified limit on
the number of users whose data may be touched by the
warrant-authorized process.

Sealing time and notification: Surveillance processes
that capture privacy-sensitive user data must impose a
limit on the length of time that the users in question may

be kept ignorant of the fact that their data were captured.
After this time has expired, the process must ensure that
the users are notified of the data access and given means
to investigate the justification and/or obtain recompense
for any unjust effects of the investigation. Higher levels
of authority should be required to authorize longer seal-
ing times. No level of authority should permit indefinite
sealing times (even indirectly, on an “installment” basis).

Accountability: Surveillance processes must incor-
porate accounting mechanisms that enable all three
branches of government, as well as civilian participants,
to maintain and safely disclose relevant statistics on
how frequently and extensively warranted-access mech-
anisms are used, e.g., number of warrants per month of a
given type, maximum number of individuals affected un-
der any warrant, total number of individuals affected by
all warrants in one month, or maximum secrecy period
applied to any outstanding warrant in one month.

2.3 Case Study: Intersection Warrants Us-
ing Cell-Tower Dumps

Given a properly authorized warrant, we wish to enable
law-enforcement agencies to target not just known users
(those whose cell-phone numbers they already have and
are covered by the warrant) but also unknown users (in
our case, those whose cell-phone numbers they do not
have but may be able to discover by intersecting several
relevant cell-tower dumps). It may appear nonsensical
to describe a user as both “unknown” and lawfully “tar-
geted,” but it is not. We may view such an intersection
warrant as a type of “John Doe” warrant [3]: one in
which the names or phone numbers of the person(s) of
interest are unknown, but for which relevant times and
locations are known, and for which there is sufficient ev-
idence to convince a judge that there is probable cause to
believe the given times and locations uniquely identify
the unknown person(s) who committed a crime.

For example, the FBI caught the High Country Ban-
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dits [2] by intersecting three cell-tower dumps, represent-
ing the sets of cell-phone numbers that had been used
near three different bank-robbery sites at the times of
the robberies. In total, these dumps contained 150,000
cell-phone numbers, but their intersection contained only
one: that of a High Country Bandit. Similarly, the NSA’s
CO-TRAVELER program [17] searches for unknown as-
sociates of known surveillance targets by first intersect-
ing cell-tower dumps from times and locations at which
a particular known target appeared and then interpreting
the intersection as the set of cell-phone numbers of peo-
ple who may be “traveling with” the known target.

In Sections 3 and 4, we present and evaluate a proto-
col that computes the intersection of cell-tower dumps
and obeys the principles articulated above. This is a nat-
ural test case for us for at least two reasons. First, in-
tersections of cell-tower dumps have proven useful in
catching criminals; this distinguishes them from many
of the other surveillance activities featured in the Snow-
den revelations, the practical utility of which is at best
unclear. Second, privacy-preserving set intersection is a
well-studied, mature, and practical technology [9,13,18].

Note that our protocol is not specific to cell-tower
dumps and could also be used to query other “time-and-
place” metadata collections in an open, lawful manner.

3 Lawful Intersection Attacks

This section first outlines the assumptions and principals
involved in our lawful intersection-warrant protocol, then
describes the operation of the protocol, and finally sum-
marizes its key security properties.

3.1 Principals
Our model for lawful intersection attack involves the
following three types of principals. For simplicity, we
assume here that these principals will participate in an
intersection-attack mechanism in an honest-but-curious
way. That is, they will not attempt to violate the rules of
the mechanism, but they may use their own views of all
data they see to acquire additional information.2

Sources: entities that produce metadata records em-
bodying information of the form, “user X was observed
to be near location Y at time Z.” The obvious examples
are phone companies whose cell towers produce logs of
the users who appeared in the vicinity of a given cell
tower at a given time, but our model extends to other
producers of metadata of this general form.

2 This assumption could be relaxed significantly by requiring all
principals to produce zero-knowledge correctness proofs of their inter-
mediate results, using standard and well-known techniques. We leave
these details to future work, however, and we would still need to assume
the correctness of the original inputs – e.g., logged phone numbers.

Repository: any entity tasked with storing metadata
for surveillance or law-enforcement purposes. This may
be the phone companies that produced the records (i.e.,
the same as the metadata sources), a government agency,
or some specialized independent agency. While “who
stores the data” is an important question in general, it is
orthogonal to our goals, and our model is agnostic with
respect to its answer.

Agencies: a set of multiple independent but cooperat-
ing government agencies across whom our model divides
surveillance authority. While our model is formally ag-
nostic with respect to the number or specific natures of
the authorities across whom trust is divided, we will use
the US’s 3-branch constitutional model as a concrete ex-
ample, in which it might be appropriate to divide surveil-
lance authority across three agencies:
• The Executive Agency represents the executive

branch and is responsible for requesting surveillance
warrants – e.g., an agency like the NSA or FBI.

• The Judicial Agency represents the judicial branch
and is responsible for authorizing requested warrants,
after verifying independently that they are legally jus-
tified and suitably scoped.

• The Legislative Agency reports to the legislative
branch and is responsible for ensuring that accurate
and sufficiently detailed data are gathered and regu-
larly reported to Congress on how and to what extent
these surveillance capabilities are employed.

3.2 Lawful Set-Intersection Protocol
The lawful set intersection protocol we present is similar
in structure to the protocol of Vaidya and Clifton [18].

Our protocol is built on two commutative encryption
schemes: ElGamal and Pohlig-Hellman. A commutative
encryption scheme has the property that a message en-
crypted sequentially under multiple encryption keys can
be decrypted by applying the corresponding decryption
keys in any order. The ElGamal and Pohlig-Hellman en-
cryption schemes are not only commutative but mutually
commutative - that is, a message encrypted under a com-
bination of encryption keys from the two cryptosystems
can still be decrypted by the corresponding decryption
keys, again regardless of order.

We use the randomized, public-key ElGamal encryp-
tion scheme for long-term encryption of stored data.
Each agency, or “participant,” in the protocol needs an
ElGamal key pair, the public key for which is known to
the sources of private information. The Pohlig-Hellman
encryption scheme is symmetric-key and deterministic,
and the participants in the protocol use it to blind the
data prior to intersection. Because Pohlig-Hellman is de-
terministic and commutative, there is a one-to-one corre-
spondence between data items and their encryptions un-
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der any fixed set of Pohlig-Hellman keys, regardless of
the order in which those keys are applied. Short-term
Pohlig-Hellman keys are generated by each participant
during the protocol execution and discarded at the exe-
cution’s end.

Each participant’s input is its ElGamal private key and
a set of data that has been encrypted under the ElGamal
public keys of all agencies. The agencies do not generate
these sets – rather, they are distributed to the agencies by
the repositories. If there are k agencies, they are given
numbers 1 through k so that, when the jth agency is done
acting on a set of data, it can pass the set on to the ( j+
1)st , and it can receive new sets from the ( j−1)st .

Assuming all agencies execute the protocol with
honest-but-curious behavior, the protocol’s output for
each participant will be the intersection of all sets. Op-
tionally, each agency may also supply a threshold limit-
ing the size of the intersection it is willing to reveal. If
the size of the intersection of all sets would be above any
agency’s threshold, no agency will learn anything except
the cardinality of the intersection, which agency’s thresh-
old was violated, and some intermediate values discussed
in Section 3.3. The protocol runs as follows:

Initialize. Each agency first generates a temporary
Pohlig-Hellman key to be used only during this execu-
tion of the protocol and then discarded. The first agency
then obtains the ElGamal-encrypted sets to be intersected
from the Repository.

Phase 1. Each agency in turn uses its ElGamal private
key to remove a layer of ElGamal encryption from each
item in each set to be intersected; it then adds a layer of
Pohlig-Hellman encryption to each item, using the tem-
porary key it generated in the Initialize step. The agency
then randomly shuffles each encrypted set independently,
while keeping the sets separate, and forwards the sets to
the next agency. The phase is complete when agency k
decrypts the final layer of ElGamal encryption from all
items in all sets, leaving all sets encrypted under every
agency’s Pohlig-Hellman keys only.

Phase 2. Agency k broadcasts the resulting Pohlig-
Hellman-encrypted data sets to all other participants.
Each participant then computes the desired intersection:
i.e., the encrypted elements that appear in all sets – or,
more generally, the elements that appear in some thresh-
old number of the sets as defined by the intersection war-
rant. Because Pohlig-Hellman is a commutative and de-
terministic encryption scheme, two identical data items
will have identical encryptions at this stage, making com-
putation of the intersection trivial despite the encryption.

Phase 3. If any agency sees that the number of dis-
tinct items (e.g., phone numbers) appearing in the result-
ing set intersection is above a warrant-specified limit on
the number of individuals the warrant is permitted to tar-
get, the agency deletes its Pohlig-Hellman key, sends a

message to all other agencies, and refuses to continue
with the protocol. (The agency requesting the warrant
might then be required to produce a new, more narrowly
targeted warrant and try again.)

Phase 4. If the intersection’s cardinality meets the re-
quirements of the warrant, then the agencies collectively
decrypt the items in the intersection. As in Phase 1, each
agency in turn uses its Pohlig-Hellman key to decrypt
each element of the intersection set, shuffles the intersec-
tion set, then forwards it to the next agency. The phase
completes when when agency k decrypts the last layer
of Pohlig-Hellman encryption and forwards the plaintext
result to the other agencies.

For simplicity, we describe Phases 1 and 4 above as
strict “cascades,” each agency processing the full data set
before passing it to the next. A simple performance opti-
mization our prototype implements is for different input
sets to start at different agencies – i.e., to start and end at
different “points” around a circle – thus spreading com-
putational load and increasing parallelism. This is only
one of many potential optimizations, however.

3.3 Protocol Properties
We now analyze our cell-tower-dump intersection mech-
anism with respect to our openness principle for mass-
surveillance processes. We accomplish division of trust
by having all data be encrypted in advance with the pub-
lic keys of the agencies that request, authorize, or over-
see the surveillance. Without participation of all of these
agencies, the data cannot be decrypted – even if the
Repository is compromised, for example – and no unau-
thorized surveillance can be performed unilaterally.

The protocol also provides the means to enforce a lim-
ited scope of investigation. The sizes of all sets and in-
tersections are visible to all participants in Phase 3; so
the warrant can specify a limit on the number of users
whose data may be revealed. Any participant can stop
the protocol, before any metadata records are revealed in
cleartext, if the size of the intersection is above this limit.

If the protocol completes, it gives the same output
to each participant. This makes it easy to notify users
whose data were viewed after some sealing time and
to maintain statistics for the purpose of accountability.
These processes are beyond the scope of the intersection
protocol, but one of the participants in the protocol can
be responsible for maintaining them.

Finally, this process protects the privacy of untargeted
users. The only information leaked apart from the output
are the sizes of intersections of any two or more sets in-
volved in the protocol. (This property is proven in [18]
for a protocol using the same structure as ours; the proof
generalizes straightforwardly to our case.)

This small information leakage reveals how many
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users appear in multiple sets but does not reveal any spe-
cific user identities or metadata other than those in the
requested intersection. Because only aggregate proper-
ties of the sets are leaked, we feel this leak should not
represent a major privacy issue – and when a query fails
because of an empty or too-large intersection, the leaked
statistics may help the agency that requested the warrant
formulate a revised request for a better scoped warrant.

4 Implementation and Evaluation

This section presents the results of our preliminary ex-
periments with the lawful set-intersection protocol of
Section 3. Recall that each network node that partici-
pates in this protocol acts on behalf of an “agency,” in
the terminology of Section 3.1. It is this set of agen-
cies across whom trust, e.g., the power to authorize an
intersection attack, is divided in our model. Because the
public keys of all agencies are used to encrypt the data
stored in the Repository, each agency effectively uses its
private key to “authorize” the selection and decryption of
results responsive to a particular intersection warrant.

4.1 Prototype Implementation

Our implementation of the lawful set-intersection pro-
tocol is written in Java and available on GitHub.3 The
prototype does not use any external libraries for cryptog-
raphy beyond Java’s standard BigInteger class.

The program is run on multiple servers. The servers
connect to each other over TCP sockets, and, for sim-
plicity, we use a directed cycle as the connection graph.
Each server sends data only to the next server in the cy-
cle and receives data only from the previous server in the
cycle. Each participant takes one set of encrypted data
and a 1024-bit ElGamal private key as input. The data
must have been sequentially encrypted under all partici-
pants’ public keys before it can be used in the protocol;
because this encryption is done offline and in advance,
the protocol itself does not require access to public keys.

To test the protocol, we ran it many times on data sets
of various sizes. We used PlanetLab [5] on a network
of three computers located across the United States in
order to take into account the potential effects of latency
on end-to-end running time. The computers we used are
located at Yale in Connecticut, University of Texas in
Dallas, and University of California in Riverside.

The tests were all run using only these three nodes,
each node with one data set. We expect the running time
would increase considerably as a function of the number
of participants, but three is a natural number of nodes

3https://github.com/DeDiS/Surveillance

Data sent CPU time End-to-End
Items per node (KB) per node (s) runtime (s)

10 21 0.6 4.1
25 46 1.3 6.0
50 86 2.6 9.6
75 127 3.8 12.6

100 167 5.0 15.5
250 410 12.4 38.2
500 815 24.7 69.1
750 1220 36.9 103.0

1000 1625 49.3 137.2
2500 4055 123.0 369.9
5000 8106 245.6 724.9
7500 12156 369.4 1034.9

10000 16206 493.8 1402.3
50000 81009 2560.5 6971.2

Table 1: Experimental Results

in this context, representing a distribution of authority
across three branches of government (Section 3.1).

4.2 Query Efficiency
Prior to execution, we randomly generated data sets for
each trial for each node. We ran the protocol 10 times
each with different-sized data sets, ranging from 10 items
per set to 50,000 items per set. We measured three vari-
ables: the bandwidth, or amount of data each node trans-
mitted during the protocol; the CPU time each node used
in performing calculations; and the total end-to-end time,
from the start of the protocol’s execution to the produc-
tion of output. After running each test 10 times, we aver-
aged the results; these averages are presented in Table 1.

In the High Country Bandits case, the FBI processed
information from about 150,000 users total [2]. Our
largest test, with 50,000 data items per set, tested our pro-
tocol’s efficiency with an equally large amount of data.
The average amount of time needed to run the protocol
in this experiment was 6971.2 seconds, just under two
hours. Considering the amount of time it would take a
law-enforcement agency to set up its own set-intersection
program, two hours seems quite reasonable. Further, be-
cause all the key computations in this protocol are “em-
barrassingly parallel,” delay could probably be reduced
by orders of magnitude with a moderate and readily fea-
sible investment in processing power at each agency.

These tests were run with an intersection size of three.
We also tested these benchmarks with an intersection
size of 10 and found that the average times did not
change by more than one second in any case and that
the data sent per node always increased by 3 KB.

Our results indicate that the amount of data sent over
the network, CPU time, and end-to-end time all increase
linearly with the size of the data sets, which is what we
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would expect from this protocol.
Further tests showed that total data sent and total CPU

usage across participants were not affected if the data
were concentrated in one or two sets, as opposed to be-
ing spread equally over all three sets. However, we found
that the end-to-end delay can increase by up to a factor
of two if the data are spread out. This result is unsurpris-
ing, because unbalanced sets render less effective the op-
timization mentioned at the end of Section 3.2, wasting
time while the small-set-input participants idle, waiting
for data to be sent by large-set-input participants.

5 Related Work

Private set intersection [9,13,18] is but a sliver of a large
body of work on privacy-preserving algorithms [1]. We
are not the first to propose employing such algorithms
for targeted lawful surveillance. Kamara recently ex-
plored the use of Private Information Retrieval (PIR) for
metadata queries [12]. Kroll, Felten, and Boneh explore
mechanisms to distribute trust and improve privacy and
accountability in queries [14]. These methods focus on
queries for known targets, whereas we wish to demon-
strate that proper use of cryptography can support pow-
erful privacy-preserving surveillance of unknown targets.
Non-cryptographic techniques have also been explored
to protect privacy in video surveillance [7].

6 Conclusions and Open Problems

From the experimental results in Section 4, we conclude
that privacy-preserving, accountable set intersection may
indeed be achievable at scale. This in turn leads us to
be optimistic about the feasibility of the broader goal ar-
ticulated in Section 1: maintaining constitutional rights
in powerful, evolving, digital-communication systems
while simultaneously equipping law-enforcement and in-
telligence agencies to use these systems to combat and
prevent crime and terrorism. There is a great deal of fur-
ther work to be done along these lines, and we briefly
describe a portion of it here.

The principles given in Section 2 are a first stab at an
appropriate foundation for privacy-preserving, account-
able surveillance. We hope that they will stimulate dis-
cussion and be refined and revised by the relevant re-
search communities.

6.1 Enhancements and Generalizations
The protocol that we have implemented leaks the sizes
of pairwise intersections (but not the contents of those
intersections) in the case of three participants; more gen-
erally, it leaks the sizes of the j-wise intersections, where

1 < j < k, and k is the number of participants. As ex-
plained in Sections 3 and 4, this is not a show stopper
on privacy or efficiency grounds, but it leaves open the
question of whether there is a similarly efficient protocol
with the same accountability properties that reveals no
information except the k-wise intersection.

In principle, one could achieve this ideal level of pri-
vacy by starting with a general secure, multiparty com-
putation (SMPC) protocol and augmenting it with the ap-
propriate accountability features. How well such an ap-
proach would scale is an open question.

Starting with the Fairplay platform for secure, two-
party computation [15], there has been much work on
general-purpose SMPC platforms. The goal of this re-
search is to provide languages, compilers, run-time envi-
ronments, and other platform elements that enable pro-
grammers who are not experts in cryptography or SMPC
to write ordinary code and transform it into executable,
multiparty protocols with the desired security proper-
ties. There are now many such platforms whose perfor-
mance and usability are improving (see, e.g., [19]). One
could, in principle, achieve the goals put forth in Sec-
tion 3 simply by writing a set-intersection program and
using, say, Sharemind [4] to translate it into a privacy-
preserving, distributed set-intersection protocol (rather
than implementing privacy-preserving set intersection
“from scratch” as in Section 4). Open questions include
whether the resulting protocol would be efficient enough
to use at scale and how to make it accountable.

Of course, intersection of cell-tower dumps is but
one of many computations that could be of use to law-
enforcement and intelligence agencies. It would be inter-
esting to identify other such computations and to apply
to them the principles and computational approaches that
we have explored in this paper.

6.2 Openness in Lawful Surveillance

One remaining high-level issue is the tension between
the openness principle proposed in Section 2.1 – requir-
ing that processes handling “bulk” electronic surveil-
lance data be open – and the traditional desire of intel-
ligence agencies to protect “sources and methods,” espe-
cially from the knowledge of criminals or terrorists being
investigated. We emphasize that satisfying our openness
principle by no means demands exposing all intelligence
methods – only those few involved in implementing the
“privacy firewall” in Figure 1b. All the details of any par-
ticular investigation – who is being investigated, when,
the details of a particular warrant such as which meta-
data sets are to be intersected, how those sets were cho-
sen, and how the decrypted results are processed after
being lawfully queried through the “privacy firewall” –
could still rely on closely guarded intelligence methods.

7



A generic open process such as the set-intersection
primitive tends to be usable in many different, specific
ways – as in the contrasting High Country Bandits [2]
and NSA CO-TRAVELER [17] examples. Had CO-
TRAVELER not been disclosed by Snowden, for exam-
ple, then this specific method of using set intersection to
find unknown associates of known targets as they travel
might well remain a closely guarded secret, even if the
basic intersection-warrant mechanism were well-known,
openly debated, and instituted in public policy.

Finally, a basic tenet of democratic society and the rule
of law is that it is better to risk a few criminals’ going
uncaught, because they know and understand public law-
enforcement processes “too well,” than to risk that secret
law-enforcement processes, however well intentioned at
the outset, might become unaccountable and evolve into
“star-chamber” tools of political repression and authori-
tarianism. This democratic principle of openness must be
carried into the electronic world; with the right tools, the
principle need not tie the hands of legitimate, account-
able law-enforcement processes.
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