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Abstract
In virtualization systems, guest memory overcommitment

helps to improve the utilization of the host memory re-
source. However, the widely adopted I/O passthrough tech-
nique makes this task not intuitive since the hypervisor must
avoid DMA (Direct Memory Access) failures when the I/O
device accesses the guest memory. There already exist sev-
eral solutions, for example, IOPF (I/O Page Fault) can fix
DMA failures by allowing page fault triggered from the I/O
device side, vIOMMU and coIOMMU avoid DMA failures
by monitoring the DMA buffers in the guest. However, these
solutions all face the performance concerns introduced by the
memory backup/restore mechanism, i.e., memory swapping.
Some free page based methods (e.g., Ballooning, Free Page
Reporting, Hyperupcall) are free from memory swapping,
but they either are not DMA-safe or introduce high guest
communication overhead. In this paper, we propose V-Probe,
a high-efficiency approach to achieve memory overcommit-
ment for I/O passthrough enabled VMs. Using fine-grained
page meta-data management, V-Probe allows the hypervisor
to inspect and reclaim guest free pages actively and efficiently
while guaranteeing DMA-safety. Experiments show that, for
both memory reclamation and reallocation, the overhead of
V-Probe is in the scale of microseconds, which is faster than
Ballooning and IOPF based methods by two orders of magni-
tude. And our micro-benchmark and macro-benchmark show
that V-Probe limits the performance impact of memory over-
commitment to a low level.

1 Introduction

In virtualization systems, the total memory size of a VM
(Virtual Machine) is commonly constant while it is running,
but the working set of memory (i.e., memory accessed ac-
tively) inside a VM is usually a subset of the total mem-
ory [11, 17, 36, 42, 47]. This results in the inefficiency of
memory resource utilization [28, 39]. Memory overcommit-
ment [4,6,7,9,19,26,37,40,44] helps to mitigate this problem.

It reclaims cold memory (i.e., memory not accessed recently)
from a VM, and reallocates the memory to other VMs on
demand to increase memory utilization.

However, the widely adopted I/O passthrough technique [3,
5, 12, 15, 26, 27, 41], which significantly reduces the overhead
of I/O virtualization [1, 21, 24], requires the hypervisor to
keep a fixed memory mapping for the VM during its life cy-
cle to avoid potential DMA failures [4, 26, 40]. This highly
limits the ability of memory overcommitment since the mem-
ory reclamation will change the memory mapping of a VM
dynamically (Section 2).

Previous work tries to solve the contradiction between I/O
passthrough and memory overcommitment in two different
ways. The first is to introduce the IOPF (I/O Page Fault)
mechanism [25, 26, 34]. It allows an I/O device to notify the
hypervisor by triggering page faults when the target DMA
buffer does not reside in the main memory. After the hyper-
visor repairs the IOPT (I/O Page Table) entry for the faulted
IOVA (I/O Virtual Address), the device can replay the pre-
viously failed DMA request. The second is to monitor the
guest DMA buffers using the PV (Para-virtualization) tech-
nique [4, 10, 11, 40, 44]. Such solutions include vIOMMU [4]
and coIOMMU [40]. They use frontend drivers in the guest
to inform the hypervisor with DMA buffer alloc/free events.
With such knowledge, the hypervisor always keeps the mem-
ory mapping of the DMA buffers and thus prevents DMA
failures.

Although the above solutions allow memory overcommit-
ment to coexist with the I/O passthrough technique, they face
several deficiencies. The first is the compatibility issue, which
makes them currently less practical. For example, the IOPF
solution requires designated hardware which is not widely
supported by hardware manufacturers. And the coIOMMU
solution needs changes to the guest OS and is still not sup-
ported by off-the-shelf OSes (e.g., the Linux upstream). But
even though the compatibility issue can be fixed over time (by
evolving the hardware/software), the second issue – perfor-
mance issue – is unavoidable. When doing memory reclama-
tion/reallocation, these solutions need to backup/restore the
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memory content using memory swapping [6, 20, 29, 30, 32].
The overhead it introduces not only slows down the mem-
ory reclamation process, but may also cause performance
oscillations to the VM and hurts the VM’s SLO [6, 49, 50].

While memory swapping is costly, reclaiming guest free
pages [44,45] is a good way to eliminate such overhead, since
the content in free pages is meaningless. But because of the
semantic gap in virtualization systems, free page reclamation
methods usually rely on the communication with the frontend
driver running inside the guest to obtain the knowledge of
guest free pages. The guest communication introduces extra
overhead and increases the response time for the memory
reclamation requests (Section 5.1.2). The recently proposed
free page inspecting method – Hyperupcall [7] – helps to
eliminate such overhead. When doing memory reclamation,
Hyperupcall allows the hypervisor to actively invoke the guest
injected eBPF functions to inspect guest free pages. How-
ever, guaranteeing DMA-safety is a challenging task with this
method. In Hyperupcall, since the guest is agnostic to the
hypervisor’s memory reclamation actions, it may allocate a
free page, whose underlying physical page is reclaimed by
the hypervisor, as a DMA buffer. Such behavior cannot be
perceived by the hypervisor, so it does not have a chance to
repair the memory mapping for the DMA buffer, which will
further cause DMA failures (Section 2.2.3).

In this paper, we propose V-Probe to address the perfor-
mance and DMA-safety challenges of memory overcommit-
ment for I/O passthrough enabled VMs. V-Probe targets guest
free pages to eliminate the costly overhead of memory swap-
ping. Inspired by Hyperupcall [7], V-Probe uses guest injected
helper functions to detect guest free pages actively, which
avoids the communication overhead with the guest. But in-
stead of using eBPF, V-Probe uses raw binary helper functions.
This avoids the complex eBPF dependencies in the guest OS
required by Hyperupcall. Such simplicity makes the deploy-
ment of the method easier. V-Probe uses the SFI (Software
Fault Isolation) technique [13, 31, 38, 43, 48], which performs
strict rule-based instruction-level checks to the injected binary,
to prevent malicious code. Using fine-grained page meta-data
management, V-Probe not only manages the memory map-
ping of the reclaimed free pages but also monitors their cor-
responding page meta-data. This allows V-Probe to react to
guest memory allocation events and prevent potential DMA
failures. Experiments show that the overhead of V-Probe is
in the scale of microseconds. Compared to Ballooning and
IOPF, it is faster by two orders of magnitude in both mem-
ory reclamation and reallocation. Our micro-benchmark and
macro-benchmark show that V-Probe limits the performance
impact of memory overcommitment to a low level.

We summarize our contribution as follows:

• We conduct a systematical study of previous VM mem-
ory overcommitment methods and characterize these
methods in different aspects to provide an overview.

• We propose V-Probe, an efficient memory overcommit-
ment method that targets guest free pages and guarantees
DMA-safety for I/O passthrough enabled VMs.

• We evaluate the overhead of V-Probe, and assess its
performance in both micro-benchmark and macro-
benchmark tests. Results show that V-Probe achieves low
overhead and limits the performance impact of memory
overcommitment to a low level.

2 Motivation

2.1 I/O Passthrough & DMA-safety

Figure 1: The address translation for CPU and I/O devices in
modern hardware architectures. Page faults in the I/O device
side will trigger DMA failures.

I/O passthrough, which allows the guest OS to directly
interact with the underlying hardware, is widely used in virtu-
alization systems [15,16]. Using I/O passthrough, a peripheral
device can directly access the guest memory through DMA
without the intervention of the CPU. It significantly decreases
the overhead of guest I/O operations and is also required
by the emerging high-performance RDMA (Remote Direct
Memory Access) applications [22, 23, 46]. This makes I/O
passthrough an irreplaceable part of virtualization systems
like the public cloud.

In the same way that the CPU MMU (Memory Manage-
ment Unit) needs a page table to translate GPA (Guest Physi-
cal Address) to HPA (Host Physical Address), devices’ DMA
requests rely on the IOPT to translate IOVA (I/O Virtual Ad-
dress, it is usually the same as GPA) to HPA. On the CPU side,
if the accessed GPA does not have a valid page table entry,
then a page fault will be triggered. The hypervisor will try to
fix the memory mapping in the page table, and then resume
the guest OS execution from where it triggers the page fault.
On the device side, to add IOPF support, the device needs
the ability to replay the once failed DMA request after the
hypervisor fixes the invalid IOPT entry. But unfortunately,
most off-the-shelf devices do not support such mechanism.
So they require that all DMA requests must always succeed
or they will result in DMA failure and crash of the guest OS
(Figure 1). This implies that an I/O passthrough enabled VM
has no tolerance to IOPT entry missing [4, 25, 26, 40].
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Table 1: The characteristics of the memory reclamation methods from different dimensions.

Methods DMA-safety
Hardware

Compatibility
Guest

Compatibility
Main

Overhead
IOPF DMA-safe Dedicated hardware No requirements Memory swapping

vIOMMU DMA-safe General hardware Frontend driver Memory swapping
coIOMMU DMA-safe General hardware Frontend driver Memory swapping
Ballooning DMA-safe General hardware Frontend driver Guest communication

Free Page Reporting DMA-unsafe General hardware Frontend driver Guest communication
Hyperupcall DMA-unsafe General hardware eBPF tool-chain Extremely low overhead

In memory overcommitment, the MMU page table entry
and the IOPT entry of the reclaimed page will both be invali-
dated after memory reclamation. As the hypervisor is agnostic
to whether a page is used for DMA in the guest, the reclaimed
page may be a DMA buffer. When a DMA request targeting
the reclaimed DMA buffer arrives, the missing IOPT entry
will cause DMA failure. To avoid potential DMA failures, the
hypervisor needs to disable memory overcommitment, and
statically pin the entire memory of a VM, i.e., keep a fixed
memory mapping for the VM during its life cycle.

2.2 Related Work
We discuss existing memory reclamation methods in the as-
pect of DMA-safety. We also characterize them in other im-
portant dimensions like compatibility and performance. We
summarize them in Table 1.

2.2.1 I/O Page Fault

IOPF [25, 26, 34] is a hardware feature. When DMA failure
occurs, IOPF allows a device to generate a page fault excep-
tion to the CPU, and replay the DMA request after the OS
repairs the memory mapping. So by using IOPF, memory
overcommitment is guaranteed to be DMA-safe.

As IOPF is transparent to the guest, it has no requirements
for the guest OSes. However, it faces the issue of poor hard-
ware compatibility as it requires designated hardware devices.
Although the PCIe specification [34] has been extended to
support IOPF since 2009, with the extensions of ATS (Ad-
dress Translation Service) and PRI (Page Request Interface),
the practice of such standard moves slowly. Currently, few
off-the-shelf I/O device supports IOPF. Although manufactur-
ers like AMD and Arm have introduced ATS and PRI to their
SoC design [2, 8], the absence of PCIe devices that supports
IOPF makes the IOPF call chain incomplete.

Even though the hardware compatibility issue can be
fixed over time, the performance issue is unavoidable.
Memory overcommitment depending on IOPF needs to
backup/restore the memory content when doing memory
reclamation/reallocation using memory swapping. Memory
swapping introduces I/O overhead since the contents of the
reclaimed memory are usually stored in storage media which

is much slower than the main memory. Another method of
memory swapping is memory compression. It introduces CPU
overhead since the compress/decompress process is a heavy
computing task. The overhead of memory swapping not only
slows down the hypervisor’s reaction to memory reclamation
requests, but also causes performance oscillation to the VM
and degrades the VM’s SLO, especially when a VM faces a
burst memory pressure and triggers a large number of page
faults in a short time.

Meanwhile, the hypervisor’s memory reclamation mech-
anism may also conflict with the memory reclamation in-
side the guest – The same memory page may be reclaimed
twice, once by the guest and once by the hypervisor. In
such a case, the guest’s access to the memory page will trig-
ger page faults twice, once trapped to the guest kernel and
once to the hypervisor. This is the so-called double paging
anomaly [14, 18, 33, 44] which introduces extra overhead to
memory reclamation.

2.2.2 Monitoring DMA Buffers

Another way to avoid DMA failure is to monitor DMA buffer
allocations in the guests. It implies two parts. First, when the
hypervisor reclaims a guest page, the monitor tells whether it
is a DMA buffer. Second, when the guest allocates a DMA
buffer whose underlying page is reclaimed, the monitor noti-
fies the hypervisor to fix the memory mapping in time. It is a
software solution and does not rely on designated hardware.

vIOMMU [4] is one such solution. It exposes an emulated
IOMMU (Input-output Memory Management Unit) to the
guest and enables the hypervisor to intercept, monitor, and
act upon DMA remapping operations. coIOMMU [40] is an-
other one. It decouples the memory protection and pinning
functionality in vIOMMU, which significantly improves the
performance. But coIOMMU needs extensive changes to the
guest OS, which results in the guest OS compatibility issue.
At the same time, although monitoring guest DMA buffers
guarantees DMA-safety, it still faces similar performance is-
sues as the IOPF solution because of the need for memory
swapping when doing memory reclamation/reallocation.

USENIX Association 2023 USENIX Annual Technical Conference    771



0 1 2 3 4 5 6 7

Time (Day)

0

20

40

60

80

100

Pe
rc

en
ta

ge
(%

)

Figure 2: The free memory proportion of 10,000 VMs ran-
domly sampled from the Alibaba cloud in one week period.
The X-axis is the time, the Y-axis is the sum of the VMs’
free memory size divided by the sum of the VMs’ occupied
memory size.

2.2.3 Free Page Reclamation

Free page reclamation targets on guest free pages. The quan-
tity of guest free pages is considerable. Figure 2 shows the
free memory proportion statistics of 10,000 VMs randomly
sampled from the Alibaba cloud in one week period. As it
shows, about 25.3% of the VMs’ memory is free and this
proportion is stable over time. At the same time, reclaiming
free pages helps to eliminate the memory swapping overhead,
since the contents of free pages are meaningless.

Ballooning [44] is a classical PV method that targets guest
free page reclamation. It contains a frontend driver running
in the guest, and a backend driver running in the hypervisor.
The frontend driver can "inflate" to occupy the guest free
pages and report them to the hypervisor, then the backend
driver can reclaim those pages. The reclaimed GPA area is
not allocatable in the guest until the hypervisor reallocates
new pages for it. This can prevent reclaimed GPA areas to be
used as DMA buffers, and thus avoids DMA failures.

However, the communication overhead between the fron-
tend and backend drivers (Section 5.1.2) brings performance
issues. Similar to the overhead introduced by memory swap-
ping (Section 2.2.1), the communication overhead may also
slow down the hypervisor’s reaction to memory reclamation
request, and cause VM performance oscillation [7, 9, 37].

Except for Ballooning, there are also other methods target-
ing free page reclamation. Free Page Reporting [45] allows
the guest to report its free pages to the hypervisor periodically.
And Hyperupcall [7], allows the hypervisor to inspect guest
free pages without guest intervention. However, guaranteeing
DMA-safety using these methods is a challenging task. As the
memory reclamation action in these methods is transparent
to the guest, the guest may allocate a free page, whose under-
lying physical page is reclaimed, as a DMA buffer. But the
hypervisor will not be notified by this action, thus it does not
have a chance to repair the memory mapping. So following
DMA requests addressing this page will fail and cause DMA
failures. Figure 3 illustrates the scenario. On the other hand,
Free Page Reporting faces the problem of timeliness. Its fron-

Figure 3: In guest free page reclamation, the hypervisor is
agnostic to the DMA buffer allocation in the guest, and fol-
lowing DMA requests will cause DMA failures.

tend driver initiates the reporting procedure with a fixed delay
(2 seconds in Linux’s implementation) after the guest releases
a high-order page. So the hypervisor’s memory reclamation
request may fail even if there are unreclaimed free pages in
the guest.

3 Approach

3.1 Design Goals
Based on our analysis in Section 2, we set our design goals
as follows:

• DMA-safety: I/O passthrough is playing an irreplace-
able part in today’s virtualization systems since it sig-
nificantly improves the guest I/O performance. The de-
sign should avoid DMA failures to make it safe for I/O
passthrough enabled VMs.

• Hardware Compatibility: The design should not rely
on IOPF as IOPF needs designated hardware. This en-
sures the solution is available for a large amount of ex-
isting hardware.

• Guest Compatibility: The design should be compatible
with a wide range of commodity guest OSes. This makes
sure the solution can be easily deployed to existing soft-
ware systems.

• Low Overhead: The overhead of the solution should be
as low as possible. This not only decreases the hyper-
visor’s reaction time for memory requests and enables
the hypervisor to take more aggressive memory reclama-
tion decisions, but also limits the performance impact on
the VMs and guarantees high VM SLO (Service-level
Objective).

According to the summary in Table 1, memory reclama-
tion methods that are unaware of the guest page alloca-
tion status (IOPF, vIOMMU, coIOMMU) require memory
backup/restore for every reclaimed page, which introduces the
overhead of memory swapping. However, obtaining knowl-
edge of guest free pages usually needs communications to the
frontend driver in the guest (Ballooning, Free Page Report-
ing), which introduces communication overhead. Hyperupcall

772    2023 USENIX Annual Technical Conference USENIX Association



achieves low overhead, but it faces two challenges. First, as
mentioned in Section 2.2.3, Hyperupcall is not DMA-safe. Al-
though discarding guest communication makes the execution
of Hyperupcall fast, this also means the guest is agnostic to the
reclamation status of its free pages. The guest may allocate
a reclaimed free page as a DMA buffer and the hypervisor
is not notified by such behavior. It may not have a chance
to fix the memory mapping before the DMA request arrives.
Second, Hyperupcall relies on the complex toolchain of eBPF
and needs modifications to the underlying LLVM compiler.
This increases the deployment complexity of Hyperupcall,
especially when adapting the toolchain to a variety of guest
OSes in the public cloud.

Solving these challenges brings us to the solution of V-
Probe. V-Probe is inspired by Hyperupcall. Like Hyperupcall,
V-Probe allows the hypervisor to actively reclaim guest free
pages without guest intervening. But V-Probe improves the
programming model of Hyperupcall to overcome its complex-
ity. More importantly, V-Probe proposes a novel fine-grained
page meta-data management technique to guarantee DMA-
safety.

3.2 V-Probe Overview

Figure 4 illustrates how V-Probe works. It contains three
parts: (1) V-Probe injector, (2) V-Probe data manager, and (3)
memory reclamation routine. Next, we will explain each part
in detail.

3.2.1 V-Probe Injector

The V-Probe injector is a guest module. It only runs one time
just after the guest finishes starting up. During its execution, it
accomplishes two tasks: (1) page meta-data layout registration
and (2) helper function registration.

In operating systems, like Linux, each physical page has
a corresponding piece of page meta-data to record its usage
state, e.g., the reference count or the allocation status. And
such meta-data is usually organized statically and continu-
ously in ranges of the physical memory. In page meta-data
layout registration, the guest first detects the GPA ranges
where the page meta-data resides. Then it passes this infor-
mation to the hypervisor through the registration API that
V-Probe provides. As the hypervisor is aware of how GPA is
translated to HPA, it can access the guest page meta-data pre-
cisely after obtaining the knowledge of guest page meta-data
GPA ranges.

But only having access to the guest page meta-data is not
enough, the hypervisor needs to understand the meanings
of the bytes in it. So we need the helper functions which
can parse the page meta-data. In helper function registration,
the guest compiles the source codes of helper functions to
hardware native binaries and injects them to the hypervisor
through the registration API of V-Probe. As the formats of

page meta-data can be different among guest OSes, the helper
functions are guest-specific and need to be dynamically com-
piled in the guest.

3.2.2 V-Probe Data Manager

The V-Probe data manager runs in the hypervisor. It provides
registration APIs for the V-Probe injector. The registered
helper functions and page meta-data layout information are
stored here. They help to recognize the status of each page in
the guest when performing memory reclamation.

Since the hypervisor will directly call the helper functions
via the injected binary code, we need a verifier to guarantee
their integrity, i.e., to prevent harmful codes injected from
malicious guests. As the use case of the helper functions
in V-Probe is limited to parsing guest page meta-data, the
logic of the helper functions should be very simple. So the
verifier uses strict rule-based restrictions to verify the injected
binaries, which protects the hypervisor from security attacks
without rejecting honest codes.

The V-Probe data manager also stores the information of
the reclaimed memory set. Each record in the set represents
a reclaimed guest memory area. Its content contains two di-
mensions: the reclaimed GFN (Guest Frame Number) range,
and the GPA range for the corresponding page meta-data.
This information is useful for page refaulting, which will be
explained in the next subsection.

3.2.3 Memory Reclamation Routine

The memory reclamation routine is the core logic to reclaim
free pages from the guest. Its execution is triggered by system
events, like periodic timers, or memory pressure. After the
preparation of the previous steps, the hypervisor can scan and
parse guest page meta-data to inspect the status of each page.

V-Probe solves the DMA-safety problem via fine-grained
page meta-data management. As shown in Figure 5, when
reclaiming guest free pages, V-Probe not only invalidates the
free pages’ mapping in the MMU page table and the I/O
page table but also modifies the page meta-data mapping in
the MMU page table to read-only. The reclaimed memory
set in V-Probe data manager will record the reclaimed GFN
range, along with the GPA range of the corresponding page
meta-data.

When the guest memory management system is going to
allocate a page inside the reclaimed GFN ranges, it will first
write to the corresponding page meta-data, e.g., change the
free flag. This will trigger a page fault on the CPU side as
we have changed the memory mapping of the page meta-data
to read-only after reclamation. The page fault notifies the
hypervisor. Then the hypervisor looks for the corresponding
record in the reclaimed memory set and recovers the memory
mappings for both the pages and the page meta-data. This
mechanism gives the hypervisor the chance to recover the
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Figure 4: The design overview of V-Probe. It contains three parts: V-Probe injector, V-Probe data manager, and the memory
reclamation routine. The V-Probe injector registers helper functions and page page-meta layout information to the V-Probe data
manager. The code and data are used by the memory reclamation routine to inspect guest page status and reclaim free pages. The
details of the design are explained in Section 3.2.

(a) Memory mapping before free page reclamation.

(b) Memory mapping after free page reclamation.

Figure 5: Memory mapping status before and after free page
reclamation. During free page reclamation, V-Probe not only
invalidates the page table entries for the reclaimed pages but
also modifies the mapping of the page meta-data to read-only.
This gives the hypervisor the chance to recover the memory
mapping before the guest uses the page.

memory mapping before the guest uses the page, and thus it
prevents DMA failures.

4 Implementation

In this section, we introduce the implementation details of
V-Probe, which includes four parts: meta-data registration,
helper function registration, memory reclamation routine, and
page fault handler. We also explain the synchronization prob-
lem we face in V-Probe and how we solve this issue.

Our implementation of V-Probe is based on Linux, whose
source code can be easily touched and modified. The hardware
architecture is based on x86_64. The CPU we use is Intel®
Xeon® Platinum 8163 CPU.

4.1 Meta-data Registration
The meta-data of pages in Linux is usually defined as type
struct page. There are three kinds of struct page organization
models in Linux, decided by one of the three compile con-
figurations: CONFIG_FLATMEM, CONFIG_DISCONTIGMEM and
CONFIG_SPARSEMEM_VMEMMAP. But no matter what the con-
figuration is, the struct page data is organized linearly in
ranges of continuous memory in the guest physical address
space. V-Probe injector detects the struct page layout, indi-
cating each struct page memory range with two dimensions:
(1) the start and end GPA of the struct page memory range,
and (2) the start and end GFN that are managed by the range
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of struct page. V-Probe injector registers the information to
the hypervisor, then the hypervisor can locate the struct page
of each guest GFN.

4.2 Helper Functions Registration

(a) The source code and compiled binary of the helper function page_free.
This function is used to parse whether a guest page is free. The function
it calls (PageBuddy) is a Linux built-in function. The size of the compiled
binary is only 17 bytes.

(b) The source code and compiled binary of the helper function page_order.
This function is used to parse how many free pages are adjacent to this page.
The function it calls (page_private) is a Linux built-in function. The size of
the compiled binary is only 5 bytes.

Figure 6: The source codes and their compiled binary of the
two helper functions in V-Probe.

V-Probe relies on the helper functions to parse guest struct
page and obtain the status of the pages. They are injected from
the guest to the hypervisor after the guest finishes starting up.
Since the formats of struct page vary from guests OSes, the
helper functions need to be dynamically compiled in the guest.

Linux uses the buddy system [35] to manage free pages.
It organizes free pages as blocks, and the size of one block
is the order of 2. A buddy system block is identified by the
leading struct page in the block, and it also records the order
of the block. By parsing the struct page, i.e., testing a specific
bit or reading a specific field in it, we can decide whether a
struct page is the leading one in a block, and get the order
of the free page count in this block. In Linux, two kernel
built-in functions, PageBuddy and page_private, help to do
the parsing.

The two helper functions used in V-Probe are shown
in Figure 6b: (1) page_free, which wraps the function
PageBuddy, and (2) page_order, which wraps the function

page_private. These two helper functions are short and sim-
ple, and the sizes of their binary code are also small: 17 bytes
for page_free and 5 bytes for page_order. The definition
of the helper functions requires the noinline decorator, to
ensure they are not compiled to inline functions and can be
called by the hypervisor in a function manner.

To avoid harmful codes injected from malicious guests, we
need a verifier to guarantee the integrity of the helper function
binary. We apply SFI to implement the verifier. As the logic
of the helper functions used in V-Probe are very simple, sim-
plified yet strict checking rules in SFI are enough to protect
the hypervisor from security attacks without rejecting honest
codes. These rules are as follows:

• Register rdi is read-only, register rax is read-write.
Other registers are not allowed to be used.

• The function can only read a limited range of memory,
which is usually the size of the guest struct page, pointed
by the parameter stored in the rdi register.

• The function can not write to any main memory.

• No branch instruction or privileged instruction is al-
lowed.

• The last instruction must be retq.

• The length of the binary is less than 64 bytes.

The above rules protect the hypervisor from being compro-
mised by the injected code for two reasons. First, they make
sure the helper functions obey the convention of a function
call, and no branch nor privileged instructions are allowed.
This implies the instructions inside the call will be executed
sequentially, and the execution will finally return to the caller.
Second, during the function call’s execution, the accesses to
registers and memory are strictly limited to avoid any host
memory corruption. But note that these rules are highly re-
lated to the Intel X86_64 architecture. They need to be re-
designed on other CPU platforms.

4.3 Memory Reclamation Routine
The memory reclamation routine is triggered by host events
(like the memory pressure), and its execution is controlled
by the hypervisor. Algorithm 1 shows the pseudocode of
the procedure. It has two input parameters, GUEST , and
MIN_ORD, which respectively indicate the target guest we
try to reclaim memory from and the minimum order we
want. The procedure iterates through each GFN in the guest
(Line 2) and uses the two helper functions registered before,
GUEST.PAGE_FREE and GUEST.PAGE_ORD, to check
whether the guest page is free and what is the order in the
buddy system (Lines 6-7). If it meets our requirements (Line
8), then we try to reclaim the corresponding pages (Lines

USENIX Association 2023 USENIX Annual Technical Conference    775



Algorithm 1 The procedure of memory reclamation

Input: GUEST , MIN_ORD
Output: SUCCESS/FAIL

1: procedure MEMORYRECLAMATION
2: for each GFN in GUEST do
3: if GFN is reclaimed then
4: continue
5: SP← struct page of GFN in GUEST
6: FREE← GUEST.PAGE_FREE(SP)
7: ORD← GUEST.PAGE_ORD(SP)
8: if FREE and ORD≥MIN_ORD then
9: Lock MUTEX

10: Make the struct page GPA range read-only
11: SP′← struct page of GFN in GUEST
12: FREE ′← GUEST.PAGE_FREE(SP′)
13: ORD′← GUEST.PAGE_ORD(SP′)
14: if FREE ′ and ORD′ ≥MIN_ORD then
15: GFNst ← GFN
16: GFNen← GFN +(1 << ORD′)
17: RANGE← [GFNst , GFNen)
18: Unmap EPT in RANGE
19: Unmap IOMMU in RANGE
20: Add RANGE to the reclaimed set
21: Release reclaimed pages to hypervisor
22: Unlock MUTEX
23: return SUCCESS
24: Make the struct page GPA range read-write
25: Unlock MUTEX
26: return FAIL

9-25). The core reclamation logic makes the struct page GPA
range read-only (Line 10), invalidates the memory mapping
in EPT (Extended Page Table) and IOMMU page table for
the reclaimed GFN range (Lines 15-19), adds this range to
the reclaimed set (Line 20), and finally, releases the reclaimed
pages to the hypervisor (Line 21). Algorithm 1 uses the mutex
(Line 9) and the page status double check logic (Lines 11-
14) to avoid synchronization problems, which will be further
explained in Section 4.5.

4.4 Page Fault Handler

Since we have modified the EPT mapping of the struct page
GPA range to read-only for the reclaimed GFNs, when the
guest tries to allocate these pages, it will write to the corre-
sponding struct page to modify the bytes of page status flags.
Thus a page fault is triggered. The pseudocode of the page
fault handler is shown in Algorithm 2. It has two input param-
eters: GUEST and GPA, which respectively indicate the guest
and the accessed GPA that triggers the page fault. First, it calls
GetReclaimedRange to find the reclaimed memory range re-

Algorithm 2 The procedure of page fault handler

Input: GUEST , GPA

1: procedure PAGEFAULTHANDLER
2: Lock MUTEX
3: RANGE← GetReclaimedRange(GUEST , GPA)
4: PAGES← pages reallocated for RANGE
5: Map RANGE to PAGES in EPT
6: Map RANGE to PAGES in IOMMU
7: Remove RANGE from the reclaimed set
8: Make the struct page GPA range read-write
9: Unlock MUTEX

10: return

Input: GUEST , GPA
Output: RANGE

11: procedure GETRECLAIMEDRANGE
12: for each RANGE in the reclaimed set of GUEST do
13: SPst ← the start struct page GPA in RANGE
14: SPen← the end struct page GPA in RANGE
15: if SPst ≤ GPA≤ SPen then
16: return RANGE

sponsible for GPA (Line 3). Then it allocates pages (Line 4),
remaps the EPT and IOMMU page table for this range (Lines
5-6), removes the range from the guest’s reclaimed memory
set (Line 7), and resumes the EPT mapping of the struct page
GPA range to read-write (Line 8).

Function GetReclaimedRange is simplified as a loop for
ease of demonstration. We use the rbtree (Red-black Tree),
which is an implementation of the binary search tree in Linux,
to optimize the performance of memory range inserting, delet-
ing, and searching.

4.5 Synchronization Problem
One challenge for the reclamation process is the synchro-
nization problem: the guest may allocate the pages while we
are reclaiming them, and the status of the guest struct page
may change from "free" to "allocated" within the memory
reclamation routine, which may cause inconsistency in the
system.

Figure 7 show two cases to illustrate how the mutex and
double-checking in Algorithm 1 (Lines 9-14) and Algorithm 2
(Line 2) avoids the racing conditions. In reclaim 1⃝, if the
guest allocates the free pages after the Hypervisor makes the
corresponding struct page GPA range read-only, it will trigger
page fault and the mutex will prevent the page fault handler
to fix the memory mapping before the hypervisor finishes
reclamation. This guarantees the atomicity of the memory
reclamation process and the page fault handling. In reclaim
2⃝, if the guest allocates the free page before the Hypervisor
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Figure 7: Two cases to illustrate how V-Probe solves the
synchronization problem.

makes the corresponding struct page GPA range read-only, the
double-checking will detect such behavior and skip the page,
so as to avoid the inconsistency of the page status knowledge.

5 Evaluation

In this section, we conduct experiments to evaluate V-Probe
in different aspects. First, we evaluate V-Probe’s overhead in
memory reclamation and reallocation tasks. Then we evaluate
its impact on workload performance using both the micro-
benchmark and macro-benchmark.

The experiments are based on the hardware architecture of
Intel® Xeon® Platinum 8163 CPU. The hypervisor is based
on QEMU and KVM. And the memory allocator manages the
underlying memory of guest VMs in 2MB granularity. The
guests in our experiments run Linux OS, each equipped with
2 CPU cores and 4GB main memory.

We use Ballooning and the IOPF based method for com-
parison. For simplicity, we will call the IOPF based method
as IOPF in the following explanation. For memory recla-
mation and reallocation tasks, we compare V-Probe with
both Ballooning and IOPF. For micro-benchmark and macro-
benchmark tests, we only use IOPF for comparison. We do
not use Ballooning for these benchmarks because the frontend
driver of Ballooning will hold the reclaimed free pages and
make them unallocatable in the guest. So if the memory usage
of the task does not exceed the remaining allocatable memory
in the guest, the performance will be the same as the base-
line with no memory reclamation. On the other hand, if the
memory usage of the task exceeds the remaining allocatable
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Figure 8: The time cost of V-Probe, Ballooning and IOPF to
reclaim (reallocate) 2MB memory from (to) the guest. We run
sysbench CPU workloads in the guest to emulate the guest’s
CPU stress.

memory in the guest, the guest will kill the task because of
the OOM (Out of memory) error.

We reclaim 30% of the server’s memory at the beginning
of the each benchmark test. In practice, to avoid host memory
insufficiency, the memory reclamation policies need to limit
the quantity of memory reclaimed from each guest and the
quantity of memory that can be reused by other VMs. 30% of
memory reclamation is an extremely high value in practice.
In this configuration, the benchmark results reveal the perfor-
mance impact limit of V-Probe in a real-world environment.

Since IOPF is not commonly supported by off-the-shelf I/O
devices, we implement IOPF by ourselves using FPGA-based
SmartNIC. The storage media we use for memory swapping
is a hard disk drive, with 250MB/s I/O throughput. Notice
that other methods relying on memory swapping (vIOMMU,
coIOMMU) share similar results with IOPF.

5.1 Overhead
5.1.1 Data Registration

The overall data registration process takes less than 1 second.
The main overhead comes from the helper function compi-
lation and page meta-data layout detection within the guest.
The overhead of data transferring is small as the size of the
registered data is only 232 bytes in our implementation, which
includes the binaries of the helper functions, the page meta-
data layout information, and the extra API-related fields. Also,
as the helper functions are simple and small, the verification
cost is negligible. Data registration only runs one time after
the guest finishes starting up, and its overhead will not impact
the following memory reclamation procedure.

5.1.2 Memory Reclamation and Reallocation

We evaluate the overhead of V-Probe in the memory recla-
mation (reallocation) task by measuring the time it takes to
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reclaim (reallocate) 2MB memory from (to) the guest. For
memory reclamation, the cost refers to the time elapsed be-
tween the initiation of the memory reclamation request and
the moment the hypervisor releases the reclaimed memory
back to the host. For memory reallocation, the cost refers
to the time elapsed between the initiation of the memory
reallocation request and the point at which the hypervisor
establishes the new memory mapping.

We use Ballooning and IOPF for comparison. Dur-
ing memory reclamation (reallocation), we run sysbench
CPU workloads in the guest to emulate the guest’s CPU
stress. Specifically, we run the command ’sysbench cpu
-threads=$(nproc) -time=0 run’ in the guest to make
all of the CPUs busy. We also assess the performance of Bal-
looning when the guest OS is idle, in order to determine the
upper limit of its performance. For each measurement, we run
the operation 10 times and present the average value as the
result.

We will take the memory reclamation task as an example to
analyze the experiment results. The memory reallocation task
shares a similar analysis. As Figure 8 shows, V-Probe takes
only 0.09ms to reclaim 2MB memory on average, while Bal-
looning and IOPF take 6.07ms and 6.88ms respectively. We
analyze the reasons why V-Probe is two orders of magnitude
faster than the other two methods as follows:

• Ballooning relies on the communication with the fron-
tend driver running in the guest when reclaiming mem-
ory from it. The communication introduces a large delay,
especially when the guest is busy with CPU intensive
tasks, which reduces the chance for the thread of the
frontend driver to gain CPU time slice. The overhead
of communication (5.79ms) occupies 95.4% of the total
overhead (6.07ms) when using Ballooning to reclaim
2MB memory. Even if the CPU is not busy in the guest,
the communication overhead (0.53ms) also occupies
65.4% of the total overhead (0.81ms).

• IOPF relies on memory swapping to avoid guest memory
corruption. Memory swapping introduces a large over-
head of disk I/O (8.95ms), which occupies 98.8% of the
total overhead (9.06ms).

• When triggered by events, V-Probe can use the injected
helper functions to inspect the guest free pages actively,
without the time-consuming communication with the
guest. At the same time, since the reclaimed pages are
free memory in the guest and do not contain valuable
data, V-Probe does not need memory swapping, which
avoids the disk I/O overhead.

The memory overhead of V-Probe’s reclamation process
is also small. For each reclaimed memory range, we allocate
a 64B data structure to maintain the necessary data, which
includes the start/end GPA of the struct page and the physical
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Figure 9: The TCP throughput of the baseline, V-Probe, and
IOPF.

page, and other data-structure-specific fields. The overhead is
64B/2MB = 0.031‰ for a 2MB area and 64B/4MB = 0.015‰
for a 4MB area.

5.2 Micro-benchmark
The micro-benchmarks in our evaluation include TCP
throughput and UDP latency, as these two metrics are critical
for many important applications (e.g., file servers, databases,
and key-value stores). The evaluation requires a client-server
experiment setting. We measure the performance impact of
V-Probe on these metrics when a large amount of memory is
reclaimed from the server side and high memory footprint is
triggered by the network stream. We compare V-Probe with
the baseline (i.e., no memory is reclaimed from the guest) and
IOPF.

Although there exist many network performance bench-
mark tools (e.g., netperf ), they only focus on the efficiency
of the network stack and have a low memory footprint, which
means they cannot cover the logic of the memory refault logic
(i.e., trigger page fault and reallocate memory). So we design
and implement our own micro-benchmarks, which have a high
memory footprint while measuring the TCP throughput and
UDP latency.

5.2.1 TCP Throughput

To evaluate TCP throughput, we run a client and a server in
two separate VMs, both equipped with 2 CPU cores and 4GB
main memory. The server serves a 4GB file and the client
will download the file when running the experiment. 30% of
the server’s memory is reclaimed at the beginning of the test.
When the client downloads the file, the server will read the
file from the disk to the in-memory page cache. As Linux
drops the page cache in an on-demand manner, the server
will fill the memory with the page cache until the memory
is insufficient. This implements a high memory footprint of
the experiment and will trigger page refault in the serve. We
record the download speed as the TCP throughput.

Figure 9 shows the throughput changes over time in differ-
ent settings. As the figure shows, the throughput fluctuation
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Figure 10: The CDF of the UDP latency when applying the
baseline, V-Probe and IOPF.

of the baseline and V-Probe are smaller than that of IOPF.
The minimum throughput of the baseline, V-Probe and IOPF
are 97MB/s, 93.1MB/s, and 85.8MB/s respectively. And the
average value is 100.2MB/s, 99.8MB/s, and 97.5MB/s respec-
tively. These results show that V-Probe may degrade the TCP
throughput slightly compared with the baseline, but it is much
better than IOPF.

5.2.2 UDP Latency

To evaluate UDP latency, we run a client and a server in two
separate VMs, both equipped with 2 CPU cores and 4GB
main memory. 30% of the server’s memory is reclaimed at
the beginning of the test. The logic of the UDP server is quite
simple: It listens on a port, accepts a UDP connection request,
allocates a 2MB buffer and accesses it, then sends a response
back to the client. This is to simulate a UDP application with
a high memory footprint. Allocating and accessing buffers
may cause page faults and page reallocations if the underly-
ing memory is reclaimed by the hypervisor. The UDP client
records the latency of each request as the results.

Figure 10 shows the CDF (Cumulative Distribution Func-
tion) of different settings. The 90th percentile latency of the
baseline, V-Probe and IOPF is 0.23ms, 0.39ms and 6.55ms
respectively, and the 99th percentile latency is 1.36ms, 2.43ms
and 8.27ms respectively. The overhead of V-Probe is 69.6%
and 79.4% in the 90th and 99th percentile latency, respectively,
when compared to the baseline. However, it significantly out-
performs IOPF, which introduces approximately 27X and 5X
overhead in the 90th and 99th percentile latency.

5.3 Macro-benchmark
We use Redis, a widely used in-memory key-value database
as the macro-benchmark to evaluate V-Probe. We run a client
and a server in two separate VMs, both equipped with 2 CPU
cores and 4GB main memory. At the beginning of the experi-
ment, we remove all the data from the Redis server database
and reclaim 30% memory from the server. The client runs
redis-benchmark, the official Redis benchmark tool, to con-
tinuously send SET commands to the server. The SET com-
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Figure 11: The Redis QPS when applying baseline, V-Probe,
and IOPF.

mand will randomly write key-value pairs to the in-memory
database. There are 1,000,000 random keys, and the value size
of each SET operation is 2KB. We record the QPS (queries
per second) and the operation latency during the test. We only
test the SET workload because V-Probe is a free-page-based
method, and data insertion is necessary to trigger guest page
allocation, and thus necessary to trigger V-Probe’s memory
reallocation. If we use the GET workload to evaluate V-Probe,
the data in Redis will always stay in the main memory, with no
page fault or memory reallocation operations will not utilize
the functionality of V-Probe.

Figure 11 shows the QPS over time in the different set-
tings. As it shows, the result of V-Probe (12.55K) is close
to the baseline (12.56K). And the result of IOPF (12.31K)
is about 2% lower than the other two. For the tail latency of
each operation (not shown in the figure), the baseline and
V-Probe exhibit a 99.99th percentile latency of 1ms, while
the IOPF exhibits a noticeably higher 99.99th percentile la-
tency of 7ms (the precision of the latency data is limited to
the redis-benchmark tool). This indicates the Redis perfor-
mance while applying V-Probe for memory reclamation is
close to the case with no memory reclamation and better than
applying IOPF.

6 Discussion

6.1 Compatibility

In this paper, we present a Linux-based implementation of
V-Probe which is highly straightforward for two reasons.
First, the V-Probe injector, including the helper functions, is
lightweight (140 LOC (Lines of Code)), and it is dynamically
compiled after the startup of the guest. This means that the
V-Probe injector does not need to change for different releases
of the Linux kernel. Second, V-Probe does not hack any API
in the guest OS. This implies that V-Probe does not enforce
any changes on the guest OS and retains full compatibility for
guest OSes.

V-Probe relies on the continuous arrangement of the guest
page meta-data. Accordingly, while in this paper we examine
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a Linux-based implementation of V-Probe, the adoption of V-
Probe is similar in Unix-like OSes that use a similar memory
management mechanism to Linux. For example, FreeBSD
uses ranges of struct vm_page (like struct page in Linux) to
arrange the page meta-data and uses the buddy system to
manage them.

V-Probe introduces about 1,300 LOC to the hypervisor, as
the logic of V-Probe on the hypervisor side is much more
complex. But this does not impact the practice of V-Probe as
most of the cloud providers use customized hypervisors, and
V-Probe can be easily integrated into these software systems.

V-Probe introduces high hardware compatibility as it only
relies on the basic virtualization features of the CPU. These
features are widely supported by popular CPU platforms such
as Intel, AMD, Arm, and RISC-V. Furthermore, V-Probe does
not rely on IOPF which is not commonly supported by off-
the-shelf I/O devices.

6.2 Fine-grained Page Meta-data Management
Using fine-grained page meta-data management, V-Probe can
effectively avoid DMA failures in I/O passthrough enables
VMs. At the same time, the idea of fine-grained page meta-
data management can also be combined with other free page
reclamation methods to avoid DMA failures. For example,
in Free Page Reporting, except for the free pages, the guest
can also report the page meta-data to the hypervisor. So by
managing the access mode of the guest page meta-data’s GPA
range, Free Page Reporting can avoid DMA failures in the
same way V-Probe does. But unlike V-Probe, which uses
helper functions to inspect guest free pages without notifying
the guest, these methods rely on the frontend drivers to obtain
the guest page status, which means the guest communication
overhead is unavoidable.

6.3 Threats to Validity
There are two threats to the validity of our work. First, this
paper defines and examines an example implementation of the
V-Probe design that is specific to Intel X86_64 architecture
and Linux-based OSes. Therefore, architecture-based and OS-
based assumptions of this example implantation would need to
be adjusted when moving to other architectures and OS types.
However, since V-Probe relies on the continuous arrangement
of the guest page meta-data, V-Probe may not apply to the
OSes that use different ways to arrange the page meta-data.

Second, when reclaiming free pages, V-Probe needs to mod-
ify the memory mapping for the page meta-data GPA range.
But since memory mapping is by the granularity of pages,
the meta-data should reside on the same physical page. So V-
Probe can only reclaim continuous free pages in batches. As a
result, guest free page fragmentation may weaken the memory
reclamation effect of V-Probe. But free page fragmentation in
the guests is usually caused by high memory pressure, which

suggests the system not to reclaim memory from them. Also,
this problem can be mitigated by the memory compaction
functionality in the guest OS.

7 Conclusion

In this paper, we conduct a systematic survey of previous
VM memory reclamation methods and analyze their relation-
ship with the widely deployed I/O passthrough technique.
Based on the analysis, We propose V-Probe, a non-intrusion
and efficient approach to achieve memory overcommitment
for I/O passthrough enabled VMs. Using fine-grained page
meta-data management, V-Probe enables the hypervisor to
actively inspect and reclaim the guest free pages while guar-
anteeing DMA-safety. We implement V-Probe and evaluate
its efficiency in different aspects. Experiment results show
that the overhead of V-Probe is on the micro-second scale and
it has low performance impact on the guest workload. It also
has high compatibility with different hardware platforms and
a wide range of Linux kernel releases, which simplifies the
deployment.
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