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Abstract
Recently there has been considerable attention on design-

ing and developing hardware accelerators for deep neural net-

work (DNN) training workloads. However, designing DNN

accelerators is often challenging as many commonly used

hardware optimization strategies can potentially impact the

final accuracy of the models. In this work, we propose a hard-

ware emulation tool called Arbitor for empirically evaluating

DNN accelerator designs and accurately estimating their ef-

fects on DNN accuracy. Arbitor takes advantage of modern

machine learning compilers to enable fast prototyping and nu-

merically accurate emulation of common DNN optimizations

like low-precision arithmetic, approximate computing, and

sparsity-aware processing on general-purpose GPUs. Subse-

quently, we use Arbitor to conduct an extensive sensitivity

study to understand the effects of these optimizations on pop-

ular models such as ResNet, Transformers, Recurrent-CNN,

and GNNs. Based on our analysis, we observe that DNN

models can tolerate arithmetic operations with much lower

precision than the commonly used numerical formats sup-

port. We also demonstrate that piece-wise approximation is

effective in handling complex non-linear operations in DNN

models without affecting their accuracy. Finally, enforcing

a high degree of structured sparsity in the parameters and

gradients can significantly affect the accuracy of the models.

1 Introduction

Deep neural networks (DNNs) have shown unprecedented ac-

curacy on many complex tasks like computer vision [26, 44],

natural language processing [15, 65], recommendation sys-

tems [50], speech recognition [6], and robotics [55]. This

superior performance of DNNs, however, comes at the ex-

pense of high computational costs in the training process. As

the models are getting larger and more complex, the compu-

tational requirement for training these models has also been

growing steadily. Therefore, designing and developing spe-

cialized hardware accelerators for DNN training has become

an active area of research in both industry and academia [16].

Modern DNN accelerators are equipped with thousands

of parallel processing units to leverage the abundant com-

putational parallelism available in DNN training workloads.

Moreover, they also employ many hardware-level optimiza-

tions that are designed to take advantage of the error-resilient

nature of the DNN models. For example, DNN accelerators

commonly use low-precision numerical formats for arithmetic

operations to improve hardware utilization and energy effi-

ciency [18,48,74]. Additionally, approximate computing tech-

niques like the linear approximation of non-linear functions

are widely used to reduce the hardware design complexity

and cost [7,43]. Finally, modern accelerators support sparsity-

aware processing cores to minimize redundant computations

in DNN workloads by skipping arithmetic operations over

zeros. In recent years, there have been many studies proposing

different variations of such hardware-level optimizations that

have shown to be highly effective in improving the perfor-

mance of DNN training workloads [56, 72].

Despite being a well-studied area, making the right de-

sign decisions for DNN accelerators is still a challenging

task as many of the proposed hardware optimizations have

non-trivial effects on the convergence accuracy of the DNN

training algorithm and can potentially hurt the final accuracy

of the model [18, 48]. Understanding the influence of these

optimizations on the convergence of different DNN models

requires rigorous experimental analysis on the DNN acceler-

ator design. Unfortunately, currently available methods and

tools are inadequate for such analysis as we explain below.

Software-based architectural simulators are widely used for

the initial prototyping and analysis of different hardware de-

sign choices [8, 9, 34, 64]. These tools are primarily designed

to perform hardware simulations at circuit-level precision and

measure accurate low-level performance counters like instruc-

tions per cycle (IPC), cache miss rate, and branch prediction

accuracy. As a result, architectural simulators are generally

6−7 orders of magnitude slower compared to the real silicon

performance [20, 63]. Since standard DNN benchmark mod-

els [49, 75] take anywhere from hours to months of training

to reach peak accuracy, using software-based simulators to
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analyze DNN accelerator designs can get prohibitively time-

consuming. Even though other approaches like FPGA-based

prototyping can offer performance close to the real hardware,

programming FPGAs requires unique expertise that is rare

even among hardware researchers. Moreover, building the

software stack that can provide runtime support for training

DNNs on FPGAs requires substantial engineering effort.

To address the limitations of these traditional methods,

recent works [45, 47, 59, 70] have proposed hardware em-

ulation frameworks specifically designed for analyzing the

accuracy effects of common DNN optimizations like low-

precision training. These tools provide convenient APIs to

configure and emulate low-precision arithmetic in the train-

ing process by modifying the computation graphs of DNN

models. Unlike architectural simulators, DNN emulators are

built as extensions over popular machine learning frameworks

like TensorFlow [3] or PyTorch [54] and can be executed over

general-purpose accelerators like GPUs. This enables fast

prototyping of arbitrary low-precision numerical formats and

evaluating their effects on standard DNN benchmark mod-

els within reasonable time frames. However, we observe that

extending these tools to support other hardware features like

approximate or sparsity-aware computing require significant

effort from the user. On top of this, current DNN emulators

are designed to perform low-precision arithmetic emulation

at the DNN layer-level granularity. Under this strategy, the

computation of individual layers in the DNNs like matrix

multiplication and convolution is performed using standard

32-bit floating point format, and the output is rounded down

to the user-defined numerical format. We observe that this

coarse-grained emulation approach can produce numerically

inaccurate results compared to the real hardware. Our em-

pirical evaluation reveals that the relative numerical error of

low-precision arithmetic emulation in state-of-the-art DNN

emulators can be as high as 15% (more details in section 3).

We argue that such inaccurate emulations could lead to incor-

rect evaluation of hardware designs in DNN accelerators.

In this work, we build an easy-to-use, extensible, and more

importantly numerically accurate emulation tool called Ar-

bitor for empirically evaluating DNN accelerator designs. Ar-

bitor is built on top of TensorFlow and provides extensions to

its Keras front-end APIs for users to easily configure and em-

ulate common hardware features like low-precision training,

approximate computing, and sparsity-aware processing on

standard DNN models. In contrast to other DNN emulators,

Arbitor emulates the user-defined hardware features at the

granularity of the primitive mathematical operations in the

DNN layers to accurately mimic the behavior of real hard-

ware. We support this fine-grained emulation in Arbitor with

the help of the XLA compiler-backend in TensorFlow [23].

Modern machine learning compilers like XLA use domain-

specific intermediate representations (IR) for defining the op-

erations in the DNN computation graphs. These IR definitions

of DNN operations are designed to be hardware-independent

and are progressively lowered to GPU executable kernels

by the compiler. We make a key observation that it is possi-

ble to automatically generate GPU kernels that emulate the

user-defined hardware features by modifying the code gen-

eration pipeline of TensorFlow XLA. We empirically show

that, compared to the state-of-the-art layer-level emulation

approach, the operator-level emulation strategy of Arbitor

can perform arithmetic operations and generate results that

accurately match the results from real hardware.

We subsequently use Arbitor to conduct a series of sen-

sitivity studies on the effects of low-precision training, ap-

proximate, and sparse computing on popular DNN architec-

tures like Transformer [65], ResNet-18 [26], Convolutional

Recurrent Neural Network (CRNN) [66], and Graph Neural

Network (GNN) [73]. First, we conduct an extensive analy-

sis of various non-standard floating point specifications and

find that DNN models can maintain their accuracy with much

lower precision than many standard floating point formats

supported in current DNN accelerators. We also observe that

the numerical precision can be reduced even further by comb-

ing low-precision formats with the standard single-precision

floating point. Second, we also analyze the effectiveness of

newly proposed non-floating point numerical formats like

Posit [25] on DNN training. We find that, contrary to the

prior observations [59], Posit does not yield better model ac-

curacy compared to floating point. Third, we evaluate a pop-

ular approximate computing optimization technique called

piece-wise linear approximation [35] and find that natural

language processing (NLP) models like CRNN can maintain

their baseline accuracy even with aggressive approximations.

Finally, we analyze the effect of sparse computing and ob-

serve that enforcing more than 50% sparsity on DNN training

can significantly affect the model accuracy. To the best of our

knowledge, we are the first open study to conduct such an

extensive analysis of common DNN accelerator designs using

numerically accurate methods and tools.

In summary, we make the following contributions:

• We highlight that the hardware research community is

currently lacking a fast and accurate hardware analysis

tool for DNN training accelerators as state-of-the-art

tools are either prohibitively slow or are susceptible to

numerical inaccuracy.

• We build a hardware emulation tool Arbitor using a

compiler-assisted fine-grained emulation strategy for

numerically accurate emulation of optimizations like

low-precision, approximate, and sparse computation.

• Using Arbitor, we conduct the first in-depth empirical

analysis on the effects of low-precision arithmetic, ap-

proximate computing, and sparsity-aware processing on

the accuracy of popular DNN models like Transformer,

ResNet-18, CRNN, and GNN. We will be open-sourcing

Arbitor soon for supporting empirical research in DNN

accelerators.
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2 Hardware Accelerators for DNN Training

Modern DNN models [15,17,26,44] contain millions to even

trillions of parameters and are trained for hours to months

by iteratively processing large batches of data from humon-

gous datasets and updating the model parameters to minimize

the prediction error until the model converges to the desired

accuracy. The DNN training process primarily consists of

the repeated execution of computationally expensive alge-

braic functions such as matrix multiplication, convolution,

and element-wise operations. Fortunately, these functions ex-

hibit abundant computational parallelism which can be lever-

aged to speed up the training process using parallel processing

hardware accelerators like graphics processing units (GPUs).

While GPUs have been the mainstay for DNN training, in

recent years, there has been an increasing interest in devel-

oping more specialized accelerators. For example, Google

TPU [31], Habana Gaudi [30], Graphcore IPU [24], Cerebras

Wafer-Scale engine [14], and Amazon Trainium [5] are a

few notable examples of commercial DNN accelerators. In

addition to massively parallel processing capabilities, these

accelerators also employ several hardware-level optimizations

that exploit the inherent error-resilient nature of DNNs to im-

prove training performance and hardware utilization. Below,

we describe the three most common categories of hardware-

level optimizations supported in DNN accelerators.

1. Low-precision arithmetic. Unlike regular parallel pro-

cessing applications that require high-precision floating point

computation, DNN models are highly tolerant towards us-

ing reduced-precision arithmetic due to the error-correcting

nature of the training algorithm. Therefore, many DNN ac-

celerators support low-precision numerical formats that use

fewer bits than the standard 32-bit single-precision floating

point (FP32). This enables accelerators to provide higher pro-

cessing power from the same hardware budget. For example,

Nvidia GPUs can perform 2× higher floating point opera-

tions (FLOPS) with half-precision (FP16) than using single-

precision format [52]. Additionally, low-precision data for-

mats can also help reduce the memory footprint of DNNs and

in turn, improve the cache utilization and lower the memory

bandwidth pressure during training. As a result, many mod-

ern DNN accelerators support a wide range of low-precision

floating point formats outside the traditional IEEE-754 stan-

dard [2] as shown in Figure 1.

In general, floating points are represented using a sign bit,

exponent bits, and mantissa bits. The range and the preci-

sion of a particular format are determined by the number of

exponent and mantissa bits respectively. Therefore, differ-

ent low-precision formats make the fundamental trade-off

between the range and the precision of values the type can

represent. For example, FP16 uses 5 exponent and 10 man-

tissa bits and has a limited range (i.e., ±65,504) compared to

FP32 (i.e., ±3.40×1038). An alternative 16-bit format called

brain float 16 (BF16) [32], on the other hand, uses 8 exponent

sign

FP32

FP16

BF16

TF32

FP24

cFP8

1bit 8 bits 23 bits

1bit 5 bits 10 bits

1bit 8 bits 7 bits

1bit 8 bits 10 bits

1bit 7 bits 16 bits

1bit 5 bits 2 bits

1bit 4 bits 3 bits

1bit 3 bits 4 bits

exponent mantissa

Figure 1: Common floating point formats in DNN accelerators

bits and 7 mantissa bits and can support a similar range of

values as that of FP32. Since BF16 format trades precision

in favor of a wider range, it has shown to be better suited for

DNN training than the standard FP16 and is widely supported

in many DNN accelerators [32].

In addition to floating point formats, hardware researchers

have also been exploring other data formats e.g., fixed-point

arithmetic [41, 71, 74]. In contrast to floating points, fixed-

point arithmetic lends itself to a simpler hardware design

with a smaller chip area and lower power consumption [27]

but lacks the dynamic range and precision that floating point

formats have. In recent years, there has also been propos-

als [13, 46] in using the novel Posit formats [25] for DNN

training as it takes less circuitry than floating point processing

units while providing a wider dynamic range. Despite this

significant research attention, finding numerical formats that

make the right trade-offs in DNN training workloads is still

an open research problem.

2. Approximate computation. The training computation of

DNN models is mostly dominated by linear algebraic func-

tions like matrix multiplication and convolution. These func-

tions are composed of numerous primitive mathematical op-

erations like addition and multiplication that maps very well

with the thousands of parallel arithmetic units provided by

the DNN accelerators. In addition to these, many DNN mod-

els also contain operations that use non-linear functions. For

example, modern NLP and image classification models use

complex activation functions like tanh, sigmoid, GeLU [28],

and Swish [58] which are shown to play an important role in

achieving high accuracy for the models. However, the exact

computation of these functions is often very expensive to

perform in the hardware because of the exponentiation and

division terms present in the functions. Instead, DNN accelera-

tors employ approximations of such functions that are cheaper

to implement in hardware. Examples of such approaches in-

clude piece-wise linear/non-linear approximations [35, 61],

lookup table [37], bit-level mapping [69], or a hybrid of these

methods. Such approximations in DNN accelerators enable

them to achieve improved hardware performance and lower

chip area at the expense of imprecise computation of the non-

linear functions. Therefore, more aggressive approximations

can potentially affect the convergence of DNN training.
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3. Sparsity-aware computation. Large DNN models are

known to exhibit a significant amount of redundancy due

to the over-parameterization of the model architecture [22].

There have been several efforts in exploiting this redundancy

to improve performance and reduce the memory footprint of

DNN workloads. For example, software-level optimizations

such as DNN pruning [10] has found effective in significantly

reducing the model size by removing the redundant parame-

ters from the model. However, naiv̈ely applying DNN pruning

often ends up with models having randomly distributed spar-

sity patterns. Since DNN accelerators are primarily designed

to process dense data structures, extracting performance ben-

efits from DNNs with unstructured sparsity is often chal-

lenging. To address this issue, modern DNN accelerators are

equipped with specialized processing cores that can improve

the performance of DNN applications in the presence of semi-

structured sparsity patterns. For example, the latest Nvidia

A100 GPUs support Sparse Tensor Cores that can accelerate

matrix multiplication operations by 2× for operands having

2:4 structured sparsity.1 Recent works [56, 72] have proposed

hardware-software co-optimizations that follow structured

DNN pruning strategies during the training process to take ad-

vantage of such sparsity-aware processing units. Despite the

potential performance improvements, enforcing structured

sparsity during training is shown to have a significant im-

pact on the convergence of the DNNs [68]. Finding the right

balance between structural sparsity and model accuracy is

currently an active area of research.

3 Need for an Accurate Hardware Analysis

Tool for DNN Accelerator Design

Many of the aforementioned optimization strategies have the

potential to significantly improve the performance of DNN

training. However, at the same time, depending on the de-

gree and aggressiveness of the optimizations, they can also

negatively affect the model accuracy. Therefore, designing

accelerators for DNN training requires taking both hardware

performance and accuracy effects of the optimizations into

consideration. Even though there are standard methods and

tools available to prototype different chip designs and esti-

mate their performance, they fail to be a good fit for analyzing

their effects on model accuracy as we explain below.

Limitations of Traditional Verification Tools. One of the

most common and cost-effective approaches for prototyp-

ing and verifying hardware designs is to use architectural

simulators [4, 29]. Hardware researchers use simulators like

GPGPU-sim [8], gem5 [9], and Multi2Sim [64] to evaluate

architectural design choices by running software-based sim-

ulations of the proposed features and collecting hardware

performance counters like instructions per cycle (IPC), cache

1Here, an N:M sparsity indicates that out of every block of M contiguous

values in the input operands, only N values are non-zero.

utilization, and energy consumption. These tools are designed

to run simulations with circuit-level precision, but they come

at the cost of high execution time. Our empirical evaluation

shows that running a single 1024×1024 FP32 matrix multi-

plication using GPGPU-sim is more than 5 orders of magni-

tude slower than running on bare-metal GPUs. Since train-

ing involves iteratively executing many such operations and

can take anywhere from hours to months to finish even on

powerful hardware [49, 75], it becomes prohibitively time-

consuming to use these simulators to analyze the convergence

effects of hardware optimizations on modern DNN models.

FPGA-based prototyping is another approach followed in

the industry for hardware design verification. Programmable

chips like FPGAs allow accurate verification of the functional

logic of a design and the ability to run benchmark applica-

tions on custom-designed chips at a speed closer to the perfor-

mance of the physical hardware. But programming FPGAs to

reliably implement the desired hardware features is a labor-

intensive task and requires special expertise and infrastructure

support that is often beyond the reach of many independent

researchers [60]. On top of this, building a full-fledged soft-

ware stack that can provide the requisite runtime support for

training DNN models is a major engineering undertaking that

requires significant time and financial investment.

Since analyzing the statistical effects of DNN accelerator

optimizations using traditional hardware verification tools

is difficult and time-consuming in practice, hardware re-

searchers often end up making design decisions using limited

empirical analysis of the design or based on speculations. As

hardware manufacturing is an extremely lengthy and expen-

sive process, this could potentially cost a substantial amount

of time, money, and resources. To take a real-world example,

Nvidia first introduced half-precision floating point (FP16)

support in Tesla P100 GPUs [52] in 2016 to deliver higher

performance for deep learning workloads. However, it was

soon observed that using half-precision in training can cause

serious convergence issues on many models as algebraic func-

tions like matrix multiplication, convolution, and batch nor-

malization perform reduction over large dimensions of matri-

ces and can suffer from higher accumulation error compared

to single-precision (FP32) training. To correct this issue, it

took researchers another two years to find a software-level fix

called mixed-precision training [48] that uses a combination

of FP16 and FP32 precision (for computation and reduction

respectively) to curtail the numerical errors. More recently,

Nvidia introduced a 19-bit floating point format called Tensor

Float (TF32) in their Ampere architecture-based GPUs [51] as

a drop-in replacement for FP32 data type. This again caused

major pushback from the machine learning community for

the numerical instability it caused on certain non-standard

deep learning workloads [57]. These anecdotes suggest the

importance of having rigorous methods and tools for analyz-

ing the accuracy effects of DNN accelerator designs as early

in the hardware manufacturing process as possible.
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Inadequacy of Current Emulation Tools. To meet this

unique requirement of DNN accelerator research and devel-

opment, recent works have proposed hardware emulation

tools such as TensorQuant [45], QPyTorch [70], and Gold-

enEye [47]. Unlike architectural simulators that perform ex-

pensive cycle-accurate simulations of the entire hardware,

these tools are specifically designed for analyzing DNN opti-

mizations like low-precision training by emulating arbitrary

numerical formats on general-purpose accelerators like GPUs.

State-of-the-art DNN emulators are built on top of popular

machine learning (ML) frameworks like TensorFlow [3] and

PyTorch [54], and provide extensions to their front-end APIs

to configure and train DNN models using user-defined numeri-

cal formats. These tools take advantage of the fact that the ML

frameworks represent DNN models as layers of well-defined

algebraic functions, and therefore, the numerical errors in-

troduced by low-precision arithmetic in DNN training can

be emulated by replacing the individual layers with corre-

sponding software-emulated functions. Since these tools are

well-integrated with ML frameworks and allow fast exper-

imentation through GPU-accelerated emulation, they make

a convenient tool for quick exploration of the low-precision

data formats on a wide range of DNN models.

Despite being a promising approach, current DNN emula-

tion tools suffer from two major limitations. First, they are

primarily designed to target only a narrow scope of DNN op-

timizations, namely, low-precision training. Supporting other

optimizations like approximate or sparsity-aware computation

require intrusive changes in these tools due to their tightly

coupled design and implementation with the underlying ML

frameworks and the targeting GPU backend. Second and more

importantly, we observe that the current DNN emulators are

susceptible to numerical inaccuracies due to a coarse-grained

emulation strategy that they follow. Under this strategy, the

low-precision arithmetic emulation is achieved by performing

individual algebraic functions in the DNN model using the

standard FP32 format supported in GPUs and then rounding

the output down to the user-defined low-precision format.

Even though this layer-level rounding approach lends itself

to a simpler DNN emulator design, we observe that this strat-

egy fails to accurately reproduce numerical errors that can

occur with low-precision arithmetic. For instance, many DNN

layers like matrix multiplication and convolution internally

perform several primitive mathematical operations like multi-

plication and addition. Under the coarse-grained layer-level

emulation approach, these primitive operations are performed

using higher-precision FP32 arithmetic. As a result, they fail

to account for the low-precision multiplication and accumula-

tion error occurring within the algebraic functions.

rnd((a1 ∗b1)+(a2 ∗b2)+(a3 ∗b3)) (1)

To illustrate this limitation, we use a simple matrix multi-

plication between a 1×3 matrix ([a1 a2 a3]) and a 3×1

matrix ([b1 b2 b3]
T ) as an example. Equation 1 shows the
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definition of this matrix multiplication performed using FP16

arithmetic following the layer-level emulation strategy. In this

case, all the primitive multiplication and addition operations

are performed using FP32 arithmetic, and only the final result

is rounded to FP16 using rnd(). In contrast, an accurate em-

ulation of FP16 matrix multiplication requires rounding on

every primitive operation as shown in Equation 2.

rnd(rnd(rnd(a1 ∗b1)+ rnd(a2 ∗b2))+ rnd(a3 ∗b3)) (2)

To empirically estimate the extent of the inaccuracy, we em-

ulate FP16 arithmetic using the layer-level strategy on matrix

multiplication and 3×3 convolution operation over 128×128

matrices. Then we compare the output matrix generated with

that obtained using the native FP16 supported in real hard-

ware such as Nvidia 2080 Ti GPU [53]. Figure 2 shows the

relative error between the emulated and the hardware native

outputs on different input matrices with floating point val-

ues randomly generated from the range [10−6
,10−2]. As we

show, in comparison to the GPU native FP16 results, the re-
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sult generated by the emulated version can differ by as much

as 15.74%. Since DNN training is an iterative process, such

numerical inaccuracies in emulation can accumulate over the

course of training, leading to making incorrect assessments

about the effects of low-precision data formats on the DNN

accuracy. To demonstrate this, we first train ResNet-50 using

both FP32 and FP16 on Nvidia 2080 Ti and get validation

accuracy curves as shown in Figure 3. The highest accuracy

with FP16 is 70.36%, which is 3.7% lower than FP32 due to

the numerical error with low-precision arithmetic. We sub-

sequently use the state-of-the-art QPyTorch which applies

layer-level emulation to run the training with emulated FP16.

However, the validation accuracy using emulated FP16 in

QPyTorch is observed to be close to the native FP32 accu-

racy. This shows that the layer-level emulation strategy fails

accurately reproduce the numerical error of FP16 arithmetic.

Based on the above observations, we argue that current

DNN emulators are ill-suited for accurately estimating the

accuracy effects of low-precision arithmetic on DNN training

due to their inherent design limitations.

4 Arbitor: Overview

To address the aforementioned limitations, we propose Ar-

bitor. Arbitor strives to achieve three main goals. First, to pro-

pose a DNN emulator with an extensible design that can emu-

late common hardware-level optimizations like low-precision

training, approximate computation, and sparsity-aware pro-

cessing. Second, to enable easy prototyping of these opti-

mizations and facilitate empirical analysis on their statistical

effects on popular DNN models. Finally, we strive to provide

numerically accurate emulation support that precisely mimics

the functional logic of the hardware optimizations on general-

purpose accelerators like GPUs. To achieve these goals, we

make the following implementation choices.

First, we build Arbitor on top of the popular machine learn-

ing framework TensorFlow [3]. TensorFlow supports the con-

venient and user-friendly Keras front-end APIs for writing

DNN training applications and offers implementations of a

wide range of state-of-the-art DNN models [33]. To allow fast

prototyping of low-precision arithmetic, approximate compu-

tation, and sparsity-aware processing on DNN models, Arbitor

provides extensions in the Keras APIs for the users to define

two emulation policies: (i) Data type policy for defining ar-

bitrary precision numerical formats and the implementations

of basic primitive mathematical operations on top of the user-

defined data types. (ii) Masking policy for enforcing N : M

sparsity patterns on the parameter updates during training.

Providing numerically accurate emulation support for these

hardware features requires fine-grained manipulations of the

computations involved in DNN training workloads. However,

manual modifications to the implementation of algebraic func-

tions in the ML framework are intrusive and require signifi-

cant engineering effort. Such modifications can also hamper

the extensibility of the emulation tool, as supporting new

DNN models or hardware features would require potential

code changes. To address these challenges, we make a key

observation: despite the apparent differences among hardware

features like low-precision arithmetic, approximate comput-

ing, and sparsity-aware processing, all of them can be emu-

lated by manipulating a small set of primitive operations, such

as addition, multiplication, memory read and write, which

constitute the DNN algebraic function implementations.

Based on this observation, we design Arbitor with the help

of the XLA compiler in TensorFlow [23] to provide fine-

grained emulation support. The XLA compiler operates on

an intermediate representation (IR) named HLO IR, which

precisely represents the computation through a concise set

of fundamental primitive operations. This representation for-

mat of DNN computation is particularly well-suited for fine-

grained manipulations to support numerically accurate emula-

tion. Moreover, due to the model and hardware-independent

nature of HLO IR, this compiler-based design of Arbitor pro-

vides seamless support for a wide range of DNN models and

easy extensions for the emulation of more DNN accelerator

optimizations. The XLA compiler compiles the high-level

computation graph of DNN progressively down to hardware-

specific kernels using standard code generation techniques,

as illustrated in Figure 5. Initially, the computation graph de-

scribed in the Keras front-end is transformed to HLO IR. The

XLA compiler takes the HLO IR as the input and proceeds

to perform a series of optimizations and analyses, ultimately

lowering the HLO IR to hardware-specific kernel implemen-

tations. Notably, XLA leverages LLVM infrastructure for

generating kernels on GPU, which is the target environment

of Arbitor. During this process, Arbitor incorporates user-

defined emulation policies into the computation by modifying

the compilation pipeline.

Below, we provide details about the emulation policies and

the fine-grained emulation strategy supported in Arbitor.

4.1 Emulation Policies

Figure 5 shows an example of Keras computation using the

two emulation policies supported in Arbitor. Users can define

and configure the dtype and mask policies using the Keras

APIs. The policies can be assigned either to specific layers (in

the Figure 5), or as a global policy for the entire DNN model.

The data type policy allows users to configure low-

precision arithmetic and approximate computing emulation.

Under this policy, the user can define a custom data type spec-

ification as an implementation of an abstract C++ class called

Cus. The specification should include two components. First,

two casting functions to convert the custom data type to and

from the standard FP32 data type. Second, implementations

of primitive mathematical operations over the custom data

type such as addition and multiplication, and mathematical

functions such as exponent and logarithm.
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class EmuBF16: public Cus {
public:
    unsigned int v;
    EmuBF16(unsigned int v) : v(v) {}
};
EmuBF16 from_float(float f) {
    unsigned int bits = *(unsigned int*)&f;
    unsigned int rounding_bias = 0x7fff + ((bits >> 16) & 1)
    return EmuBF16((bits + roounding_bias) >> 16);
}
float to_float(EmuBF16 b) {
    unsigned int bits = b.v << 16;
    return *(float*)&tmp;
}
EmuBF16 operator+(const EmuBF16& a, const EmuBF16& b) {
    return from_float(to_float(a) + to_float(b));
}
EmuBF16 operator*(const EmuBF16& a, const EmuBF16& b) {
    return from_float(to_float(a) * to_float(b));
}
....

Figure 4: Custom data type specification of BF16

Figure 4 shows a specification of BF16 [32] data type in

Arbitor named EmuBF16. In this example, from_float and

to_float are the two casting functions. In addition, the Fig-

ure also shows example implementations of addition and

multiplication operations defined over EmuBF16. It should be

noted that the abstract class Cus makes very few assumptions

about the specification of the data type and the implementa-

tions of the primitive operators. This allows Arbitor to support

a wide range of arbitrary numerical formats and customized

operator implementations on top of them to emulate low-

precision arithmetic and approximate computing.

Next, the masking policy allows the users to configure

an arbitrary N : M sparsity pattern on the layers during the

training process. In addition to N and M, the masking policy

also takes a scoring function as a configuration parameter. The

scoring function is a user-defined function that takes an array

of M values as input and assigns an importance score for each

value in the array. The masking policy defined in Figure 5

uses the absolute value as the scoring function. Based on these

configurations, Arbitor dynamically generates masks for each

parameter and gradient matrices accessed during the training

and selects the top N values with the highest importance score

on every block of M contiguous values in the matrix.

Once the policies are defined and assigned, Arbitor auto-

matically takes care of emulating the corresponding hardware

feature in the DNN training computation as we explain below.

4.2 Compiler-Aided Fine-Grained Emulation

Arbitor generates customized GPU kernel implementations to

achieve numerically accurate emulation of user-defined data

types and masking policies by leveraging the XLA compiler.

For the emulation of low-precision arithmetic and approxi-

mate computing, Arbitor injects user-defined data types and

operator specifications into the generated kernels. This is ac-

complished by compiler passes that replace the primitive oper-

ations in the HLO IR with the corresponding user-defined op-

erations and automatically insert casting operations for FP32

inputs, as shown in Figure 5. For example, when emulating

the user-defined EmuBF16 arithmetic in matrix multiplication,

the default FP32 addition and multiplication operations within

the kernel are replaced with the corresponding functions de-

fined in the data type specification. This approach could also

support emulating approximation of intricate mathematical

operations, such as exponential function and hyperbolic tan-

gent (tanh) function, where users are granted the capability to

define customized implementations of these complex opera-

tions based on approximation techniques like the piecewise-

linear approximation [35]. All of these are made possible

because Arbitor makes few assumptions of specifics of data

type representation and operator behavior that users provide.

Similarly, the masking policy in Arbitor enforces sparsity

patterns on weight and gradient matrices by overriding the

memory access operations to these matrices with masking op-

erations, as shown in Figure 5. Therefore, whenever the values

in the matrices are read during the training process, Arbitor

dynamically generates the corresponding mask according to

users’ specifications and computes the element-wise product

between the user-defined mask and the accessed matrix, re-

turning the resulting masked values. This approach allows

Arbitor to preserve the original matrices to handle dynami-

cally changing sparsity patterns during training.

Emulating at the granularity of these primitive operations

allows Arbitor to accurately mimic the numerical behaviors

of the algebraic functions on real hardware, as shown in Equa-

tion 2. To empirically validate this, we re-run the experiment

in Figure 2 and Figure 3 using Arbitor-emulated FP16 and

compare the results against the hardware native FP16 results.

The results of matrix multiplication and convolution using

Arbitor’s emulated FP16 precisely match with the hardware-

native FP16 results with zero relative error, affirming that

Arbitor is numerically accurate. Furthermore, we also show

in Figure 3 that the validation accuracy curve of ResNet-

50, employing Arbitor’s emulated FP16 arithmetic, closely

matches that obtained with native FP16. The margin of error

in the validation accuracy achieved is only 0.48%. In contrast,

the accuracy obtained by QPyTorch exhibits a discrepancy of

4.32% from native FP16 accuracy. These findings underscore

Arbitor’s capability to accurately estimate the effects of low-

precision arithmetic on DNN training. In addition, we also

analyse the emulation overhead of Arbitor compared to hard-

ware native performance that can be found in Appendix B.

5 Arbitor: Case Studies

We build Arbitor to provide a reliable analysis tool for hard-

ware research to explore DNN accelerator design space. We
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Figure 5: Arbitor workflow and multiple layers of IR

illustrate the benefits of Arbitor through a series of case stud-

ies on common hardware-level optimizations proposed for

DNN accelerators. Specifically, we conduct an in-depth em-

pirical analysis on the sensitivity of low-precision training,

approximate computing, and sparsity-aware processing on

DNN training. To the best of our knowledge, we are the first

open study to conduct a numerically accurate and extensive

study on these optimizations. We would also like to highlight

that the case studies presented in this section are just a few

examples of the many potential applications of Arbitor. We

believe Arbitor is flexible and extensible to provide emulation

support for an even wider range of hardware features.

5.1 Experiment Setup

Model Dataset Accuracy

ResNet-18 [26] CIFAR-10 [36] 93.78

GNN [73] Cora [62] 84.06

Transformer [65] FordA [1] 87.24

CRNN [66] eng-fra [12] 87.25

Table 1: Benchmark models, datasets, and baseline accuracy

Workloads: Table 1 shows the DNN models we use in our ex-

perimental study, namely ResNet-18 [26], Transformer [65],

GNN [73], and CRNN [66], selected from the Keras model

hub [33]. These model implementations are based on a di-

verse range of model architectures that are part of the standard

DNN training benchmark suite MLPerf [49]. For instance,

ResNet-18 is a convolutional neural network (CNN) that is

used for image classification applications. Transformer model

is an attention-based DNN used in sequence classification and

translation. GNN is a graph neural network used for node pre-

diction in graph datasets. CRNN is a recurrent neural network

(RNN) based model used for natural language translation.

Hardware and Runtime: We conduct our experiments on

32-core AMD EPYC 7371 machines with four Nvidia 2080Ti

GPUs each with 12 GB memory. The runtime environment

uses Ubuntu 20.04 with CUDA 11.0, cuDNN 8.0, and CUT-

LASS 2.6. Arbitor is built on top of TensorFlow v2.4.0 [3].

Metrics: In our experiments, we use the peak validation ac-

curacy as the main evaluation metric. To measure the accu-

racy, we train ResNet-18 for 100 epochs, Transformer for 120

epochs, GNN for 300 epochs, and CRNN for 100 epochs on

their respective data sets. We train each model three times and

use their averaged accuracy for comparison to minimize the

effects of slight variations in the final accuracy. We use the val-

idation accuracy of each model trained using single-precision

floating point (FP32) as the baseline for all our comparisons.

The baseline accuracy of each model is shown in Table 1.

5.2 Case Study #1: Low-Precision Training

We use Arbitor to investigate the impact of low-precision

arithmetic on the model accuracy by training the DNN models

in Table 1 with different numerical formats. Current DNN

accelerators support a variety of floating point formats with

different numbers of exponent and mantissa bits, as described

in Section 2. Therefore, we conduct a sensitivity study on

different floating point formats and analyze how they affect

the model accuracy. In addition, we also evaluate the effects

of other numerical formats like Posit [25] on DNN training.
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Figure 6: Validation accuracy of models trained using different exponent and mantissa widths of floating point format

5.2.1 Sensitivity Study on Floating Point Numbers

Single-precision floating point (FP32) is one of the most com-

monly used numerical formats for DNN training. According

to IEEE 754 standard [2], FP32 is specified as follows.

value =











(−1)s
×2−126

×0.m if e = 0x00 (subnormal)

NaN or in f if e = 0xFF

(−1)s
×2(e−127)

×1.m otherwise (normal)

(3)

Here, s, e, and m correspond to the sign, exponent, and man-

tissa of the FP32 value. As shown in Equation 3, the speci-

fication primarily follows two different modes, normal and

subnormal, depending on the value of the exponent. Other

floating point formats supported in DNN accelerators also

follow a similar specification but with different numbers of

exponent and mantissa bits, each making different trade-offs

in the range and precision of values it can represent.

To analyze the sensitivity of model accuracy towards differ-

ent floating point specifications, we define a data type policy

in Arbitor of a generic floating point specification with con-

figurable exponent and mantissa bits based on the IEEE 754

standard. We use eXmY to represent a floating point specifi-

cation with 1 sign bit, X exponent bits, and Y mantissa bits.

Using the custom floating point format, we train the DNN

models in two ways. First, we train and measure the accuracy

of the models while only using the custom floating point for-

mat for the whole model. Second, we use a combination of

the custom floating point and FP32 arithmetic following the

mixed-precision training strategy described in Section 3. Un-

der this strategy, all arithmetic operations are performed using

the custom floating point except the reduction operations in

algebraic functions like matrix multiplication, convolution,

and batch normalization which are performed using FP32

arithmetic. Figures 6a to 6d shows the validation accuracy

measured on models trained using custom floating point for-

mat by varying the number of exponent and mantissa bits.

Observation 1: DNN models can maintain their accu-

racy with much lower precision than many standard

low-precision floating point formats supported in cur-

rent DNN accelerators (e.g., BF16 and TF32). Addition-

ally, the precision can be reduced even further by using

single-precision arithmetic for reduction operations.

From our results, CRNN, GNN, Transformer, and ResNet-

18 can train to the FP32 accuracy with e6m6, e6m3, e6m4,

and e6m6 respectively. That means, reserving 6 bits for the ex-

ponent is sufficient to represent the floating point values gen-

erated during the training of these models which is lower than

the standard floating point formats like FP32 (e8m23), BF16

(e8m7), and TF32 (e8m10), but higher than FP16 (e5m10).

Reducing the exponent and mantissa bits beyond these config-

urations either causes a drop in accuracy or makes the models

fail to converge altogether. We also observe that the accuracy

of the models is less sensitive towards mantissa bits than ex-

ponent bits. This reasserts the fact that an optimal numerical

format for DNN training workloads should allocate more bits

for exponent and less for mantissa to be able to represent

a wide range of values. Moreover, the mantissa bits can be

further reduced for CRNN, GNN, and ResNet-18 to e6m1,

e6m2, and e6m2 respectively using FP32 arithmetic for re-

duction operations. This suggests that the numerical errors in

low-precision training are primarily contributed by reduction

operations. Therefore, using a combination of low and high-

precision floating point formats in training can provide higher

training performance with little to no loss in accuracy.
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Next, we evaluate the importance of handling subnormal

numbers in floating point formats. The subnormal mode in

the floating point specification is introduced to gracefully han-

dle underflow for the values that fall between zero and the

smallest floating point number normal mode can represent.

However, handling the subnormal mode in floating point im-

plementation adds extra complexity to the hardware design.

Therefore, certain implementations like BF16 in TPUs [31]

do not support subnormal mode. In Figures 6a to 6d, we show

the model accuracy measured using the custom floating point

specification but with the subnormal numbers set to zero.

Observation 2: Subnormal mode has negligible impact

on the model accuracy.

Comparing the accuracy measurements with and without

subnormal mode, we observe that the subnormal numbers

can often be safely ignored on configurations with sufficient

exponent bits without affecting the model accuracy in almost

all cases. This is due to the fact that floating point specifi-

cations with larger exponent bits have a smaller subnormal

range and therefore approximating a small range of subnormal

numbers to zero only introduces minimal numerical error in

low-precision training. However, in certain cases like ResNet-

18, low-precision training without subnormal mode can cause

a slight drop in the accuracy of about 1.46%. We also observe

that this accuracy loss can be compensated by adding more

mantissa bits. For instance, ResNet-18 can achieve the base-

line accuracy using e6m8 without subnormal compared to

e6m6 with subnormal mode.

5.2.2 Posit as an Alternative for Floating Point

Even though floating point formats are the industry standard,

there have been proposals for alternative numerical formats

in the literature. Posit [25] is one such example and is a

novel data type designed as a direct drop-in replacement for

IEEE standard 754 floating point formats. Posit format is

purportedly more hardware-friendly with lower power use

and a smaller silicon footprint and can perform more oper-

ations per watt and per dollar than floating points under the

same hardware budget. Moreover, the original paper [25] and

subsequent studies [42] have shown that Posit can represent

decimal numbers more precisely than floating point format on

common arithmetic and linear algebra operations. Therefore,

Posit is considered to be a viable alternative for floating point

in deep learning applications. In this section, we evaluate the

effectiveness of Posit in DNN training with Arbitor.

An n-bit Posit format with es exponent bits, abbreviated as

P(n,es), is represented using a sign (s), regime (k), exponent

(e), and fraction ( f ) bits as follows:

value = (−1)s
×22es

×k
×2e

× (1. f ) (4)

Similar to the floating point sensitivity study, we specify

a data type emulation policy in Arbitor using the software-

based Posit implementation available in the BFP library [40].

Then we train CRNN, GNN, and Transformer models using

Posit configurations with different n and es values. Figure 7

shows the validation accuracy measured on these models.

Observation 3: Contrary to the observations made in

prior works [59], low-precision training with Posit does

not yield better accuracy compared to floating point.

CRNN, GNN, and Transformer achieves the FP32 accuracy

with P(13,3), P(11,3), and P(9,2) respectively. However, com-

paring a Posit and floating point configuration that uses the

same number of bits in total, we observe they both converge

to similar accuracy. This suggests that the higher precision of

the Posit representation has limited benefits for DNN training

workloads which are known to be tolerant of low-precision

arithmetic. Despite this, we believe that Posit can still be a

viable replacement for floating point in DNN accelerators due

to its comparatively simpler and hardware-friendly design.

It is important to note that, the observation we make above

goes against some of the prior works that claim that Posit

can achieve better accuracy compared to floating point with a

smaller hardware budget. For instance, Raposo et. al [59] have

shown that 8-bit Posit can substitute 32-bit floating point for

DNN training with no impact on accuracy. This underscores

the importance of using a numerically accurate hardware

emulation tool like Arbitor for such analysis. Moreover, the

experimental evaluation conducted in this work was based on

smaller models and datasets than what we use in our study.

We believe our emulation tool can help hardware researchers

to conduct accurate experimental analysis in the future and

avoid making suboptimal design decisions.

5.3 Case Study #2: Approximate Computing

In this section, we use Arbitor to conduct a sensitivity study

on a common approximate computing technique called piece-

wise linear approximation. As described in Section 2, piece-

wise linear approximation has been proposed as a cost-

effective way to support non-linear algebraic functions like

exponents and tanh that are common in natural language pro-

cessing (NLP) models [35, 61, 69]. The key idea of this op-

timization is to break down curves of a non-linear function

into pieces of line segments each approximating a part of the

curve. Therefore, the fewer the pieces of line segments, the

higher the numerical error in the approximation.

We analyze piece-wise linear approximation of the non-

linear functions tanh and sigmoid in the CRNN model and

their effect on the model accuracy by varying the number of

pieces in the approximation. For this, we use the data type

emulation policy in Arbitor to override the tanh and sigmoid

function implementations of FP32 arithmetic with the piece-

wise approximated version. Table 2a shows the validation

accuracy curve of CRNN measured during the training.
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Figure 7: Validation accuracy of models trained using Posit format with different total bit widths and exponent bits

Observation 4: CRNN model can tolerate aggressive ap-

proximation on non-linear functions without affecting

the accuracy.

We observe that even with an aggressive 3-piece approxi-

mation on both tanh and sigmoid functions, CRNN can main-

tain the baseline FP32 accuracy. This shows that piece-wise

linear approximation is an effective optimization for DNN

training. We also observe that a more aggressive 2-piece ap-

proximation on either function can significantly reduce the

accuracy by up to 5%, and the accuracy drops further by 12%

if both use 2-piece approximation. Since piece-wise linear ap-

proximation is often used in FPGAs and ASICs designed for

NLP models, we believe our tool can be helpful in estimating

the trade-offs of the approximation for specific models.

5.4 Case Study #3: Sparsity-Aware Processing

Finally, we use Arbitor to analyze how structured sparsity can

affect the model accuracy. Sparsity-aware processing units

are one of the recent innovations in DNN accelerators, e.g.,

Sparse Tensor Cores in Nvidia A100 [51]. Sparse tensor pro-

cessing cores are designed to accelerate matrix multiplication

over matrices with N : M sparsity patterns, i.e., at most N

values in every contiguous M block of values are non-zero.

However, prior works [72] have pointed out that sparsity in

DNN training is inherently unstructured, and enforcing any

kind of structure to it in order to leverage Sparse Tensor Cores

can affect the accuracy of the model.

We analyze the extent of these effects on ResNet-18 and

Transformer with different sparsity patterns enforced on the

weight parameter update operations during training. For this

experiment, we define a masking policy in Arbitor with differ-

ent N and M values. We use the absolute value of the weight

parameter as the scoring function as it is one of the common

heuristics for estimating the importance score in DNN prun-

ing techniques [22]. Tables 2b and 2c shows the validation

accuracy measured on ResNet-18 and Transformer.

Observation 5: The accuracy effects of sparse weight

updates is highly model dependent. Moreover, enforc-

ing more than 50% sparsity can have a significant im-

pact on the model accuracy.

We observe that ResNet-18 can achieve close to the base-

line FP32 accuracy with sparse weight updates. We also ob-

serve that ResNet-18 accuracy has slightly improved from

the baseline accuracy with 50% sparsity patterns 1 : 2, 2 : 4,

and 4 : 8. We believe this improvement is due to the regular-

ization effects of the sparse computation. On the other hand,

Transformer shows a significant 4.3% drop in accuracy with

50% sparsity. This suggests that different models affect dif-

ferently with sparsity-aware processing and require rigorous

experimental analysis to accurately estimate the trade-offs.

Applying patterns with more than 50% sparsity shows a sig-

nificant drop in accuracy on both models by up to 7.5%.

6 Related Work

TensorQuant [45] is one of the first DNN emulation tools

proposed and is specially designed for analyzing fixed point

arithmetic primarily using layer-level quantization strategy. In

addition, TensorQuant offers provision for fine-grained emu-

lation strategy but requires users to write custom implementa-

tions for the operators in the DNN model. In contrast, Arbitor

can support fine-grained emulation automatically with mini-

mal effort from the user because of the compiler-based design

that we follow. Moreover, due to the narrow focus on fixed

point arithmetic emulation, the applicability of TensorQuant

is limited to the analysis of DNN quantization methods. Ar-

bitor, on the other hand, is capable of emulating arbitrary

numerical formats using the data type emulation support and

has a wider application. PositNN [59] is another DNN em-

ulator built specifically for analyzing the efficacy of Posit

numerical formats in DNN workloads. Therefore, like Ten-

sorQuant, PositNN also only has limited applicability. More-

over, PositNN uses a considerable amount of hand-written

code for emulating Posit and only support a narrow range of

DNN models. As we explain in Section 5.2.2, our analysis

on a wider range of standard DNN models has refuted some
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CRNN

sigmoid tanh Accuracy (%)

3-piece 3-piece 88.12

2-piece None 82.26

None 2-piece 84.92

2-piece 2-piece 70.95

(a) CRNN with piece-wise linear approximation

ResNet-18

N

M
2 4 8

1 94.07 93.64 92.99

2 - 94.09 93.59

4 - - 94.19

(b) ResNet-18 with sparse weight updates

Transformer

N

M
2 4 8

1 82.11 78.78 75.45

2 - 82.94 80.72

4 - - 82.94

(c) Transformer with sparse weight updates

Table 2: Validation accuracy of CRNN, ResNet-18, and Transformer with approximate and sparse computing

of the observations made using PositNN. Specifically, the

authors of PositNN claim that 8-bit Posit format can substi-

tute 32−bit floating point, which we find to be untrue on the

models that we analyzed.

More recent emulators, QPyTorch [70] and GoldenEye [47]

are both implemented on top of PyTorch. These tools are pri-

marily designed for exploring low-precision formats on DNN

training and provide emulation support for a wide range of

numerical formats like floating point, fixed point, and block

floating point [21] and follow layer-level emulation strategy

with the help of the hook functionality in the framework.

GoldenEye also provides hardware error injection support

to evaluate the reliability of DNN accelerators. However, as

described in Section 3, these tools are susceptible to numer-

ical inaccuracies in emulation which can lead to incorrect

assessment of the hardware design. We argue that numerically

accurate emulation should be a necessary quality of hardware

emulators. Moreover, unlike QPyTorch and GoldenEye, Ar-

bitor is capable of supporting other common optimizations

like approximate and sparse computing.

7 Discussion

We have presented a numerically accurate approach for em-

ulating hardware optimizations and estimating their effects

on DNN accuracy to guide the hardware design. Below, we

discuss the generalizability and limitations of Arbitor, as well

as our future plans to overcome these limitations.

Supporting a broader set of numerical data formats. Al-

though we focus on case studies of floating point formats and

Posit formats in this work, Arbitor is designed to support any

arbitrary data formats through the generic data type emula-

tion policy. Hence, other floating point formats like FP8 and

fixed point formats like INT8 can also be emulated under

this generic emulation policy. We have also extended Ar-

bitor to support more complex block-based data formats, such

as block floating point format [21] and MSFP [19]. These

formats employ a block-based representation, where values

within each block share the same exponent. Emulating such

data formats is more challenging compared to regular data

formats that only require considering individual data points,

as the operations for each value depend on global informa-

tion like the value of the shared exponent. The extensible

design of Arbitor allows for adding compiler passes to rewrite

operations for different blocks to support such data formats.

Supporting more front-end frameworks. We chose to im-

plement Arbitor on top of XLA because we find it to be

the most mature ML compiler with training support and is

well-integrated with popular front-end frameworks like Ten-

sorFlow [3] and JAX [11]. However, the compiler-based ap-

proach is not tied to any specific compiler backend. We plan

to migrate Arbitor to the latest OpenXLA that is based on the

MLIR [38] infrastructure. Additionally, since the concept of

operation-level emulation is not tied to any specific compiler

backend, it is possible to apply the design of Arbitor to other

ML compilers like TorchDynamo [67].

Supporting other complex hardware features. In this work,

we demonstrate Arbitor’s support for the three most common

categories of hardware-level optimizations supported in DNN

accelerators. However, it is worth noting that there exist intri-

cate hardware features that are out of Arbitor’s current scope.

For instance, complex custom processing units, such as 3D

cube in Huawei NPU [39], are currently not supported by

Arbitor. We consider addressing these advanced hardware

features as future work.

8 Conclusion

In this paper, we showcase that hardware researchers currently

lack an accurate hardware analysis tool for empirically evalu-

ating different design choices for DNN training accelerators.

To fill this gap, we propose Arbitor, a hardware emulation tool

for analysing common hardware optimization strategies like

low-precision training, approximate computing, and sparsity-

aware processing. Unlike prior emulators, Arbitor follows an

extensible design and numerically accurate emulation support

with the assistance of modern machine learning compilers like

TensorFlow XLA. We subsequently demonstrate the utility of

Arbitor by conducting an extensive sensitivity analysis on the

aforementioned optimization strategies and their influence on

the accuracy of popular DNN models.
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A Artifact Appendix

Abstract

We provide the source code and scripts for Arbitor to repro-

duce the results of our experiments (in Section 3 and 4) and

case studies (in Section 5) presented in the paper. While our

paper explores three hardware optimizations: low-precision

arithmetic, approximate computing, and sparsity-aware pro-

cessing, the artifact focuses specifically on low-precision arith-

metic. To this end, it contains the validation of accurate emula-

tion of Arbitor. Additionally, the artifact conducts a sensitivity

study between the validation accuracy and a subset of floating-

point formats we study in the paper, similar to Figure 6. By

following our provided instructions, users can expect to obtain

results that closely align with those presented in the paper.

Scope

The artifact comprises two main components. Firstly, it gen-

erates the validation accuracy of training ResNet-18 using

FP16 format emulated with Arbitor and QPyTorch and com-

pares it to the native FP16 accuracy on GPU. This analy-

sis highlights the negligible difference in accuracy between

Arbitor-emulated FP16 and native FP16 while revealing a sig-

nificant accuracy difference when using QPyTorch. Therefore,

it could validate our claim that prior approaches like QPy-

Torch struggle to accurately replicate the numerical behavior

of training with specific data formats, such as FP16, while

Arbitor is designed to overcome this limitation.

Furthermore, the artifact automates the training process of

GNN using a subset of floating-point formats evaluated in the

paper, employing full low-precision training. This sensitivity

study explores the variations in validation accuracy as the

floating-point data format changes, thus validating the results

presented in the corresponding section (Section 5) and sup-

porting all associated claims. The results of all these training

instances will be aggregated to generate a figure similar to

Figure 6b but with fewer data points.

Contents

The artifact includes the source code of Arbitor, providing

researchers with the ability to reproduce and modify the im-

plementation. In addition to the evaluated ResNet-18 and

GNN model, the artifact also includes the other two models,

CRNN and Transformer, used in the case studies. Their corre-

sponding datasets, including CIFAR-10 for ResNet-18, Cora

for GNN, FordA for Transformer, and eng-fra for CRNN (as

outlined in Table 1), are provided in the artifact. Therefore,

researchers can readily evaluate these models and datasets,

allowing for result replication, fast customization, and further

investigation. Furthermore, the artifact provides a set of prede-

fined data formats tailored to the experiments and case studies

in the paper, including the floating-point and Posit formats,

along with guidelines for incorporating these data formats in

the training.

Hosting

The artifact can be downloaded from the main branch of

GitHub link https://github.com/arbitor-project/artifact.

Requirements

A.0.1 Hardware requirement:

Arbitor requires the use of a multi-core CPU and an NVIDIA

GPU with the Turing architecture or a more advanced counter-

part to run the artifact. In our experiment, we employed four

NVIDIA 2080Ti cards, but augmenting computation power

by utilizing GPUs like NVIDIA A100, could further optimize

the efficiency of artifact execution.

A.0.2 Software requirement:

The experiments provided in this artifact is prepared to run

inside a docker container. We recommend using a machine

with Ubuntu 20.04 with docker installed to reproduce the

results.

Installation and Environment Setup

We provide docker files to set up the runtime environment for

all the experiments.

• Install docker following the instructions in

https://docs.docker.com/engine/install/ubuntu/.

• Make sure the machine has NVIDIA GPU(s) and the

corresponding driver installed. If the NVIDIA driver is

not installed, follow the instructions at NVIDIA tutorial

to install it.

• Clone the git repository using the following command:

git clone --recursive

https://github.com/arbitor-project/artifact

• Build a docker image and enter the docker environment:

cd artifact && bash run.sh
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Experiment Workflow

We provide an end-to-end script to run everything all at once.

When inside the docker environment, execute e2e.sh to run

all the experiments and generate the results. The total execu-

tion may take several days to finish.

We also provide the step-by-step workflow as shown below:

1. Reproduce QPytorch ResNet-18 result with emulated

FP16: bash qpytorch.sh

2. Reproduce Tensorflow ResNet-18 result with native

FP16:

cd native_half && bash ./expr.sh resnet

3. Reproduce Arbitor ResNet-18 result with emulated

FP16:

cd /root/arbitor && bash ./expr.sh resnet

4. Generate a subset of data formats for GNN training sen-

sitivity study:

cd /root/ && bash ./gnn.sh

Evaluation and Expected Results

Once the above execution has finished, two files, namely

results/validation.csv and results/sens.pdf will be

generated. results/validation.csv presents the final val-

idation accuracy for three configurations: QPyTorch, native,

and Arbitor FP16. It is expected that the validation accuracy

of QPyTorch will be closely aligned with the FP32 baseline

accuracy (93.78%), while both results of native and Arbitor

are around 2% less than FP32 accuracy, consistent with the

findings from Figure 3. Since the training process involves

inherent randomness, it may be necessary to run multiple tri-

als and compute an average for more accurate results. The

file results/sens.pdf encompasses a figure depicting the

relationship between accuracy, exponent bits, and mantissa

bits. This is anticipated to bear resemblance to the first figure

of Figure 6b, with fewer data points presented.

Experiment Customization

The emulated data format can be modified by modifying the

arbitor/data_format.sh script to specify properties of

data formats. Specifically, F_OR_P decides whether to em-

ulate float or posit numbers. ACC represents the data type

for accumulation, where f32_acc is to use FP32 to accumu-

late during a dot product, and cus_acc is to use the same

type as computation for accumulation. In floating point con-

figs, EXP and MANTISSA represent the bit-width of exponent

and mantissa respectively. Setting SUBNORMAL=_subnormal

causes subnormal numbers to be enabled during emulation

and SUBNORMAL=_wo_subnormal otherwise. For Posit con-

figs, POSIT_NBITS is the whole width of the number format,

and POSIT_ES is the width of the exponent of Posit.
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Figure 8: GNN training time with different number formats

emulated by Arbitor

After changing data_format.sh, run

bash ./expr.sh [gnn | transformer | crnn |

resnet]

to train the model with the specified data format.

B Overhead of Arbitor

In addition to accurate emulation, generating customized GPU

kernels enables execution of Arbitor on GPU, in contrast

to accurate software-based simulators that primarily rely on

CPU-based execution. This allows Arbitor to leverage the

high bandwidth and massive parallelism of GPU to achieve a

level of performance that is more practical for executing DNN

training workload compared to software-based simulators. To

demonstrate the performance impact of Arbitor, we train the

whole GNN model with different data formats emulated by

Arbitor using the same experiment setup in Section 5.1. Fig-

ure 8 shows the training time for each step with different

data formats, where exp is the width of exponent bits, and

acc=cus or acc=f32 represents whether the accumulation

type is the same as computation type or is FP32. Emulating

different data formats introduces different amounts of over-

head, as the execution of emulated operations for each format

requires a distinct number of cycles on the GPU. For the float-

ing point format with 8 exponent bits with FP32 accumulation,

Arbitor incurs a 3.59× overhead. When the data format is

significantly different from FP32, such as Posit, Arbitor could

introduce a slowdown of up to 164.7×. These results show

that with the GPU acceleration, the performance of Arbitor is

significantly better than software-based simulators and is prac-

tical for the accurate emulation of DNN training. Moreover,

Arbitor can also leverage data parallel training to scale the

training over multiple GPUs to compensate for the emulation

overhead.
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