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Abstract

NVMe SSD has become a staple in modern datacenters thanks
to its high throughput and ultra-low latency. Despite its popu-
larity, the reliability of NVMe SSD under mass deployment
remains unknown. In this paper, we collect logs from over
one million NVMe SSDs deployed at Alibaba, and conduct
extensive analysis. From the study, we identify a series of
major reliability changes in NVMe SSD. On the good side,
NVMe SSD becomes more resilient to early failures and
variances of access patterns. On the bad side, NVMe SSD
becomes more vulnerable to complicated correlated failures.
More importantly, we discover that the ultra-low latency na-
ture makes NVMe SSD much more likely to be impacted by
fail-slow failures.

1 Introduction
NVMe SSD is now the new favorite of modern data centers.
With a performance specification of up to 6GB/s bandwidth
and microsecond-level latency, NVMe SSD serves as a strong
performance upgrade to its SATA-based peers [8, 18, 29–31].

Apart from the performance, the reliability of any hardware
under mass deployment is of great concern [3, 5–7, 10, 14, 38,
40,42,45]. While there is a spate of work covering the failure
characteristics of SATA SSDs in the field [34–36,41,47], their
findings may not be conclusive for NVMe SSD.

First, with a low-latency interface, NVMe SSD can be
especially prone to fail-slow failure (aka. gray failure [17, 21,
25, 26, 48]). In a nutshell, the NVMe SSD fail-slow failure
causes a drive to exhibit abnormal performance slowdown
(e.g., high latency under normal traffic). Unlike SATA SSD,
where fail-slow failure may be masked by the relatively high
latency (>100µs), NVMe SSD can be easily impacted due to
its ultra-low latency nature (∼ 10µs) [23, 27, 28].

Moreover, the NVMe SSD is not just the SATA SSD with
an interface upgrade. Instead, the internal architecture of
NVMe SSD has gone through considerable changes. An out-
standing example is the wide adoption of 3D-TLC NAND
in NVMe SSD for larger capacity. Compared to MLC, the
denser bits per cell (i.e., TLC) shows lower reliability and

*Equal contribution.
†Corresponding authors.

the vertical stacking (i.e., 3D flash) can exhibit disparate be-
haviors or even opposite patterns (e.g., lower error rate under
higher temperatures [32]). Also, the vendors have integrated
a series of techniques to improve the overall reliability in
NVMe SSD, such as Redundant Array of Independent NAND
(RAIN) or Low-Density Parity-Check code (LDPC) [43, 50].
Unfortunately, with no large-scale NVMe SSD fail-stop study
available at the moment, the influences of recent advance-
ments remain unknown.

In this paper, we study the fail-stop and fail-slow failures
of NVMe SSDs deployed at Alibaba. Specifically, we collect
and analyze device logs (i.e., SMART [11]), runtime logs (i.e.,
iostat), and failure tickets from over one million NVMe
SSDs1. Throughout the study, we set our analysis into the
context of previous studies to help various parties of interest
get a clear picture of NVMe SSD reliability, including the im-
proving and deteriorating failure patterns of fail-stop failures
and the characteristics regarding the fail-slow failures.

We start our study by plotting and analyzing the baseline
statistics (§3) of the NVMe SSDs, including the drive charac-
teristics (e.g., manufacturer and model), usage characteristics
(e.g., power-on time), and health metrics (e.g., annual re-
placement rate). Then, we comb through the dataset against
different impact factors such as age and write amplification
(§4). Finally, we lay a special focus on the fail-slow failures
(§5), where we rigorously identify the fail-slow drives and
perform extensive analysis. Altogether, we obtain 10 major
findings and we list the highlights as follows:

• Infant mortality (failures occurring soon after deployment),
a concerning failure trend in SATA SSD [35], is not out-
standing in NVMe SSD. For nearly all of our models, the
failure rate in the first three months is equivalent to or even
less than that from later periods.

• High Write Amplification Factor (WAF), unlike SATA
SSD [36], is no longer closely correlated with failures. In-
terestingly, NVMe SSD with low WAF (WAF≤1) exhibits
2.19× higher ARR than high-WAF ones.

• Co-located (i.e., intra-node/rack) NVMe SSD failure be-
comes more temporally correlated. For example, compared
to SATA SSD, NVMe SSD correlated failure increases up

1We release our dataset at https://tianchi.aliyun.com/
dataset/dataDetail?dataId=128972.
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to 14.69× and 1.78× in intra-node/rack scenarios, respec-
tively.

• The fail-slow failure is a widespread and severe problem
for NVMe SSD. On average, 1.41% of NVMe SSDs are
infected within four-month monitoring, which is 6.05× that
of HDD. Besides, fail-slow NVMe SSD could degrade to
SATA SSD or even HDD performance.

• The NVMe SSD fail-slow failure does not correlate with
SMART attributes, and rarely (0.22% of the fail-slow
drives) transits to fail-stop failures.

We conclude this paper with the limitation of this study
(§6), the related work (§7) and a short conclusion (§8).

2 Background
2.1 System Architecture
The NVMe SSDs, in our study, come from multiple IDCs
(Internet Data Centers) across the globe. An IDC usually
hosts dozens of storage clusters. The clusters are homomor-
phic with each running an HDFS-like distributed file system
(DFS). Each cluster owns several to tens of racks and each
rack includes up to 48 nodes. All NVMe SSDs in our study
come from the all-flash-configuration nodes that contain 12
NVMe SSDs (not RAIDed) for data storage (not hosting OS).

2.2 Drive Model & Workload
Our candidate SSDs are all enterprise-level. The earliest
model was deployed around May 2015, while the latest model
is from July 2019. We introduce the details in §3.

The SSD fleet serves a total of 7 services, including block
storage, object storage, big data, buffering, log, streaming,
and query. Each service spans across several dedicated clus-
ters. For confidentiality, we do not share the numbers of SSDs
or their distribution under each service. Still, we study the in-
fluences of workload under controlled-variable experiments.

2.3 Data Collection

Data Span Entry
SMART Logs 2019-11-04~2020-11-14 ∼1.8M
Perf. Logs 2020-11-16~2021-03-05 ∼84M
Failure Tickets 2019-11-04~2020-11-02 ∼20K

Table 1: Data collection period (§2.3).

SMART logs. SMART is a set of attributes widely adopted
by vendors and administrators to evaluate the reliability and
performance of drives [11]. In our clusters, the reportings of
SMART attributes are collected on a daily basis. Readings of
the metrics can be either cumulative (e.g., number of media er-
rors) or instantaneous (e.g., temperature). In practice, vendors
may not necessarily follow the exact counting or reporting
mechanism. Therefore, we standardize the numbers based on
the manufacturer manuals.

Performance logs. A major subset of our clusters is equipped
with node-level daemons to monitor and record the iostat,
a Linux kernel performance log. The iostat includes vi-
tal statistics of storage devices, such as latency, IOPS and
throughput. Currently, the daemon runs 3 hours a day (from
9 PM to 12 AM) and only records the average iostat values
of each monitoring window (15 seconds long). Within the
three hours, the traffic is relatively stable (around 70% peak
traffic) and dominated mainly by internal workloads and large
external clients (i.e., less burst traffic).
Failure tickets. Every node in our clusters has set up a dae-
mon to monitor and report fail-stop failures. Upon reporting,
a failure ticket would be generated (and manually checked by
engineers), containing basic information of the victim drive
(e.g., model and hostname) and the timestamp. Around 35%
of our nodes also record an error code, detailing the direct
symptom of failure (see Table 3 in §3.1). Upon failures, based
on the symptoms, drives would be repaired online (e.g., fsck)
or directly put offline for replacement (e.g., drive lost).

2.4 Methodology Correctness
To ensure sound and generalizable conclusions, we adhere to
the following principles and measures throughout the study.

First, our study methodology (similar to [19,34,36,41,47])
starts with a general and extensive comparison to identify
outstanding dominant factors. If high-level observation is
fruitless or suspicious (e.g., spurious correlation led by inter-
dependence between different factors as noted in [41]), we
would then perform fine-grained controlled variable experi-
ments (e.g., conditioned on workloads, drive models, drive
age and the total bytes written) to unravel the underlying root
causes and actionable advice for practitioners if any.

Second, we pre-screen the raw datasets to avoid bias (e.g.,
higher average) led by outliers (e.g., overflowing SMART val-
ues, NULL iostat recordings). Note that on-site engineers
have manually verified all failure tickets before this study. In
total, we have dropped around 5.8% and 1.5% untrustworthy
records from SMART logs and iostat, respectively. More-
over, for generalizability concerns, we also exclude drive
models with a smaller population (less than 1K) from the
study. Note that different suppliers may register a model by
different names, but we treat them as the same one here.

Third, we carefully choose statistical instruments to iden-
tify and verify the potential patterns in the NVMe SSD fail-
ures. Our rationale is that either such techniques or thresholds
have been applied in previous studies, or clear documentation
indicates the techniques can be used in the targeted scenarios.

3 Baseline Statistics
3.1 Dataset Overview
SMART logs. We begin by presenting the baseline statistics
in Table 2, where the dataset is grouped into three categories:
Basic Information, Usage Characteristics, and Health Metrics.
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Basic Information Usage Characteristics Health Metrics
Model Cap. NAND Lith./ Total Drive OP WAF Crit. CRC Media P/E ARR

(GB) Layer (%) Years Warn. Err. Err. Err. (%)
I-A 800 MLC 15nm 0.1 3.32 28% 1.69 0.0015 / 0 1439.46 / 0 0 / 0 0 / 0 0.34

2000 MLC 15nm 0.8 3.07 2% 2.05 0.027 / 0 759.73 / 0 3.52 / 0 0 / 0 0.69
3840 MLC 15nm 0.1 2.87 7% 0.84 0.0025 / 0 3091.59 / 1 0 / 0 0 / 0 0.78

I-B 1600 MLC 15nm 0.7 2.73 28% 1.82 0.011 / 0 0 / 0 0.01 / 0 0 / 0 1.12
3200 MLC 15nm 0.1 2.99 28% 1.86 0.16 / 0 0 / 0 759.81 / 0 0 / 0 2.34

I-C 4000 3D-TLC 64L 0.1 0.46 2% 1.04 0 / 0 0 / 0 0 / 0 0 / 0 0.66
II-A 1920 MLC 20nm 0.5 3.44 7% 3.68 0.052 / 0 59.46 / 0 0 / 0 1.70 / 0 0.77
II-B 800 MLC 20nm 0.7 3.60 28% 7.82 0 / 0 52.90 / 0 0 / 0 3.10 / 0 0.49

1600 MLC 20nm 1.3 3.63 28% 7.97 0 / 0 43.52 / 0 2.69 / 0 5.80 / 0 0.63
II-C 960 3D-TLC 32L 3.4 2.55 7% 3.62 0 / 0 1572.77 / 0 0 / 0 0.79 / 0 0.52

1920 3D-TLC 32L 1.8 2.50 7% 2.88 0.0017 / 0 849.99 / 0 0.49 / 0 1.60 / 0 0.79
4000 3D-TLC 32L 5.5 2.39 2% 3.36 0.00079 / 0 957.86 / 0 0.34 / 0 3.60 / 1 0.64

II-D 960 3D-TLC 64L 4.9 1.47 7% 2.45 0.00026 / 0 38.66 / 0 1.45 / 0 0.38 / 0 0.26
1920 3D-TLC 64L 8.4 0.97 7% 2.37 0.00031 / 0 54.56 / 0 0.45 / 0 0.45 / 0 0.56
3840 3D-TLC 64L 45.3 0.69 7% 1.96 0.000038 / 0 32.72 / 0 5.53 / 0 0.66 / 0 1.12

II-E 370 NEW 20nm 0.5 1.24 0% - 0 / 0 72.05 / 0 0.71 / 0 0 / 0 1.40
750 NEW 20nm 0.7 0.18 0% - 0 / 0 38.92 / 0 16.27 / 0 0 / 0 3.27

III-A 3200 3D-TLC 48L 0.3 2.65 28% 2.59 0 / 0 19.39 / 0 45.28 / 0 0.28 / 0 2.31
III-B 960 3D-TLC 48L 3.4 1.96 7% 3.34 0.0038 / 0 296.41 / 0 2.29 / 0 30.00 / 0 0.60

1900 3D-TLC 48L 7.4 1.73 7% 2.78 0.0080 / 0 263.04 / 6 0.82 / 0 69.00 / 0 0.69
3800 3D-TLC 48L 9.9 1.93 7% 1.87 0.010 / 0 469.66 / 6 1.81 / 0 67.00 / 0 1.13

III-C 960 3D-TLC 64L 4.1 0.45 7% 3.96 0.0023 / 0 124.55 / 0 0.02 / 0 5.30 / 0 0.49

Table 2: Baseline statistics of our drives (§3). The table shows the summarized statistics of NVMe SSD fleet. Cap.: capacity;
NAND: flash architecture; Lith./Layer: lithography or numbers of stacking layers; OP: Over-Provisioning rate; WAF: Write
Amplification Factor; Crit. Warn.: critical warning; P/E Err.: program/erase error. In Health Metrics, the two values separated
by a slash refer to mean and median values, respectively.

In Basic Information, we name the drive models as
manufacturer-model and use the alphabetic order to refer
to the generations of a manufacturer (e.g., I-A stands for the
earliest model from manufacturer I). Each model can be fur-
ther specified by capacities (i.e., Cap. column) and NAND
architecture (i.e., NAND column). We mark the planar chips
with their lithography (e.g., 15nm for I-A) and the 3D chips
with their vertical stacking layers (e.g., 64-layer for I-C). II-E
is a unique case as it adopts a novel (neither planar nor 3D
stacking) cell, thus named NEW (for anonymity). Finally, we
list each model’s relative population (i.e., Total%).

The Usage Characteristics describes the high-level adminis-
trative information. The first column is the average power-on
time in terms of years. The second and third columns respec-
tively present the over-provisioning rate (i.e., OP) and the
calculated average Write Amplification Factor (i.e., WAF).
WAF is calculated by dividing the number of NAND writes
by the number of logical writes. Both numbers are reported
by the SSD SMART attributes.

Last, we cover five primary reliability-related metrics.

• Critical Warning, introduced by NVM Express [20], indi-
cates that the drive may have serious media errors (i.e., in
read-only or degraded mode), possible hardware failures, or
exceeding temperature alarm threshold.

• CRC Error refers to the number of transmission errors (e.g.,
the faulty interconnection between the drive and the host).
• Media Error refers to the number of data corruption errors
(i.e., unable to access stored data in flash media).
• Program/Erase Error refers to the number of flash cell
programming errors (e.g., unable to program flash cells from
a block that is about to be garbage collected during copyback).
• Annual Replacement Rate (ARR) is the number of device
failures divided by numbers of device years, reflecting the
general reliability of drives (a common standard [34, 41]).

Note that readings of the first four health metrics are heavily
biased where zeros account for an absolute majority (e.g.,
99.97% for critical warning) of valid recordings. Hence, we
list both average and median values (i.e., average/median).
Failure tickets. A subset (around 35%) of our drives details
the direct cause upon failure reporting. Here, we present the
distribution of their symptoms in Table 3. There are a total of
five failure symptoms. I/O failure refers to a drive that fails to
perform a read/write request. The Link failure indicates either
a connection error during the PCI-e transmission or an abnor-
mal bandwidth. The Lost failure refers to a functioning drive
to become unfound. The Boot failure describes a drive that
fails to initiate (e.g., mounting file system). The Thres. failure
refers to one or more SMART attributes to have reached the
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Distribution Statistics
Type Dist. ARR ARR_M ARR_3D ARR_N
I/O 49.55% 0.40% 0.14% 0.42% 1.07%
Link 11.07% 0.09% 0.01% 0.10% 0.10%
Lost 5.65% 0.05% 0.06% 0.04% 0.01%
Boot 19.59% 0.16% 0.30% 0.14% 0.39%
Thres. 14.15% 0.11% 0.20% 0.10% 0.10%

Table 3: Failure symptom distribution (§3.1). Dist.: dis-
tribution; ARR: overall ARR; ARR_X: ARR of drives under
different flash architecture; I/O: read/write failure; Link:
connection failure; Lost: drive unfound; Boot: booting fail-
ure; Thres.: SMART value over a pre-defined threshold.

pre-defined threshold(s). For each type of failure, we present
its distribution (Dist. column) along with the corresponding
ARRs in all NVMe SSDs (ARR), MLC-based (ARR_M),
3D-TLC (ARR_3D), and NEW-NAND ones (ARR_N).

3.2 High Level Observations
Based on Tables 2 and 3, we now associate drive character-
istics with health metrics to get a high-level understanding
of the NVMe SSD fail-stop failures. Note that, even for the
same model, the drive population can be a diverse mix of
model and usage characteristics (e.g., NAND type, age, and
total bytes written). We have further verified our observations
through controlled-variable experiments on such impacting
factors.
NVMe SSD vs. SATA/SAS SSD. The ARR of NVMe SSD
in our dataset is much higher than that of SATA/SAS SSD
from Netapp’s enterprise storage systems [34]. We perform
a t-test on both sets of ARRs and the corresponding p-value
is equal to 3.554e-07. The average and median ARR of our
NVMe SSD are 0.98% and 0.69%, which are 2.77× and
2.83× higher than those of SATA/SAS SSD respectively (i.e.,
0.26% and 0.18% calculated from Table 1 in [34]). We obtain
similar results as we further break down the SSD population
by NAND types and lithography. Regarding Alibaba’s data
centers [19], the trend persists except for two models (i.e., C1
and C2 from Table 1 in [19]).

Moreover, we also compare the failure symptom distribu-
tion between NVMe SSD and SATA SSD (see Table 3 in [47]).
We observe radical changes as I/O error becomes far more
prevalent in NVMe SSD (accounting for 49.55%) while Lost
error (i.e., drive unfound) is no longer dominant (i.e., 5.65%
in NVMe SSD vs. 53.7% in SATA SSD).
Drive capacity. Within the same drive family, the average
P/E errors and ARR are positively correlated with the capac-
ity. For example, in the II-D drive family, as the capacity
increases, the average P/E error rises from 0.38 to 0.66 and
the ARR surges from 0.26% to 1.12%. This is understandable
as drives with larger capacity are more likely to be accessed,
thereby increasing the chances of suffering program errors.
NAND type. In our dataset, we find that the ARR of 3D-

TLC drives is slightly lower than that of MLC drives, while
in SATA SSD [34], the trend is reversed. The ARR of our
MLC drives varies from 0.34% to 2.34%, while that of 3D-
TLC SSD is from 0.26% to 2.31%. However, we notice that
drives with NEW NAND architecture (i.e., II-E family) ex-
hibit around 1.61× and 1.87× higher average ARR than those
of MLC and 3D-TLC drives, respectively (the p-values are
equal to 2.065e-02 and 4.351e-03). Table 3 further demon-
strates an ARR breakdown of failure symptoms among differ-
ent NAND chips. For NEW-based SSD, the main culprits of
its high ARR are the I/O and booting failures.

4 The Fail-stop
Now, we present the three major changes in failure patterns in
NVMe SSD. For each aspect, we start with existing patterns
in SATA/SAS SSD. We then study the differences in NVMe
SSD using a similar setup and further verify our findings
under a series of controlled-variable experiments.

4.1 Infant Mortality
Finding 1. Infant mortality, a notorious failure trend in hard-
ware early deployment period, is not notable in NVMe SSD.
Existing patterns. The Bathtub Curve [40] is a classic depic-
tion of hardware failure variances through time. Generally,
there are three main phases: infant mortality, stable (aka.
useful-life) and wear-out period. Previous SATA SSD studies
suggest that flash drive also follows this trend [35] (i.e., with
an early detection phase followed by the bathtub curve).
Difference in NVMe SSD. For NVMe SSD, we are inter-
ested in whether such observation still holds. Here, we adopt
the monthly failure conditional probability (FCP) to demon-
strate the failure trend (i.e., the same metric as in Section
5.1 of [34]). The FCP is calculated as the number of drives
to be replaced that month divided by the number of drives
surviving that month. In Figure 1, we present a comparison
between the six most popular drive families covering varying
NAND architectures (i.e., 15-20nm MLC, 32-64 layers 3D-
TLC, and the NEW). Throughout the paper, error bars refer to
95% confidence intervals with bootstrap methods [12] (2,000
iterations). In Figure 1, to calculate the error bar of FCP
in month x (with N drives surviving month x-1), we create
2,000 random samples of FCPs; in each sample, the FCP is
calculated based on a randomly-chosen set of N drives (i.e.,
sampling with replacement). Finally, we calculate the 95%
confidence interval based on these 2,000 samples of FCPs as
the corresponding error bar.

Should the NVMe SSD still follow the bathtub curve, we
shall see the FCP, starting from a high value (i.e., the infant
mortality), quickly decreases to a stable range (i.e., the useful
life) until surging in the wear-out period. However, from
visual inspection, we discover that most drive families do
not have outstanding infant mortality during early periods.
We further calculate the average FCP under various periods
(e.g., 1st to 3rd month and the most recent three months).
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Figure 1: Failure trend (§4.1). The figures present the Fail-
ure Conditional Probability (%) vs. drive’s deployed time
in months in 6 drive families. The dashed line indicates the
average value within each figure. Error bars throughout the
paper refer to 95% bootstrap confidence intervals [12] (2,000
iterations).

As a result, the early period (i.e., the first three months) has
equivalent or even lower FCP than the later periods. For
example, in I-A, the first three months yield an average FCP
of 0.02%, whereas the average FCPs of the next 9 months
(months 4-12) and most recent three months are 0.05% and
0.35%, respectively.

Validity analysis. Next, we explore the reason behind this
reliability improvement. First, it is unlikely that the stress
tests weed out the faulty drives before deployment. Stress
tests are usually short (up to one week) and thus not enough
for drives suffering infant mortality (the period lasts for 12-15
months long [35]). Second, we exclude the possibility of
external impacts (e.g., uneven distribution of workloads and
drive age, if any) using two-sided t-tests. Then, we focus on
the internal aspect by studying the SMART attributes vari-
ances over time. Here, for both II-D and III-B in Figure 2,
nearly all health-related metrics experience the infant mortal-
ity as they start with a much higher value and then decrease
to a stable range over time. Other drive families, in general,
also follow this trend. Note that the values in Figure 2 are
normalized to the lowest point on each curve and reported in
logarithmic reporting. This indicates that NVMe SSD still
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Figure 2: SMART in early age (§4.1). The figures present
the average number of SMART-recorded errors per month
during the first 15 months of deployment in two major drive
models. Note that the numbers are normalized to the lowest
point on each curve.

accumulates a large number of errors during the early period.
Therefore, we assume it is likely that the improvement of FTL
error handling makes the NVMe SSD more resilient in the
early periods.
Operational advice. We believe the recent advancement in
failure handling has set the NVMe SSDs free from suffer-
ing infant mortality. This can serve as a relief signal for the
supply chain and the on-site administrators as previous prac-
tice usually demands that the cloud operators stockpile extra
pieces before initial deployment.

4.2 WAF
Finding 2. NVMe SSD becomes more robust to high write
amplification (WAF>2), but extremely low write amplification
(WAF≤1) is still rare-but-deadly.
Existing patterns. Write amplification is a common phe-
nomenon in SSD I/O where the logical writes incur extra data
to be written to NAND due to SSD internal operations (e.g.,
garbage collection and alignment). A higher write amplifica-
tion factor (i.e., NAND writes size divided by logical writes
size) therefore indicates a more random and small-writes-
dominant workload. To overcome this disadvantage, manu-
facturers often use write compression techniques to combine
small or buffer repeated writes [9, 46, 49].

Previously, a large-scale SATA SSD failure study by Mi-
crosoft pointed out that higher WAF (WAF>2) incurs more
SSD failures (i.e., Section 3.5.1 of [36]). Moreover, they
suggest that the write compression technique can be damag-
ing where drives with less-than-one WAF have failure rates
similar to those with a higher-than-two WAF (see Figure 11
in [36]).
Difference in NVMe SSD. To avoid bias led by model char-
acteristics, we conduct a comparative study within each model
family. For each drive family, we first place SSDs into differ-
ent buckets by WAF with a step of 0.5. Then for each bucket,
we calculate its corresponding ARR. Since the 95th percentile
of WAF in our entire fleet is around 4, the last bucket includes
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Figure 3: ARR under different WAF levels (§4.2). The
grey dashed line indicates the average value within each
figure. “[1]”: the bucket includes no drives; “[2]”: the calcu-
lated ARR is zero (i.e., no failed drives). The first buckets of
III-B and III-C are overflowed (>5%).

drives with WAF above 4. The WAF≤1 bucket contains drives
significantly influenced by the write compression technique.

Figure 3 presents the correlation between WAF and failure
rates among eight popular drive families, covering different
types of NAND and manufacturers. Here, we make two
observations. First, for WAF higher than one, we do not
observe a strong positive correlation between WAF and ARR
in most drive families (the II-D drive family is considered an
exception). A set of Spearman’s Rank Correlation Coefficient
tests [44] further statistically confirm our hypothesis. This
indicates that NVMe SSD is less affected by random small
writes (a major cause for high write amplification). Second,
we observe that, for drives with low WAF (i.e., WAF≤1), their
failure rates are still relatively high. On average, these low-
WAF drives can have a 2.19× higher ARR rate than average.

Time Type SATA SSD NVMe SSD Hypo.

Total
node 4.5-73.7% 70.6-96.6% 0.04-9.0%
rack 28.6-91.4% 79.4-97.6% 27.8-77.4%

(0, 1min]
node 0.8-24.7% 1.1-17.9% 0%
rack 1.7-27.2% 1.3-17.9% 0%

(1d, 1mon]
node 1.1-39.4% 14.3-57.5% 0.01-1.1%
rack 6.5-47.9% 15.5-57.2% 2.9-10.0%

Table 4: Intra-node/rack failure distributions across
drive types (§4.3). The table presents the relative percentage
of intra-node and intra-rack failures in SATA SSD from a
previous study [19], our NVMe SSD fleet, and a hypothetical
setting where failures are independent of time and location.

An extreme example is the III-B drive family (lower left in
Figure 3), where low-WAF drives are 6.18× more likely to
fail than average. Fortunately, we discover that these low-
WAF drives usually occupy only a small proportion (e.g., only
0.09% in III-B). Even for I-A-3840 (i.e., having an average
WAF of 0.84), we argue that low-WAF drives can be easily
singled out with simple SMART attributes calculation for
close monitoring or reallocation.
Validity analysis. Many factors (e.g., workloads, age, wear,
and drive model) can influence both the WAF and reliability.
To verify our finding, we further conduct a series of experi-
ments by controlling the above variables (not shown due to
space limitations). Our evaluation further confirms that none
of the factors influences our finding. Therefore, we conclude
that, in NVMe SSD, while the low WAF may still be deadly,
the high WAF is no longer concerning.

4.3 Intra-node/rack Failures

Finding 3. Spatially correlated (intra-node/rack) NVMe SSD
failures are temporally correlated in the long-term span (i.e.,
1 day to 1 month), but no longer prevalent in the short span.
Existing patterns. Correlated drive failures are notorious
for their cascading impact on the reliability of the entire dis-
tributed system (e.g., reduced redundancy) [2,15]. According
to a previous study in Alibaba (i.e., Finding 5 of [19]), a
non-negligible proportion (i.e., up to 34.3% and 44.2%) of
SATA SSD spatial-correlated (intra-node/rack) failures can
also be temporal-correlated within a short span (i.e., at most
one minute apart), posing a critical challenge to the overall
stability.
Difference in NVMe SSD. To study whether such a corre-
lated pattern still plagues the NVMe SSD fleet, we further
check the intra-node/rack failure time intervals in our datasets.
Here, to be consistent with the previous study [19], we reuse
the Relative Percentage of Failures (RPF) to calculate the
likelihood of correlated failures. In RPF, the numerator is the
number of the sets of failures that occur between a specific
period (e.g., 0 to 1 minute). The denominator is the sum of
all failures of a particular drive model. Note that, in RPF,
the same failure can be counted repeatedly as a member of
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Figure 4: Intra-node/rack failure distributions across
drive models (§4.3). The figures present relative percent-
age of intra-node and intra-rack failures for each drive model.
Note that stacked bars can reach above 100% because failures
could be counted multiple times into different buckets.

different correlated failures sets. For example, consider three
failures, say A, B, and C, all occur within one minute inside
the same node. Then there are three sets of correlated failures
(i.e., [A,B], [B,C], and [A,C]), thus yielding an RPF of 100%.

In Table 4, we list the RPF from the previous study (i.e.,
SATA SSD column) and ours (i.e., NVMe SSD column).
We make the following observations. First, the accumulated
RPFs (i.e., Total row) across all NVMe drive models are
substantially higher, with an increase up to 14.69× and 1.78×
for intra-node and intra-rack scenarios, respectively. The
corresponding t-tests return p-values equal to 6.322e-06 and
1.881e-04.

Second, unlike SATA SSD (mostly correlated during short
intervals), correlated failures in NVMe SSD are commonly
observed only in long intervals (i.e., 1 day to 1 month). Here,
we use Figure 4 to demonstrate further the distribution of cor-
related failure intervals among different models on a weekly
breakdown of the long intervals (i.e., 1 day to 1 month). In
Figure 4, the upper graph shows the distribution of intra-node
intervals, and the lower graph shows the intra-rack ones. We
denote each interval with a different color (e.g., darkest for
the shortest interval). Figure 4 shows the prevalence of long
intervals (i.e., the three lightest/top boxes in each bar) in cor-
related failures. Conversely, short and medium ones (i.e.,
the three darkest/bottom boxes) on average occupy less than
17.86% (within 1 minute), 15.48% (1-30 min), and 16.25%
(30 min to 1 day) of the total RPF.

Validity analysis. Each rack in our setup hosts hundreds
of drives. Under such a considerable number, uniformly
distributed failures may also co-occur within a rack. To ver-
ify that intra-node/rack failures are indeed a result of non-
uniformity, we perform a set of hypothetical experiments
where drive failures are redistributed to be uncorrelated (i.e.,
independent of location and arrival time). First, for each drive
model, we sample without replacement to get a new batch of
drives and mark them as “failed” drives. Second, we assign a
random timestamp from 2019-11-04 to 2020-11-02 to each
“failed” drive as its failure time (see Table 1). For a fair analy-
sis, we repeat the above procedures 2,000 times and calculate
the average RPFs of intra-node/rack failures for each drive
model.

In Table 4, we compare the intra-node/rack failure distribu-
tions of hypothetical experiments (i.e., Hypo. column) with
those of the original setting (i.e., NVMe SSD column). Our
observations are as follows. First, intra-node failures under
the hypothetical setting are nearly negligible. For example,
the accumulated RPFs (i.e., Total row) of intra-node failures
are only 0.04-9.0% under the hypothetical setting, whereas
those from the original setting (70.6-96.6%) are much smaller
(the p-value is less than 2.2e-16). Second, even though intra-
rack failures are non-negligible under the hypothetical set-
ting, their RPFs are consistently smaller than those from the
original setting, e.g., with accumulated RPFs of 27.8-77.4%
vs. 79.4-97.6% (the p-value is equal to 1.119e-08). Therefore,
the non-uniformity in intra-node/rack failures is significant in
our dataset in contrast with the hypothetical setting.
Operational advice. While the decline of closely correlated
failures implies a lower risk of experiencing system-wise
failures, the surging of long-interval correlated failures still
poses a pressing threat. An inconvenient fact is that fixing
drive failure usually starts with software-based approaches
(e.g., data scrubbing and fsck), and such online checking
and repairing takes time [16, 33, 47]. In fact, we discover
that 43.90%, 14.36%, and 10.90% of the failed drives in our
clusters are repaired after one day, one week, and two weeks.
Based on our finding, we have refined our operational process
by directly putting drives offline upon failures to reduce the
chances of suffering long-term correlated failures.

5 The Fail-slow
Apart from the common fail-stop failures, we are also inter-
ested in fail-slow failures where drives exhibit performance
much less than expected (e.g., considerably high latency un-
der normal traffic). We hypothesize that the ultra-low latency
nature of NVMe SSD would make the drive more susceptible
to fail-slow failures. To verify our assumption, we conducted
an extensive study based on the per drive iostat traces from
more than half a million NVMe SSDs and more than 4 million
HDDs during four-month monitoring.

Note that our storage system requires all replicas (three
replicas in most cases) ACKed before any write request is
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Model Lith. Slow Event Dur. Event Slow- Slow Event Dur. Event Slow-
/Layer Drive Freq. (min) Laten. down Drive Freq. (min) Laten. down
/Type (%) (us) Ratio (%) (us) Ratio

5min 15min
I-A-2000 15nm 4.44% 225.06 18.98 195.60 2.39 3.65% 118.01 38.44 200.20 2.39
II-A-1920 20nm 1.25% 24.22 8.60 152.77 1.94 0.57% 8.70 20.36 148.96 1.80
II-C-1920 32L 0.52% 23.50 19.31 263.31 2.19 0.37% 11.84 39.67 256.58 2.19
II-C-4000 32L 0.06% 1.59 8.41 180.67 2.04 0.05% 0.66 21.16 175.62 2.03
II-D-1920 64L 0.17% 4.52 22.00 34.98 2.30 0.12% 2.30 42.59 36.22 2.35
II-D-3840 64L 0.48% 14.08 12.00 152.63 5.87 0.31% 5.99 27.08 122.35 4.48
III-B-1900 48L 3.04% 46.75 9.43 54.67 2.19 1.55% 12.82 24.69 56.68 2.22
III-B-3800 48L 1.31% 44.28 13.51 360.59 6.33 1.05% 20.89 30.39 244.74 4.29
Average - 1.41% 48.00 14.03 174.40 3.16 0.96% 22.65 30.55 155.17 2.72
H1 CMR 0.32% 4.53 8.56 47370.67 2.18 0.09% 1.15 23.97 55120.74 2.33
H2 CMR 0.24% 2.30 6.92 12355.12 2.04 0.03% 0.32 21.20 14796.03 2.38
H3 CMR 0.04% 0.51 11.72 1962.49 3.01 0.03% 0.36 28.49 2041.27 3.39
Average - 0.20% 2.45 9.07 20562.76 2.41 0.05% 0.61 24.55 23986.01 2.70

30min 60min
I-A-2000 15nm 3.19% 70.46 60.50 207.18 2.38 2.49% 32.95 97.33 203.25 2.24
II-A-1920 20nm 0.45% 3.03 34.53 143.81 1.81 0.11% 0.38 60.25 147.45 1.79
II-C-1920 32L 0.36% 7.63 60.82 263.97 2.18 0.32% 3.61 100.04 272.49 2.14
II-C-4000 32L 0.03% 0.28 39.85 176.39 2.03 0.01% 0.03 97.88 182.67 2.20
II-D-1920 64L 0.08% 1.26 61.72 37.57 2.40 0.04% 0.52 92.95 39.62 2.49
II-D-3840 64L 0.23% 2.60 47.63 132.95 4.31 0.13% 0.85 86.96 128.33 3.62
III-B-1900 48L 0.75% 4.74 48.27 61.94 2.35 0.40% 1.96 86.63 74.55 2.70
III-B-3800 48L 0.91% 11.18 49.53 248.33 4.18 0.63% 4.14 84.23 148.26 2.32
Average - 0.75% 12.65 50.36 159.02 2.71 0.52% 5.56 88.28 149.58 2.44
H1 CMR 0.04% 0.41 44.79 58673.31 2.43 0.02% 0.11 83.36 62272.65 2.50
H2 CMR 0.01% 0.10 39.86 15496.51 2.55 <0.01% 0.02 98.31 20991.78 3.66
H3 CMR 0.03% 0.21 53.05 2937.19 3.66 0.02% 0.11 96.27 3187.88 5.09
Average - 0.03% 0.24 45.90 25702.34 2.88 0.01% 0.08 92.65 28817.44 3.75

Table 5: Baseline statistics for fail-slow (§5.1-§5.2). The table shows the summarized statistics of fail-slow occurrences under
the 5-min to 60-min duration requirements. Lith./Layer/Type: lithography, numbers of stacking layers or HDD type; Event
Freq.: fail-slow event frequency per 1K drives per hour; Dur.: average event duration in minutes; Event Laten.: average event
latency in µs. Note that the SSDs and HDDs under heavy traffic are not included (see §5.1).

returned, while only one ACKed for each read request. Thus,
fail-slow failures are more likely to impact the write perfor-
mance than the read. Such a phenomenon agrees with most
known fail-slow cases in practice. Throughout this section,
we focus on the write latency where fail-slow failure can be
more destructive.

5.1 Identifying Fail-slow Events and Drives

Currently, a subset of our clusters is equipped with daemons
to monitor the iostat of the deployed drives. Due to capac-
ity limits and performance concerns, the daemon runs 3 hours
(9 P.M. to 12 A.M.) each day. It only records the average
statistics of each monitoring window (15 seconds in the cur-
rent setup), thereby yielding 720 records per drive (3 hours
divided by 15 seconds) each day.
Methodology overview. We use the following threshold-
based approach to identify fail-slow drives (similar to a previ-
ous study on SATA SSD and HDD tail latency [21]). The first
step is to select suspicious drives with high latencies. Then,

we determine whether the chosen drives are indeed fail-slow
by checking the existence of consistent slowdowns.
Identifying suspicious fail-slow drives. In the first step,
we observe that the performance (e.g., latency, IOPS, and
throughput) records within a cluster generally follow a Pos-
itively Skewed Distribution. For example, in one cluster,
the median latency is only 49.19µs while the average la-
tency is 667.85µs. Thus, we can use a latency threshold as
(−∞,3rd_quartile+2IQR) to identify the outliers (i.e., slow
drives) [39] where the IQR (interquartile range) is computed
by subtracting the first quartile from the third quartile.

If the 3-hour median latency of a drive is beyond the bar, we
mark this drive as a suspicious slow drive. To avoid reporting
led by heavy traffic (i.e., false-positive), we also rule out high-
latency drives under heavy traffic (i.e., IOPS/throughput is
also beyond 3rd_quartile+2IQR).
Identifying slowdown events. Note that a suspicious drive
may be marked due to transient but time-consuming events
(e.g., read retries, unstable connection). Therefore, we further

1012    2022 USENIX Annual Technical Conference USENIX Association



check whether a suspicious drive has experienced a consis-
tent slowdown event to pinpoint the fail-slow drives. Here,
we borrow the idea of measuring slowdown events from a
previous SSD performance study [21].

First, we mark the 3-hour iostat latency records from the
suspicious slow drive and its 11 intra-node peers (12 drives
per node) as Lk

i , representing the record i (i ∈ {1,2, ...,720})
from drive k (k ∈ {1,2, ...,12}) . Then, we use RLk

i (Relative
Latency) to indicate the slowdown degree of drive k at record

i, formally RLk
i =

Lk
i

median(L1
i ,L

2
i ,...,L

12
i )

. Then, we formulate an

event as Ek
i, j by computing the means of RLs of drive k from

record i to j, formally Ek
i, j = mean(RLk

i ,RLk
i+1, ...,RLk

j).
For an Ek

i, j to be considered a fail-slow event, it must sat-
isfy two requirements. First, Ek

i, j needs to be larger than an
empirical slowdown degree. We set the slowdown degree as
2 (same in [21]), meaning that, during the event, the victim
drive is at least twice slower than its peers. Second, we set
four minimum spans as 5, 15, 30 and 60 minutes, meaning
the Ek

i, j should last longer than 20, 60, 120 or 240 records (a
record spans 15 seconds).

To sum up, a drive (i.e., NVMe SSD or HDD) is deemed
fail-slow if and only if it has a high median latency (i.e.,
higher than top 0.04% latency variances in the cluster during
3-hour monitoring) and suffers at least one fail-slow event.

5.2 Dataset and High Level Observations
5.2.1 Dataset Overview
In total, we have identified around 5K and 3K fail-slow NVMe
SSDs and HDDs, respectively. Table 5 gives an overview of
the fail-slow drives and events among the fleets. We use four
quadrants to represent the statistics under different require-
ments (i.e., 5 to 60 min). The upper half of each quadrant
includes 8 major NVMe SSD models (named as brand-model-
capacity), while the lower includes the three most popular
HDD models (H1, H2, and H3) in our clusters.

For each column, we begin by listing the lithography (for
planar NAND), layers (for 3D-NAND), or the type (for HDD,
i.e., CMR or SMR). Further, we show the percentage of drives
that have been identified as fail-slow ones in that model (Slow
Drive%). The Event Freq. describes the numbers of events
per 1000 drives per hour, reflecting the fail-slow severity in a
mid-sized cluster. The following two columns (Duration and
Event Latency) show the average fail-slow event duration and
average event latency. The final column (Slowdown Ratio) is
the ratio of average event latency to average latency of peer
drives (i.e., healthy drives from the same node) during the
event. The last row of each sub-quadrant is the average value
for each category (i.e., SSD or HDD).

5.2.2 SSD vs. HDD
Finding 4. Compared to HDD, fail-slow failure in NVMe
SSD is much more widespread and frequent, and can degrade
the drive to SATA SSD or even HDD level performance.

We start with the differences between NVMe SSDs and
HDDs. First, we observe the disparity between HDD and
SSD in slow drive popularity (i.e., Slow Drive %). Compar-
ing the average row in each quadrant reveals that slow drives
are 6.05× (i.e., 1.41% to 0.20% in the 5-min quadrant) to
51× (0.52% to 0.01% in the 60-min quadrant) more common
in SSDs. Similarly, we also observe that the fail-slow occur-
rences (i.e., Event Freq.) are much more frequent in SSDs,
ranging from 18.59× (5-min) to 68.50× (60-min).

Regarding the event duration, the difference varies. On
average, the SSD event lasts up to 55% longer in the first
three quadrants, but the trend reverses as the HDD event costs
5% more time in the 60-min quadrant. This indicates that
fail-slow events in NVMe SSD are relatively short-termed.

Moreover, while models like II-D-1920 and III-B-1900 still
deliver relatively satisfying performance, fail-slow NVMe
SSDs usually degrade to SATA-SSD-level latency (i.e., hav-
ing an average event latency around 160µs, see average rows
of event latency from 5-min to 60-min). Even worse, our eval-
uation shows that the top 1% slowest events in several NVMe
SSD models deteriorate to an average latency of around 22ms,
an unsatisfying performance even for HDD.

The comparisons of slow drive popularity, event fre-
quency, and performance prove that the NVMe SSD is indeed
widely plagued (1.41% affected under 5-min requirement)
and severely impacted (∼ 160µs average event latency) by
fail-slow failure. Recall that the dataset comes from only three
hours of monitoring per day for four months. Plus, all of our
models are enterprise-level, and we have already excluded
SSDs under heavy traffic. Therefore, we expect the annual
fail-slow drive rate to be higher and fail-slow occurrences
more frequent in the field.
Operational advice. Experiencing widespread and severe
fail-slow faults can be particularly harmful to NVMe SSDs
as performance-sensitive jobs are usually placed on them.
However, simply putting all fail-slow drives offline can be
unacceptably expensive. Recently, we have been experiment-
ing with a “three strikes” approach to tackle the suspiciously
slow drives. Specifically, the first time a drive is diagnosed
with fail-slow failure, we would clean the drive’s data and
deploy it again as a new drive. In the second time, we would
fully flush the drive with zeroes, reformat and redeploy it.
A third timer would be directly put offline for replacement.
Unfortunately, we have just deployed this strategy and do not
have enough samples for analysis.
Root cause. We have sent 100 slowest SSDs (around the top
2% of the identified slow drives with an average event latency
of 4.4 ms) back to vendors for repair. The results show that
33 of them have bad capacitors, causing the malfunctioning
buffer and thus the high latency. 46 of them contain bad chips
and the root causes of the rest remain unclear.

5.2.3 Differences between SSD models.

Finding 5. The manufacturer is a dominant factor of fail-slow
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Figure 5: CDF of fail-slow event reoccurrence (§5.2). The
figures present the distribution of event reoccurrence for two
models under four duration requirements.

drive population in NVMe SSD.
Now, we dig deeper by focusing on the fail-slow distribu-

tion differences between SSD models. First, we look at the
influences of the manufacturers. Our dataset includes three
manufacturers (i.e., I, II, and III). For slow drive percentage,
there is a clear order (i.e., manufacturer I followed by III and
II) across the four quadrants. Even the highest value of III
(e.g., 3.04% of III-B-1900 in 5-min quadrant) is well behind
that of the I’s model (i.e., 4.44% of I-A-2000), which also
applies to the comparison between III and II. However, we
do not observe visible patterns for the event duration, event
latency, and slowdown ratio.
Finding 6. Higher fail-slow drive popularity does not always
lead to a higher fail-slow event frequency.

Moreover, we notice a seemingly counter-intuitive pattern.
One may assume a higher fail-slow drive percentage leads
to a higher event frequency. While this hypothesis holds in
the longest duration requirement (60-min quadrant), we find
many counter-examples among shorter ones (e.g., II-A-1920
and II-C-1920 in 5-min quadrant).

A possible explanation is that under a shorter duration re-
quirement, there are more drives with multiple events, result-
ing in a small slow drive percentage with high event frequency.
Here, we further verify this assumption by using Figure 5,
a CDF of events per drive under different duration require-
ments. We can clearly see that drives under shorter durations
accumulate more events than those under longer durations.

5.3 Correlating Factors
In this section, we conduct an extensive study on fail-slow fail-
ures versus various correlating factors (i.e., drive age, work-
load and SMART attributes).

5.3.1 Drive Age

Finding 7. Fail-slow drive population and event frequency
are strongly correlated with age, but only for old (power-on
time > 41 months) NVMe SSDs.

Age is widely known for its significant impact on SSD
fail-stop failures [34, 35, 41]. We correlate fail-slow metrics
with drive power-on time to see the significance of age here.

We first place all fail-slow drives into monthly buckets
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Figure 6: Fail-slow drive percentage across time (§5.3.1).
The figures show the percentage of fail-slow drives per month
under the 5-min and 60-min duration requirements. The
dashed line indicates the average value within each figure.

(e.g., bucket-1 includes fail-slow drives with power-on time
between 0 to 1 month). Note that for a drive with multiple
event occurrences (e.g., fail-slow events in both 34th and
35th months), we put the drive to the earliest bucket (i.e.,
34th-month bucket). Then we calculate the fail-slow drive
percentage for each bucket by dividing the numbers of fail-
slow drives against the numbers of drives of the same age.

Figure 6 demonstrates the population variances along time
under the 5-min (left) and the 60-min (right) requirements
where the horizontal dashed line is the average. We can see
that the population, in both scenarios, oscillates around the
average value at first and then start to surge in the final months.
Further, a Spearman’s Rank Correlation Coefficient (SRCC)
test [44] reveals that the fail-slow population in old drives (>41
months) is highly correlated with age. Specifically, in the 5-
min requirement, the SRCC score for old drives is around 0.92
(way beyond the common threshold for positive correlation,
i.e., 0.5). In contrast, the scores from the rest (i.e., younger
drives) are close to 0, meaning no correlation. Similar trend
exists under 15-min, 30-min, and 60-min requirements.

Next, we adopt similar approaches to measure the correla-
tion between age and other metrics, including event frequency,
event duration, and slowdown ratio. We find that the event
frequency is similar to the fail-slow population where old
drives (i.e., > 41 months) are strongly correlated with age
while young drives are not. We do not observe a notable
correlation for duration and slowdown ratio, indicating that
both metrics remain rather stable throughout the lifecycle.

5.3.2 Workload

Finding 8. The workload can significantly affect various fail-
slow characteristics, and heavy traffic workload may have
long-lasting impacts on fail-slow occurrences.

Workload is also a well-known impact factor on the SATA
SSD fail-stop failures [1, 24, 36, 41, 47]. The key difference
between workloads is the I/O pattern. Therefore, we evalu-
ate the impacts of workloads by studying four representative
cloud storage services with drastically different access pat-
terns, namely block storage, buffering, object storage, and
query.
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G Age-Wr Wl. Slow Event Dur. Slow-
Drive Freq. (min) down
(%) Ratio

II-D-3840

1 3rd-2nd
Block 0.02 0.23 9.81 1.99
Buffer 39.17 1318.51 11.85 2.28
Query 0.08 2.31 6.83 3.01

2 3rd-3rd
Block 0.01 1.84 19.60 2.15
Buffer 13.86 466.00 13.38 2.22

III-B-3800

3 2nd-1st
Block 0.03 0.65 15.29 152.59
Object 5.86 1187.69 26.67 12.41

4 2nd-2nd
Block 0.01 0.15 7.04 2.06
Buffer 36.88 1196.75 12.00 2.30

5 3rd-2nd
Block 0.71 12.76 10.09 64.91
Buffer 10.18 608.78 20.24 2.39

Table 6: Fail-slow statistics for groups of workloads
(§5.3.2). The table presents fail-slow metrics under differ-
ent workloads with control variables on the drive model, age,
and P/E cycle (total bytes written divided by capacity) under
5-min duration requirement. G: variable-controlling group;
Age-Wr: age-write bucket; Wl.: workload; “Slow Drive (%)”
to “Slow-down Ratio” follow the same metrics in Table 5.

As factors like age and manufacturers could severely in-
fluence the fail-slow failures, we thus conduct this study in
a finer granularity by setting multiple variable-controlling
groups. In Table 6, based on the fail-slow metrics under 5-
min duration requirement, we group the drives (G column)
by drive model, age, and P/E cycle (total bytes written di-
vided by capacity). We choose two drive models, II-D-3840
(upper half) and III-B-3800 (lower half), as they are from
different manufacturers and both popular among different
services. Then, we control other variables as Age-Wr (age
and P/E cycle). The age is listed by years and the P/E cycle is
broken down into 4 intervals (i.e., ≤100, 100∼500, 500∼1K,
and 1K∼10K P/E cycles, respectively). For example, the
3rd-2nd from group 1 means the drives from this group have
a deployment time between 2 to 3 years and a usage level be-
tween 100 to 500 P/E cycles. For each group, we further list
the workload (Wl. column) and the corresponding fail-slow
metrics (“Slow Drive (%)” to “Slow-down Ratio” column,
same as Table 5).

Here, we make the following observations. First, by com-
paring the metrics within each group, we can see that the
workload can significantly affect all four fail-slow metrics.
For instance, in groups 1 and 2, the fail-slow population
and event frequency of buffering workload can be thousands
of times higher than those in block storage (e.g., 39.17%
vs. 0.02% in group 1). Similar disparities in event duration
and slowdown ratio can be observed between block and object
storage in group 3, or between block storage and buffering in
group 5.

Second, the patterns can preserve despite model, age, or

P/E cycle variances. For example, by comparing groups 2 and
5, while the groups are of different models and usage levels,
the buffering workload in both groups has a much higher slow
drive percentage and event frequency.

To sum up, the above experiments verify the significant
influences of workloads on fail-slow failure. Primarily, we
discover that fail-slow failure favors the buffering workload
the most. In practice, the drives under the buffering workload
usually have constantly heavy traffic (e.g., storing intermedi-
ate results of big data workload). Recall that we have already
excluded SSDs under heavy traffic from consideration. There-
fore, a possible explanation is that the heavy traffic may have a
long-lasting effect (e.g., leaving data more scattered), making
the drive more susceptible to fail-slow failure.

5.3.3 SMART Attributes

Finding 9. SMART attributes only exhibit negligible correla-
tion with fail-slow metrics.

Now, we analyze whether SMART attributes (an essential
set of indicators for fail-stop failures) correlate with fail-slow
failures. We collect SMART data on the last day of our
four-month fail-slow detection period. Further, we divide
drives into groups based on drive model, age, P/E cycle, and
workload. Within each group, we label drives as either “slow”
or “not-slow”. Finally, we apply SRCC [44] to examine the
correlation between fail-slow failures and SMART attributes.

Under the 5-min duration requirement, we obtain 40 groups
of drives. None of them exhibit a clear correlation with any
SMART attributes, such as Critical Warning, P/E Error, and
CRC Error. The above results preserve under 15-min, 30-min
and 60-min duration requirements. Even if we set drives
with multiple fail-slow events as “slow”, the results remain.
Hence, we conclude that the root causes and/or the symptoms
of fail-slow failures are not (well) captured by the SMART.
Operational advice. In this case, we decide not to integrate
SMART attributes to improve the fail-slow detection. Cur-
rently, we have been exploring various approaches. The major
hurdle is the lack of verified positive samples (i.e., fail-slow
drives) due to the lack of a fail-slow oracle. Therefore, based
on the performance, we tried classic statistical methods and
discovered that basic linear or polynomial regression is not
very practical as they require constant adjustment for the
varying traffic (even within the same workload). We leave
employing machine learning models as a part of our future
work once the “three strikes” yields convincing and abun-
dant cases. Also, we encourage manufacturers to reveal drive
characteristics (e.g., flash GC timing) to facilitate fail-slow
identification.

5.4 Transition to Failures
Finding 10. The transition from fail-slow to fail-stop failures
is rarely observed, at least not observed within a short time
interval (within 5 months).

Previous case studies indicate that a fail-slow failure may
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Not-replaced Replaced Total

Not-slow
98.84% 0.57% 99.41%

(770965) (4429) (775394)

Slow
0.59% <0.01% 0.59%
(4574) (10) (4584)

Total
99.43% 0.57% 100%

(775539) (4439) (779978)

Table 7: Transition from fail-slow to fail-stop failures
(§5.4). The table presents a contingency table of fail-slow
and failed (later in time) drives for NVMe SSDs under the
5-min duration requirement.

turn into a fail-stop failure [17]. Therefore, we collect up-
to-date failure tickets ever since the beginning date of our
detection period. The latest failure tickets are about 5 months
older than the last recorded fail-slow event.

Table 7 is a sample contingency table recording the fre-
quency counts of drives based on 2 categories: appearing in
the failure tickets (Replaced column) or not (Not-replaced
column) and having at least one fail-slow event (Slow row)
or not (Not-slow row). The result is rather surprising as only
10 drives exhibit fail-slow failures before fail-stop failures,
yielding a relatively small population in both slow (around
0.22%) and replaced (around 0.23%) drives. The mean and
median transition time are 73 and 67 days, respectively. A
possible reason is that fail-slow seldom or may need a long
time to transit to a fail-stop failure. Therefore, we conclude
the fail-slow failures are unlikely to transit to fail-stop failures,
at least not within a few months.

6 Limitation
Environmental differences. The main methodology of this
paper is to draw side-by-side comparisons with previous find-
ings. The environmental differences (e.g., workload and hard-
ware setup) may impact the validity of our findings. There-
fore, throughout the study, we use controlled-variable experi-
ments to rule out the biases led by such influences and only
make findings when statistical confidence is enough. Plus,
many previous studies share great similarities with our setups
(i.e., cloud storage systems from [19, 35, 36, 47]) and work-
loads (e.g., object storage in [19, 36, 47] and database storage
in [36, 47]). Hence, our findings are a result of the NVMe
SSD characteristics instead of the environmental factors.
Comprehensiveness. Previous studies have covered various
aspects of SATA SSD failures. Due to the space limit, we are
unable to present all of them. In the paper, we do not discuss
the topics due to three reasons: missing data sources (e.g., bus
power consumption [35]), statistically unconvincing results
(e.g., lithography [34]), and unchanged failure patterns.
Fail-slow detection. Unlike fail-stop failures where the or-
acle is clear (i.e., the five symptoms in Table 3), fail-slow
failures are often difficult to pinpoint and thus rely on empiri-
cal thresholds. In the study, we place a rather strict threshold

and drives under heavy traffic are not considered. The average
event latency (close to SATA SSD performance), shown in
Table 5, confirms the effectiveness of our detection approach.
Even though we may underestimate the impacts of fail-slow
occurrences due to the demanding standards, we believe our
dataset and findings are sufficient to reveal a rather concerning
status quo of fail-slow NVMe SSD in the field.

7 Related Work
SATA/SAS SSD failure study. There are several field studies
of SSD failures in large datacenters, including NetApp [34],
Google [4, 41], Alibaba [19, 47], Facebook [35], and Mi-
crosoft [36]. These studies share important insights regarding
the trend, impacting factors, and correlation of the SATA/SAS
SSD failures in the field. Our study distinguishes from them
in two aspects. First, we focus on NVMe SSD, which can
have distinctive failure characteristics due to internal (e.g.,
RAIN) and external (e.g., NVMe interface) changes. Sec-
ond, apart from fail-stop failures, we also study the fail-slow
failures, a pressing issue especially for the NVMe SSD.
Fail-slow failure study. Fail-slow failure (aka. gray failure)
has attracted increasing attention from academia and indus-
try [13, 17, 21, 22, 25, 26, 37]. Specifically, Gunawi et al. [17]
collect more than 100 hardware fail-slow cases from various
datacenters and perform qualitative analysis to understand
the distribution and root causes behind the failures. More-
over, Hao et al. [21] reveal the distribution of tail latency in
large-scale SSD/HDD-based RAID systems. Our work is dif-
ferent from the above as we focus on NVMe SSDs inside the
general-purpose cloud storage system and perform large-scale
quantitative analysis based on the monitoring data.

8 Conclusion
We perform a large-scale failure study of NVMe SSDs in
the field. We have identified major changes of NVMe SSD
fail-stop failure patterns including failures, robustness under
WAF and the temporal correlation. Also, we investigate the
fail-slow failures and the impact factors at scale. Altogether,
we obtain 10 findings and open-source our dataset.
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A Artifact Appendix
Abstract
The artifact consists of the first large-scale public dataset on
real-world operational data of NVMe SSD. With this dataset,
we have identified a series of major reliability changes in
NVMe SSD. The community could leverage our dataset and
findings to understand the major reliability changes in NVMe
SSD, and design effective reliability solutions (e.g., detecting
and predicting failures) in production environments.

Scope
Most major findings in the main text (i.e., Findings 1-8 and
10) could be validated by exploring the dataset. Moreover,
practitioners could make use of this dataset to investigate the
fail-stop and fail-slow failure characteristics of NVMe SSD.
For example, the dataset could be used to design fail-slow
detection algorithms or to predict fail-stop or fail-slow failure
occurrences in large storage systems.

Contents
The dataset primarily covers:
• SMART logs and failure tickets of around 700K NVMe
SSDs of 11 drive families from three vendors during a one-
year span. Practitioners could make use of them to investigate
the fail-stop failure characteristics of NVMe SSD.
• Performance logs (i.e., device-level write latency time
series) of around 97K NVMe SSDs and 141K SATA HDDs.
Practitioners could make use of them to investigate the fail-
slow failure characteristics of NVMe SSD, and compare them
with those of SATA HDD.

Hosting
The open-source dataset is hosted by Tianchi of Al-
ibaba Cloud at https://tianchi.aliyun.com/dataset/
dataDetail?dataId=128972 with detailed instructions.
Please refer to the above link for more information. We
commit to ensuring the availability of this dataset.
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