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Proof-of-work rate limits the creation of new blocks, but it does not 
restrict the number of transactions in each block!

I/O bottlenecks limits the block size, and thereby reduce the overall 
throughput of public blockchains!
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miners to safely release larger blocks
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RainBlock, a new architecture for public blockchains, increases overall 
throughput without modifying proof-of-work consensus

RainBlock eliminates I/O bottlenecks in transaction processing, allowing miners 
to process and verify more transactions in the same amount of time

RainBlock employs the novel Distributed Sharded Merkle Tree (DSM-Tree) for 
I/O-efficient transaction processing

In a geo-distributed setting, with 4 miners in 4 regions spread across 3 
continents, RainBlock miners can process about 20000 transactions per second
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I/O-Helpers can prefetch from storage nodes while miners are updating them
• Storage nodes need to provide consistency in the presence of concurrency!

Challenge-II:  Increased network traffic
RainBlock trades off local disk-I/O for network-I/O
• Data is now transmitted over the network, and is very large
• Stateless Clients proposal did not gain traction due to high network overheads

28
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Two-layered DSM-Tree
Concurrency and consistency

Helper1 Miner1

Witnesses

1. Prefetch

...

2. Submit
Top layer of DSM-Tree:
Miner’s private cache

The DSM-Tree layers collaborate with each other to reduce network traffic

Storage Nodes
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Reduce network traffic
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Compact 
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2. Submit

Cross-layer optimizations reduce network traffic by up to 95%
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Trust, Safety, and Security

• Trust assumptions
• All components work without trust

• Safety and Security
• PoW remains unchanged

• RainBlock architecture
• Adds complexity
• Better throughput and scalability
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Evaluation

Experimental Setup

• Amazon EC2 m4.2xlarge instances
• 32GB RAM
• 48 threads per machine

• Storage nodes, miners, and I/O-Helpers are deployed on their own instance

• Workloads reflecting transactions in the public Ethereum network
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Summary

41

I/O bottlenecks limit the block size not proof-of-work consensus

RainBlock avoids I/O in the critical path with I/O-Helpers and storage nodes

RainBlock uses DSM-Trees to reduce network traffic

RainBlock processes 20K tps in a geo-distributed setting
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https://github.com/RainBlock

soujanya@cs.utexas.edu


